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Overview
This paper describes an inversion technique where the regularisation is based by prior predic-
tions from models, with the new feature that selection of an appropriate subset of models is
being selected as part of the inversion. It defines an appropriate objective function, and a new
algorithm for minimising this objective function.

The technique is then illustrated by three synthetic data examples, firstly a signal processing
example and then two inversions of simulated OCO-2 data.

The paper is generally well written, although there are a few points at which a little more
detail might make it easier to read. It might benefit from a table of notation — although what
appears below was produced for my own benefit while writing this report.

To conclude, this paper is suitable for publication in Geoscientific Model Development. My
various comments should be regarded as suggestions for the authors to consider and the editor
to take into account, rather than being prescriptive.

General comments
• Probably it should be explicitly stated that the formalism as presented here is restricted to

linear (or linearised) models.

• As the authors note, model selection (effectively choosing a set of regression variable
from a set of p candidate variables) would strictly involve 2p comparisons, and iterative
approaches, e.g. successive rejection, still require large numbers of comparisons (and

(
p
q

)
comparisons if q, the size of the target subset is pre-determined). The approach here is
analogous to the use of L1 norms in regression, fitting a subset of items closely at the
expense of downplaying the lack of fit of other items (and thus being less sensitive to
outliers).

• Choosing one ’best ’ model from a set of models describing the same process seems an
appropriate approach. If one has two or more candidate models of different processes
that give similar contributions to z, then rather than choose one model, the appropriate
conclusion is that the inversion can estimate a linear combination of these models but
not distinguish between them. This could be particularly relevant for the third example,
where ’lumping’ of poorly distinguished weak source regions might be more appropriate
than selecting a subset. The example is a good illustration of the power of the method but
the method may not be the best way of inverting actual OCO-2 data.
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Line by line
83 Suggest using q, as above, rather than s, as number of target models to avoid confusion with

s.

various Suggest upright T to indicate matrix-vector transpose, since the T is not a mathematical
variable. There are various online discussions on best form. My own preference would
be XT

$\mathbf{X}ˆ\mathsf{T}$

various The importance of this will depend on the fonts used for final production, but in the
discussion preprint, the use of bold font to distinguish vectors works poorly for the Greek
beta and particularly poorly for gamma. While the intended usage can be deduced from
the context, it makes the article a little bit harded to read, since beta does not always
appear as a vector (see eqn 7) and both forms are subscripted, once by component in-
dex within the vector, and otherwise with subscript to the vector indicating the iteration
number.

259 Strictly, tk+1,k and mk+1,k seem not to be defined at this point. Needs forward reference to
Algorithm 1.

Terms where a few words of description might help
Krylov subspace methods Methods for working with subspaces of large problems..........

Laplace distribution Also known as double exponential.

Notation
k Iteration count in inversion algorithm. Dimension of the Krylov subspace at that step??

m Number of observations (dimensionality of z).

n Number of quantities to be estimated (dimensionality of s).

p Number of candidate predictors (models).

z Vector of observations that are to be fitted by the inversion.

s Vector of quantities to be estimated by the inversion.

ζ ’Random’ component of s, assumed to be distributed as zero mean multivariate Gaussian
described by Q

β Vector of contributions from each of the candidate models, where model selection corre-
sponds to taking zero as the estimate of particular components. The selection is ’con-
trolled’ by the regularisation parameter α.
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ε Error component of z. Assumed to be zero mean multivariate Gaussian described by R.

R Covariance matrix for ε, the error component of observations, z .

H Mapping from s to observations z.

λ Regularisation parameter, estimated as part of the invesion, applied as scale factor of Q .

α Regularisation parameter, estimated in the inversion, applied Y as defining the scale of the
Laplace distribution of β.

γ Transformation such that minimisation over s, β becomes minimisation over γ, β, avoiding
the need to invert Q.

uk, vk Additions to the solution subspace after step k.

X Mapping from candidate models, β, to s.

j Component index within a vector.
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