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Abstract: 18 

Evaluating, ranking, and clustering (ERC) stand as fundamental tasks in scientific 19 

research, each requiring a mathematical foundation. This study presents an ERC system 20 

anchored in the CCHZ-DISO (Chen, Chen, Hu, and Zhou-Distance between Indices of 21 

Simulation and Observation) system. Previous research underscores the optimality 22 

achieved by the CCHZ-DISO system (Hu et al., 2022). Since the inception of CCHZ-23 

DISO-series research by Hu et al. (2019), DISO has found extensive applications across 24 
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various domains including geography, hydrology, and economics. Analogous to the 25 

CCHZ-DISO system's construction, the ERC system employs the Euclidean distance 26 

to perform evaluating, ranking, and clustering tasks. Furthermore, illustrative examples 27 

are provided to elucidate the application of the ERC system. In fact, the ERC system 28 

unified the evaluating, ranking, and clustering tasks in one simple equation which is 29 

more flexible and simpler than the present system. It will have a more widely 30 

application than CCHZ-DISO in diverse scientific domains.  31 

Keywords: CCHZ-DISO System; Euclidean Distance; Evaluating, Ranking and 32 

Clustering; ERC system. 33 

1 Introduction 34 

Evaluating, ranking, and clustering (ERC) represent essential tools in scientific research, 35 

providing qualitative and quantitative assessments of diverse objects within any 36 

scientific domain. The advent of big data, artificial intelligence, and extensive model 37 

simulation outputs has propelled ERC research into the spotlight, particularly for 38 

comprehensive analyses (Hu et al., 2023; Jacox et al., 2022; Velde et al., 2021). Various 39 

models and methodologies, including the Taylor diagram (Taylor 2001), Nash-Sutcliffe 40 

efficiency (NSE) (Nash and Sutcliffe, 1970) and Kling-Gupta efficiency coefficient 41 

(KGE) (Gupta et al., 2008), are employed to address ERC research topics. From a 42 

mathematical vantage point, an ideal approach would involve a unified or harmonized 43 

system for ERC tasks. However, to date, a universally applicable and cohesive system 44 

encompassing all three facets of ERC remains elusive. 45 

The CCHZ-DISO system, aptly named after its four major contributors-Chen, Chen, 46 

Hu, and Zhou-emerged as a robust system for conducting comprehensive evaluations 47 

of models (Hu et al., 2019, 2023; Zhou et al., 2021). Rooted in the concept of 'DISO' 48 

denoting the distance between simulation and observation indices, CCHZ-DISO 49 

leverages the Euclidean distance, encompassing a dimensional range from 1 to infinity 50 

(Hu et al., 2019, 2023). This inclusivity allows for the integration of diverse statistical 51 

metrics. Notably, two rigorously derived weighting schemes for statistical metrics, as 52 
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established by Hu et al. (2023), contribute to the adaptability of the CCHZ-DISO 53 

system. The flexibility, expansibility, and generality exhibited by CCHZ-DISO 54 

distinguish it from alternative approaches, rendering it a versatile choice. Its widespread 55 

adoption across domains such as public health (Cui et al., 2020, 2023; Hu et al., 2020; 56 

Wang et al., 2021), geography (Ma et al., 2022; Deng et al., 2021), meteorology 57 

(Zhuang et al., 2023; Qin et al., 2022; Kalmar et al., 2021), and hydrology (Wu et al., 58 

2023; Longo-Minnolo, et al., 2022; Yin et al., 2022) underscores its applicative prowess. 59 

The extensive utilization of the CCHZ-DISO system has highlighted the need to 60 

elucidate various critical aspects. Among these, understanding the intricate relationship 61 

between CCHZ-DISO and chosen statistical metrics, comprehending how evaluation 62 

outcomes fluctuate with dimension variations and diverse statistical metrics, and 63 

ascertaining the significance of these outcomes are of paramount importance. 64 

Additionally, recent discoveries pertaining to CCHZ-DISO have amplified its 65 

applicability within the realm of ERC research. Notwithstanding these advancements, 66 

a comprehensive system that seamlessly unifies the tasks of evaluation, ranking, and 67 

clustering remains to be developed. 68 

In light of the aforementioned research requirements, this study endeavors to devise a 69 

novel ERC system hinging on the CCHZ-DISO system and the Euclidean distance. 70 

Notably, the mathematical foundation for ERC tasks remains consistent, underscoring 71 

a unifying system that introduces a fresh research paradigm founded upon 72 

straightforward and widely accepted concepts. 73 

The study unfolds in a structured manner: in the second section, a succinct introduction 74 

to the CCHZ-DISO system is presented, complemented by an impartial third-party 75 

evaluation to underscore its advantages and advancements. Following this, 76 

Subsequently, the third section sheds light on newfound insights concerning ranking 77 

and clustering, substantiated by illustrative examples showcasing their practical 78 

applications. Building upon this, the fourth section establishes and elaborates on the 79 

ERC system, portraying its structural components and functioning. In the fifth section, 80 
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several important characteristics in ERC system are well illustrated for its flexible 81 

application. Three examples are provided to well illustrate the evaluating, ranking, and 82 

clustering of ERC system in the sixth section. Finally, the last section presents a short 83 

summary of the study's key points and potential prospects of the ERC system. 84 

2 A brief introduction of CCHZ-DISO 85 

The CCHZ-DISO system is constructed by comparing observation and simulated data 86 

from different models utilizing statistical metrics and the Euclidean distance (Hu et al., 87 

2019, 2022; Zhou et al., 2021). The weights of statistical metrics are introduced in 88 

CCHZ-DISO, and the multiple-variable evaluations can be performed. 89 

In our first study (Hu et al., 2019), to address the comprehensive assessment of multiple 90 

models/products/datasets, the 3-dimensional DISO system composed by the three 91 

statistical metrices of correlation coefficient (CC), absolute error (AE) and root mean 92 

square error (RMSE) are constructed with the following equation (1) (Figure 1), which 93 

have the significant advantages against the commonly employed Taylor diagram 94 

(Kalmar et al., 2021).  95 

  96 

FFFigure 1. 3-dimensional DISO system composed by the CC, NAE (normalized 97 

absolute error) and NRMSE (normalized root mean square error) statistical metrics 98 

for three models S1, S2 and S3 against OBS. 99 

In figure 1, it shows that the three models S1, S2 and S3 are comprehensively evaluated 100 
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by the 3-dimensional DISO system with the values of DISO1, DISO2, and DISO3, 101 

respectively. DISO1 has the smallest value than the DISO values of models S2 and S3 102 

which show the highest overall performance among the three models based on the 3-103 

dimensional DISO system. 104 

                              𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 𝐶𝐶0)2 + (𝑁𝐴𝐸𝑖 − 𝑁𝐴𝐸0)2 + (𝑁𝑅𝑀𝑆𝐸𝑖 − 𝑁𝑅𝑀𝑆𝐸0)2   (1) 105 

Since 𝐶𝐶0, 𝑁𝐴𝐸0 and 𝑁𝑅𝑀𝑆𝐸0 are the statistical metric values of the OBS against 106 

itself, they have the values of 1, 0, and 0. Then, equation (1) has the final form  107 

                                         𝐷𝐼𝑆𝑂 = √(𝐶𝐶 − 1)2 + 𝑁𝐴𝐸2 + 𝑁𝑅𝑀𝑆𝐸2  (2). 108 

After adding new principles of DISO (e.g., more datasets, more statistical metrics and 109 

adding the weights), the 3-dimensional DISO system is developed to the general form 110 

with the n-dimensions (Zhou et al., 2021; Hu et al., 2022). For n-dimensional CCHZ-111 

DISO, the number of models included is assumed as m and the number of selected 112 

statistical metrics is n. (si
1, si

2,..., si
n) is the statistical metric set for model i, where i = 113 

0, 1,..., m. (s0
1, s0

2,..., s0
n) is the statistical metric set for OBS against itself. The n-114 

dimensional CCHZ-DISO equation is as follows (Hu et al., 2022; Zhou et al., 2021). 115 

    𝐷𝐼𝑆𝑂𝑖 = √(𝑛𝑜𝑟𝑠𝑖1 − 𝑛𝑜𝑟𝑠01)2 + (𝑛𝑜𝑟𝑠𝑖2 − 𝑛𝑜𝑟𝑠02)2 + ⋯ + (𝑛𝑜𝑟𝑠𝑖𝑛 − 𝑛𝑜𝑟𝑠0𝑛)2  .     (3) 116 

In equation (3), 𝑛𝑜𝑟𝑠𝑖𝑗 (𝑖 = 0,1,2, … , 𝑚; 𝑗 = 1,2,3, … , 𝑛)   is the normalized statistical index, 117 

and the DISO values could be larger than 1. If the dimension n of the DISO model is 118 

normalized in equation (3), the DISO values will fall in the interval of [0, 1] based on 119 

the following equation: 120 

    𝐷𝐼𝑆𝑂𝑖 = 1𝑛 √(𝑛𝑜𝑟𝑠𝑖1 − 𝑛𝑜𝑟𝑠01)2 + (𝑛𝑜𝑟𝑠𝑖2 − 𝑛𝑜𝑟𝑠02)2 + ⋯ + (𝑛𝑜𝑟𝑠𝑖𝑛 − 𝑛𝑜𝑟𝑠0𝑛)2  .     (4) 121 

The wide application and the third-party evaluations of CCHZ-DISO can be found in 122 

the Supporting Information. 123 

3 Extension of CCHZ-DISO to Ranking and Clustering Applications 124 

Following the construction process of CCHZ-DISO as outlined by Hu et al. (2019, 2022) 125 

and Zhou et al. (2021), it becomes evident that CCHZ-DISO is not limited to evaluation 126 

alone; it can effectively extend its application to ranking and clustering tasks. Indeed, 127 
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the elements within equation (3) can be broadened to encompass variables across 128 

diverse research domains, such as population, urban area, or gross domestic product of 129 

various cities, each aligned with the unique sustainable development goals (SDGs) of 130 

different countries. Incorporating variables into equation (3) transforms CCHZ-DISO 131 

into a versatile system, serving as both an evaluation tool and a robust system for 132 

ranking and clustering. 133 

3.1 CCHZ-DISO application in ranking scenarios 134 

In this section, we present a practical illustration of CCHZ-DISO's capabilities in 135 

ranking and clustering using data pertaining to the first two sustainable development 136 

goals (SDGs) from 15 randomly selected countries. The SDG datasets were sourced 137 

from https://sdgtransformationcenter.org/online-library. Each SDG's score is 138 

normalized within the range [0, 100], with 100 denoting the highest score and 0 the 139 

lowest. We focus on the two SDGs aligning with the 2-dimensional CCHZ-DISO 140 

approach. For ranking, we utilize a set (100, 100) as the observed data (OBS) and 141 

consider the SDG scores of the selected countries with the number of N as the simulated 142 

data (SIM). The closeness of the selected countries' OBS values directly correlates with 143 

their ranking based on CCHZ-DISO—lower distances signify a higher rank for each 144 

country within the CCHZ-DISO system. The total score is computed as follows: 145 

𝐷𝐼𝑆𝑂𝑖 = √(𝑆𝐷𝐺1𝑖 − 100)2 + (𝑆𝐷𝐺2𝑖 − 100)2       (5) 146 

where i=1, 2, …, N. According to equation (11) and the first two SDG scores, the total 147 

SDG scores are computed to rank the selected countries. 148 

Moreover, if the smallest score of (0, 0) is defined as the OBS, then the total score is 149 

calculated as 150 

𝐷𝐼𝑆𝑂𝑖 = √(𝑆𝐷𝐺1𝑖 − 0)2 + (𝑆𝐷𝐺2𝑖 − 0)2 = √𝑆𝐷𝐺1𝑖2 + 𝑆𝐷𝐺2𝑖2               (6)   151 

where i=1, 2, …, N. In this case, a large distance of the selected countries indicates a 152 

better ranking result. 153 
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In the CCHZ-DISO system, the distance calculated through equation (3) serves as a 154 

crucial metric for determining the relative rank among various datasets. When the 155 

observed data (OBS) or the reference point scores are high, a smaller distance signifies 156 

a superior rank, highlighting a better overall performance among the datasets. 157 

Conversely, in cases where the OBS scores are low, a larger distance can indicate a 158 

better rank among the datasets, underlining the nuanced interpretation of the distance 159 

metric within the CCHZ-DISO system. 160 

3.2 CCHZ-DISO application in clustering scenarios 161 

The foundation of CCHZ-DISO, as expressed in equation (1), is fundamentally akin to 162 

the equation used in the K-means clustering method. K-means clustering, an 163 

unsupervised technique introduced by Lloyd (1982), serves to partition unlabeled data 164 

into 'k' distinct groups, with 'k' being a predefined number. This algorithm efficiently 165 

assigns 'm' observations to one of the 'k' clusters, each characterized by a centroid. 166 

The K-means clustering methodology identifies common attributes among observations 167 

and leverages them to form cohesive clusters (Lloyd 1982). Generally, the Euclidean 168 

distance equation is employed to gauge the similarity between samples in this approach: 169 

𝑑(𝑚, 𝐶𝑖) = √(𝑚1 − 𝐶𝑖1)2 + (𝑚2 − 𝐶𝑖2)2 + ⋯ +(𝑚𝑛 − 𝐶𝑖𝑛)2       (7) 170 

where 𝑚 denotes the data points, 𝐶𝑖 is the i-th cluster center, n is the dimensionality 171 

of the dataset, and 𝑚𝑗 and 𝐶𝑖𝑗 are the j-th values of 𝑚 and 𝐶𝑖𝑗, respectively. The 172 

main steps of the K-means approach are as follows: (1) randomly select k cluster centers 173 𝐶𝑖 (1 ≤ 𝑖 ≤ 𝑘); (2) compute the Euclidean distance from the remaining data points to 174 

each cluster center 𝐶𝑖 to find the data with the smallest distance to each cluster center; 175 

(3) assign the data point to the corresponding cluster 𝐶𝑖; and (4) calculate the mean of 176 

the data points in each cluster to generate new cluster centers. The above process is 177 

iterated until stable cluster centers are obtained, or the specified maximum number of 178 

iterations is reached (Hamerly and Elkan 2003; Pham et al., 2005). 179 

Drawing from the CCHZ-DISO equation (3), in the context of the K-means clustering 180 
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methodology, the cluster center 𝐶𝑖  corresponds to the observed data (OBS), while the 181 

data points mmm represent the simulated data originating from various models. In the 182 

K-means approach, a small distance between samples signifies a high degree of 183 

similarity. Therefore, within the CCHZ-DISO system, a small distance between 184 

simulated (SIM) and observed (OBS) data points indicate an accurate simulation model. 185 

The K-means method, renowned for its excellent performance and straightforward 186 

conceptualization, finds extensive applications across diverse study domains, including 187 

decision support, image segmentation, data mining, and machine learning (Huang et al., 188 

2021; Shi et al., 2021). Hence, in addition to its roles in evaluation and ranking, CCHZ-189 

DISO extends its utility to clustering tasks, akin to the K-means method. Notably, the 190 

weighting scheme employed in CCHZ-DISO mirrors that in K-means clustering. 191 

4 A system for evaluating, ranking, and clustering (ERC)  192 

According to the above analysis, it can be concluded that the CCHZ-DISO system can 193 

be used to perform the ERC tasks in diverse subjects of science. Hence, the new ERC 194 

system is constructed as follows. 195 

ERC system: For 𝑛 + 1  variables 𝑋𝑖 (𝑖 = 1,2, … , 𝑛)  and 𝑋0, 𝑚  quantified 196 

characteristics denoted as  𝑥𝑖𝑗(𝑖 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑚)  exist. The ERC values 197 

between 𝑋𝑖 (𝑖 = 1,2, … , 𝑛) and 𝑋0 can be calculated as 198 

𝐸𝑅𝐶(𝑋𝑖 , 𝑋0) = √(𝑥𝑖1 − 𝑥01)2 + (𝑥𝑖2 − 𝑥02)2 + ⋯ + (𝑥𝑖𝑚 − 𝑥0𝑚)2.       (8) 199 

Case 1: If the characteristics of 𝑋𝑖 (𝑖 = 1,2, … , 𝑛) are quantified by statistical metrics 200 

and 𝑋0 is the OBS, then ERC can be used to evaluate the performance of 𝑋𝑖 against 201 𝑋0. The ERC values in equation (8) are the CCHZ-DISO values from our previous 202 

studies (Hu et al., 2019, 2022; Zhou et al., 2021). 203 

Case 2: If the characteristics of 𝑋𝑖 (𝑖 = 1,2, … , 𝑛)  are quantified and 𝑋0  is the 204 

reference point, then ERC can be used to rank the 𝑋𝑖 data points. When 𝑋0 is the best 205 

point, the small ERC values in equation (8) correspond to the highest ranks. When 𝑋0 206 
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is the worst point, large ERC values correspond to the highest ranks. 207 

Case 3: If the characteristics of 𝑋𝑖 (𝑖 = 1,2, … , 𝑛) are quantified and 𝑋0 is the cluster 208 

center, then equation (8) is the same as the basic equation in K-means clustering, and 209 

the ERC concept can be used to cluster the 𝑋𝑖 data points. 210 

Moreover, the weights of the quantified characteristics can also be added in equation 211 

(8) when the ERC tasks are addressed in application if necessary. Let 𝑐𝑖𝑗 = |𝑥𝑖𝑗 − 𝑥0𝑗|, 212 

then equation (9) essentially follows. 213 

𝐸𝑅𝐶𝑖 = √(𝑐𝑖1)2 + (𝑐𝑖2)2 + ⋯ + (𝑐𝑖𝑚)2.       (9) 214 

For 𝑐𝑖𝑗 , 𝑖 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑚 , the weight 𝑤𝑖𝑗  can be computed in two 215 

approaches: 216 

                                                         𝑤𝑖𝑗 = 𝑐𝑖𝑗∑ 𝑐𝑖𝑗𝑛𝑖=1      (10)  217 

and  218 

𝑤𝑖𝑗 = 𝑐𝑖𝑗∑ 𝑐𝑖𝑗𝑚𝑗=1          (11). 219 

5 Several important characteristics in ERC system 220 

To have a wide and flexible application of ERC system in different scientific domains, 221 

there are several important characteristics in ERC system should be notified in its 222 

application.  223 

5.1 Principled Selection of characteristics for the variable X in ERC system 224 

While employing ERC system, researchers across different domains possess the 225 

autonomy to set characteristics (e.g., statistical metrics for CCHZ-DISO) based on the 226 

specific requirements of their field, underscoring the system's inherent flexibility. 227 

However, this flexibility does not imply a random selection of characteristics. Instead, 228 

two guiding principles should be adhered to when choosing characteristics: (1) when 229 

multiple characteristics exhibit a significant similarity, employing a single 230 
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representative characteristic suffices, and (2) contradictory characteristics should not 231 

be utilized concurrently with ERC, as the CCHZ-DISO established by Hu et al. (2022). 232 

Taking the CCHZ-DISO for instance, if the absolute error(AE) and relative error(RE) 233 

demonstrate a proportional relationship, the application of either one suffices within the 234 

CCHZ-DISO methodology. Furthermore, it is imperative to avoid combining 235 

contradictory statistical metrics within the CCHZ-DISO approach. In many research 236 

scenarios, the 3-dimensional CCHZ-DISO method, incorporating correlation 237 

coefficient (CC), absolute error (AE), and root mean square error (RMSE) metrics, 238 

offers an effective means to quantify model performance. 239 

5.2 Each single quantified characteristic is a special form of ERC 240 

To address this important characteristic of ERC, we take the 3-dimensional CCHZ-DISO 241 

as example. As in Section 2, there are three models (m = 3) and three statistical metrics 242 

(n = 3). CC, AE, and RMSE are the three metrics of statistics. OBS represents the 243 

observed data, and three models are defined as (S1, S2, S3). Moreover, CCi, AEi, and 244 

RMSEi, where i = 0, 1, 2, and 3, are the CC, AE and RMSE values for the OBS 245 

and results of the three models. 246 

For the first dimension in equation (1), with CC as an example, si
1 = CCi, and i = 0, 247 

1, 2, and 3. Equation (1) is transformed into 248 𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 1)2 = 1 − 𝐶𝐶𝑖 ,             (12) 249 

where i = 0, 1, 2, and 3 and DISO0 = 0. It is very important to note that CCi requires a 250 

special 𝐷𝐼𝑆𝑂𝑖 form in equation (2). Additionally, when equation (1) is one-dimensional, 251 

each statistical metric is associated with a special form of CCHZ-DISO. 252 

In other words, each statistical metric in this study is a special form of our CCHZ-DISO. 253 

For example, NSE and KGE are also special forms of CCHZ-DISO with 1 dimension 254 

in equation (1). 255 

If an additional statistical metric is constructed, it can be added to CCHZ-DISO in 256 

equation (1). For example, if a new statistical metric s* is constructed, we set s*=sn+1 257 

in equation (1). Then, CCHZ-DISO takes the new form of 258 
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𝐷𝐼𝑆𝑂𝑖 = √(𝑛𝑜𝑟𝑠𝑖1 − 𝑛𝑜𝑟𝑠01)2 + (𝑛𝑜𝑟𝑠𝑖2 − 𝑛𝑜𝑟𝑠02)2 + ⋯ + (𝑛𝑜𝑟𝑠𝑖𝑛+1 − 𝑛𝑜𝑟𝑠0𝑛+1)2  ,     (13) 259 

If other statistical metrics are developed in the future, they can also be included in 260 

CCHZ-DISO. Moreover, each statistical metric in the future is a special form of our 261 

CCHZ-DISO with 1 dimension. 262 

For the ranking and clustering tasks, the single quantified characteristic is the special 263 

form of ERC system with 1-dimension. In other words, the evaluating, ranking, and 264 

clustering can be addressed from single quantified characteristic for different variables. 265 

5.3 Changes in the evaluating, ranking, and clustering results are normal   266 

In the construction of CCHZ-DISO, the dimension and statistical metrics are 267 

determined based on the research objectives of different studies. Thus, CCHZ-DISO 268 

can have different dimensions, and different combinations of metrics can have the same 269 

dimension. For example, in this case, with three models S1, S2, and S3, the observed 270 

time series is OBS, and three statistical metrics, namely, CC, AE and RMSE, are 271 

selected to construct the CCHZ-DISO model. If weighting is not considered, there will 272 

be seven possible forms of CCHZ-DISO with dimensions from 1 to 3: 273 

1-dimensional CCHZ-DISO forms: 274 𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 1)2 = 1 − 𝐶𝐶𝑖              (14) 275 

𝐷𝐼𝑆𝑂𝑖 = √(𝑛𝑜𝑟𝐴𝐸𝑖)2 = |𝑛𝑜𝑟𝐴𝐸𝑖|            (15) 276 

𝐷𝐼𝑆𝑂𝑖 = √(𝑛𝑜𝑟𝑅𝑀𝑆𝐸𝑖)2 = 𝑛𝑜𝑟𝑅𝑀𝑆𝐸𝑖             (16) 277 

2-dimensional CCHZ-DISO forms: 278 𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 1)2 + (𝑛𝑜𝑟𝐴𝐸𝑖 − 0)2             (17) 279 

𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 1)2 + (𝑛𝑜𝑟𝑅𝑀𝑆𝐸𝑖 − 0)2             (18) 280 

𝐷𝐼𝑆𝑂𝑖 = √(𝑛𝑜𝑟𝐴𝐸𝑖 − 0)2 + (𝑛𝑜𝑟𝑅𝑀𝑆𝐸𝑖 − 0)2            (19) 281 

3-dimensional CCHZ-DISO form: 282 𝐷𝐼𝑆𝑂𝑖 = √(𝐶𝐶𝑖 − 1)2 + (𝑛𝑜𝑟𝐴𝐸𝑖 − 0)2 + (𝑛𝑜𝑟𝑅𝑀𝑆𝐸𝑖 − 0)2        (20) 283 
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where i = 0, 1, 2, and 3 and DISO0 = 0. 284 

Different CCHZ-DISO values are calculated from equation (14) to equation (20). The 285 

evaluation results are classified into two groups: changed or unchanged. 286 

Case 1-Changes in the evaluation results are normal: Two or more CCHZ-DISO forms 287 

in equations (14)-(20) are selected, and the evaluation results of the S1, S2, and S3 288 

models vary. For example, if equation (14) is selected, the accuracy of the three models 289 

versus OBS ranks as follows S1>S2>S3, and if equation (15) is used, the accuracy of the 290 

three models versus OBS ranks as S1<S2<S3, as shown in Figure 1 of Hu et al. (2022). 291 

Case 2-Unchanged evaluation results are reasonable: When different models are 292 

employed to simulate the same OBS, there can be two types of results. The first type of 293 

result is very accurate, and the corresponding model performs better than the other 294 

models. The second type of result is inaccurate, and the corresponding model performs 295 

poorly compared to other models. Therefore, regardless of what statistical metrics are 296 

used in CCHZ-DISO, models with different performance levels may yield unchanged 297 

evaluation results, which is a reasonable scenario. 298 

In fact, the dimension of CCHZ-DISO can decrease from n to m (smaller than n), which 299 

is essentially the coordinate projection from n-dimensional space to m-dimensional 300 

space with the scenario number of 𝐶𝑛𝑚 = 𝑛!𝑚!(𝑛−𝑚)! . We consider a shift from a 3-301 

dimensional space to a 2-dimensional surface and a 2-dimensional planar system to a 302 

1-dimensional coordinate system to illustrate the coordinate projection process using 303 

the same data from Figure 1 of Hu et al. (2022). 304 

Figure 2A and Figure 2B display the coordinate projection of CCHZ-DISO from 3-305 

dimensional space to 2-dimensional surface, and they illustrate that the 3-dimensional 306 

DISO can be converted to 2-dimensional DISO. Figure 2B1, Figure 2B2 and Figure 307 

2B3 are the results in Figure 2A projected to the XY (CC-NAE), XZ (CC-NRMSE) and 308 

YZ (NAE-NRMSE) plane coordinate systems, respectively. Figure 2C shows the 309 

results in Figure 2B projected in the X, Y, and Z directions, a DISO transformation from 310 

2 dimensions to 1 dimension. The evaluation results vary with changes in the DISO 311 

criteria from Figure 2. 312 
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 313 

Figure 2. DISO results from a 3-dimensional space to a 2-dimensional surface and a 2-dimensional 314 

planar system to a 1-dimensional coordinate system. The dataset is same as Figure 1 in Hu et al 315 

(2022). 316 

The above analysis suggests that these different evaluation results are related to the use 317 

of different CCHZ-DISO equations, which are set based on the research objectives. For 318 

the ranking and clustering tasks of ERC system, the results are also absolutely depended 319 

by the different characteristics and different variables selected.  320 

5.4 Significance test of models with very small differences in ERC values 321 

When evaluating various models, it's not uncommon for multiple models to produce 322 

similar ERC (i.e., CCHZ-DISO) values. However, to draw meaningful conclusions, it's 323 

imperative to objectively quantify the significance of the differences between or among 324 

these models. Taking the example of two models, S1 and S2, with corresponding 325 

CCHZ-DISO values of 0.2 and 0.205, a robust method is needed to determine whether 326 

the comprehensive performance of model S1 genuinely surpasses that of model S2, or 327 

if the result can be attributed to randomness. 328 

DISO values derived from repeated sampling (e.g., utilizing moving windows) or 329 

multiple simulations can effectively address this concern. Assuming the length of the 330 

observed data (OBS) is denoted by 'n,' which is generally larger than 30 for both models 331 

S1 and S2, a 2-dimensional DISO approach employing correlation coefficient (CC) and 332 
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absolute error (AE) statistical metrics is utilized. In this method, a single DISO value 333 

is calculated for each model based on the entire OBS series. However, to provide a 334 

comprehensive assessment, a moving window of size 'm' (where 'm' is less than 'n') is 335 

employed. For instance, with a moving window of 15, a total of 17 DISO values are 336 

obtained for each model (i.e., n – m+1). Subsequently, the t-test is applied to ascertain 337 

the significance of the overall performance difference between the two models. 338 

For ranking and clustering tasks, the significance test can also be applied to test the ranking 339 

and clustering result based on the multiple times ranking and clustering. 340 

6 Three Examples to Illustrate the Application of the ERC System 341 

Three examples are discussed in this section to demonstrate the implementation of the 342 

ERC system in different scientific domains. The first example illustrates the evaluation 343 

of different global temperature products for geographic applications. We use the China 344 

China Merged global Surface Temperature  2.0 (CMST 2.0) as the OBS (Sun et al., 345 

2022) to evaluate the overall performance of the 23 CMIP (Coupled Model 346 

Intercomparison Project) 6 models (https://aims2.llnl.gov/search/cmip6/). The global 347 

surface air temperature of the CMST 2.0 has the period of 1850-2022 (Sun et al., 2022). 348 

For the 23 CMIP 6 models, the history period is from 1850 to 2014, and the data of 349 

period 2015-2022 is from the SSP (shared socioeconomic pathway) 585 scenario. Three 350 

statistical metrics CC, AE and RMSE are employed to construct the 3-dimensions ERC 351 

system (i.e., CCHZ-DISO system). The second example and the third example are used 352 

to illustrate the ranking and clustering applications of ERC system with the same SDG1 353 

(no poverty) and SDG2 (zero hunger) data from 148 countries at 2023.  354 

Example 1. In this example, CMST 2.0 is 𝑋0 and 23 CMIP 6 models are the 𝑋𝑖 , 𝑖 =355 1,2, … ,23. The 3-dimensions ERC system is constructed by CC, normalized AE (NAE), 356 

and normalized RMSE (NRMSE) as 𝑥𝑖1, 𝑥𝑖2 and 𝑥𝑖3, 𝑖 = 1,2, … ,23, respectively. Then, 357 

equation (14) is: 358 

𝐸𝑅𝐶𝑖 = √(𝐶𝐶𝑖 − 𝐶𝐶0)2 + (𝑁𝐴𝐸𝑖 − 𝑁𝐴𝐸0)2 + (𝑁𝑅𝑀𝑆𝐸𝑖 − 𝑁𝑅𝑀𝑆𝐸0)2 (18) 359 

Since 𝐶𝐶0 = 1, 𝑁𝐴𝐸0 = 0, 𝑁𝑅𝑀𝑆𝐸0 = 0, the above equation becomes 360 

https://doi.org/10.5194/gmd-2024-82
Preprint. Discussion started: 30 May 2024
c© Author(s) 2024. CC BY 4.0 License.



15 

 

𝐸𝑅𝐶𝑖 = √(𝐶𝐶𝑖 − 1)2 + (𝑁𝐴𝐸𝑖)2 + (𝑁𝑅𝑀𝑆𝐸𝑖)2      (19) 361 

After the computation, the corresponding statistical metrics: CC, NAE, NRMSE and 362 

ERC of the 23 models are obtained in Figure 2. 1 − 𝐶𝐶𝑖, |𝑁𝐴𝐸𝑖|, 𝑁𝑅𝑀𝑆𝐸𝑖  are the 363 

three cases with 1-dimension ERC system. The small ERC values in 3-dimensions and 364 

1-dimension indicate the better performance of the 23 models. 365 

For the 3-dimensions ERC system, the ERC values (DISO values), it suggests that MPI-366 

ESM1-2-LR has the most accurate overall performance with the smallest 3-D ERC 367 

value of 0.30 and CanESM5-CanOE has the worst overall performance with the largest 368 

3-D ERC value of 0.73.  369 

For the 1-D ERC system, there are three cases: 1 − 𝐶𝐶𝑖, |𝑁𝐴𝐸𝑖| and  𝑁𝑅𝑀𝑆𝐸𝑖. For the 370 

1-D ERC of CC, it has the same evaluation result as the DISO, which is only used to 371 

measure the strength and direction of the linear association between the OBS and CMIP 372 

6 models. For the other two 1-D ERC condition of NAE and RMSE, the evaluation 373 

results are similar as the DISO and CC (Figure 3).   374 

This example is well illustrated the evaluating task of ERC system in 3-dimensions and 375 

1-dimension. In this example, three statistical metrics CC, NAE and NRMSE are 376 

employed to construct the 3-D ERC system. Other statistical metrics can also be applied 377 

in the ERC system in 3-D or other dimensions. The weights of the statistical metrics 378 

can be added according to the equations (16) and (17). Moreover, this example is only 379 

used to illustrate the evaluating task of ERC application in earth sciences. In fact, the 380 

evaluating task of ERC application can be well used in any other research fields.   381 
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 382 

Figure 3. Evaluating result of the 23 CMIP 6 models using the ERC system based on three statistical 383 

metrics: CC, NAE and NRMSE. 3-dimensions ERC system is the DISO system in Hu et al (2019). 384 

1-dimension ERC system includes the 1-CC, NAE and NRMSE. 385 

Example 2. In this example, the ranking application of ERC system is illustrated. The 386 

166 countries are ranked by 2-dimensions ERC system constructed by SDG 1 and SDG 387 

2 as the equations (11) and (12) in flowing forms: 388 

𝐸𝑅𝐶𝑖 = √(𝑆𝐷𝐺1𝑖 − 100)2 + (𝑆𝐷𝐺2𝑖 − 100)2       (20) 389 

and  390 

𝐸𝑅𝐶𝑖 = √𝑆𝐷𝐺1𝑖2 + 𝑆𝐷𝐺2𝑖2   𝑖 = 1,2, … ,166            (21)   391 

The ranking results based on equations (20) and (21) are noted as Rank 1 and Rank 2 392 

which are displayed in Figure 4.  393 

According to equations (20) and (21), two ranking approaches have the same ranking 394 

results for almost the 148 countries. The first 5% ranking countries of the two ranking 395 

approaches are same listing as Korea, China, Serbia, Croatia, Japan, Austria, and France 396 

(Figure 4). This example indicates the ranking task application of ERC system. 397 

Moreover, the weights also can be added for the two variables of SDG1 and SDG2 in 398 

equations (20) and (21), and more variables can be induced in ERC system for a higher 399 

dimension for more ranking objects. 400 
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401 

 402 

Figure 4 Ranking results of the 2-D ERC system based on the SDG1 and SDG2 data from 148 403 

countries at 2023.  404 

Example 3. This example is the clustering application of ERC system with the same 405 

SDG data as in Example 2. In this example, the essential of ERC system is the K-means 406 

clustering. The clustering is based on the SDG1 and SDG2 of the cluster center points, 407 

which has the following equation  408 

𝐸𝑅𝐶𝑖 = √(𝑆𝐷𝐺1𝑖 − 𝑆𝐷𝐺1𝑗∗)2 + (𝑆𝐷𝐺2𝑖 − 𝑆𝐷𝐺2𝑗∗)2       (22) 409 

The clustered data points are noted as 𝑃𝑖 =(𝑆𝐷𝐺1𝑖 , 𝑆𝐷𝐺2𝑖), ( 𝑖 = 1,2,3, … ,148 ), and 410 
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the cluster center points are noted as 𝑄𝑗∗=(𝑆𝐷𝐺1𝑗∗, 𝑆𝐷𝐺2𝑗∗), ( 𝑗 = 1,2,3, … , 𝑞), 𝑞 < 148. 411 

For convenience, the ranking 20%, 40%, 60%, and 80% countries based on the equation 412 

(22) are chosen as the four cluster center points which include GUYANA (99.1295, 413 

66.678625), JORDAN (98.6615, 5688525), MEXICO (86.266, 61.12975) and KENYA 414 

(49.1385, 58.452125). The clustering result is displaying in Figure 5. 415 

 416 

Figure 5 Clustering results of the 148 countries based on the SDG1 and SDG2 data using the 417 

equation (22).  418 

From the above three examples, it is clearly shown that ERC system can well address 419 

the evaluating, ranking, and clustering tasks in diverse scientific domains.  420 

7 Discussion  421 

7.1 Theoretical Base and Application of ERC System 422 
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Generally, for any scientific subject, when some approaches (or methods, models, and 423 

systems) are employed to solve the same scientific questions, the simplest one will be 424 

chosen if it has equivalent results to the others. In other words, it follows the principle 425 

of the Chinese philosopher Lao Zi's Da Dao Zhi Jian, which means that the most basic 426 

truth is very simple (Hu et al., 2022). 427 

Numerous approaches are proposed by large scientists to solve each task of evaluating, 428 

ranking, and clustering in their own research areas. For example, NSE, KGE, and Taylor 429 

diagram are used to evaluate the models’ performance. For data clustering, there are 430 

multiple clustering techniques, such as hierarchical clustering algorithms, nearest 431 

neighbor clustering, and fuzzy clustering (Jain et al., 1999). Whether a common or 432 

general approach exists derived from the above multiple approaches to address the three 433 

tasks, the principle of constructing the common approach should be simple. In fact, 434 

evaluating, ranking, and clustering have the same essence in comparing the data 435 

characteristics. Therefore, inspired by our previous CCHZ-DISO system, the ERC 436 

system is assembled with the Euclidean distance, which is the theoretical base. 437 

For the application of the ERC system, it should be noted that the ERC system aims to 438 

solve the evaluating, ranking, and clustering for diverse scientific domains, not for 439 

special ones. Hence, the ERC system can address the three tasks in any scientific subject. 440 

In addition, the ERC system objectively solves the evaluating, ranking, and clustering 441 

without considering the data characteristics, such as outliers. In general, before any 442 

analysis of the data is carried out, we will check correct the error data, discontinuity 443 

points, and outliers; therefore, whether the ERC results are impacted by the outliers is 444 

dependent on the users. 445 

7. 2 Comparison between NSE, KGE, and CCHZ-DISO  446 

In previous literature (Hu et al., 2019, 2022, Zhou et al., 2021), we comprehensively 447 

compared the CCHZ-DISO and Taylor diagram to reveal the advantages of CCHZ-448 

DISO and disadvantages of Taylor diagram, which has been well confirmed by 449 

prominent scientists (Deng et al., 2021; Kalmar et al. 2021). There also exist other 450 

widely used statistical metrics for the calibration and evaluation of models, such as 451 
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Nash-Sutcliffe efficiency (NSE, defined by Nash and Sutcliffe, 1970) and KGE (Gupta 452 

et al., 2009). In this section, the systematic comparison between NSE, KGE, and 453 

CCHZ-DISO is addressed to display the differences and advantages of CCHZ-DISO.  454 

For the observed time series 𝑥𝑜,𝑡, 𝑡 = 1,2,3, … , 𝑛, the simulated time series is 𝑥𝑠,𝑡, 𝑡 =455 1,2,3, … , 𝑛 . 𝜇𝑜  and 𝜇𝑠  are the mean values of 𝑥𝑜,𝑡  and 𝑥𝑠,𝑡 , respectively. 𝜎𝑜  and 456 𝜎𝑠 are the standard deviation of 𝑥𝑜,𝑡 and 𝑥𝑠,𝑡, respectively, with the following forms 457 𝜎𝑜 = √1𝑛 ∑ (𝑥𝑜,𝑡 − 𝜇𝑜)2𝑛𝑡=1  and 𝜎𝑠 = √1𝑛 ∑ (𝑥𝑠,𝑡 − 𝜇𝑠)2𝑛𝑡=1 . 458 

The mean squared error (MSE) criterion and its related normalization, the NSE, are the 459 

two criteria most widely used for the calibration and evaluation of hydrological models 460 

with observed data. 461 

𝑁𝑆𝐸 = 1 − ∑ (𝑥𝑠,𝑡 − 𝑥𝑜,𝑡)2𝑛𝑡=1∑ (𝑥𝑜,𝑡 − 𝜇𝑜)2𝑛𝑡=1  = 1 − 𝑀𝑆𝐸𝜎𝑂2      462 

where 𝑀𝑆𝐸 = 1𝑛 ∑ (𝑥𝑠,𝑡 − 𝑥𝑜,𝑡)2𝑛𝑡=1  is the mean squared error (MSE). The close value 463 

of NSE to 1 indicates the high preformation of the model.  464 

According to the decomposition of NSE, a new statistical metric named KGE is 465 

established as the following form:  466 

𝐾𝐺𝐸 = 1 − √(𝑟 − 1)2 + (𝛼 − 1)2 + (𝛽 − 1)2  467 

where 𝑟  is the correlation coefficient between 𝑥𝑜,𝑡  and 𝑥𝑠,𝑡 , 𝛼 = 𝜎𝑠/𝜎𝑜  and 𝛽 =468 (𝜇𝑠 − 𝜇𝑜)/𝜎𝑜 (Gupta et al., 2009). The close value of KGE to 1 indicates the high 469 

preformation of the model as well as NSE. 470 

Since CCHZ-DISO can be constructed by any statistical metrics, which also includes 471 

NSE and KGE, based on the construction principle of CCHZ-DISO and the equation 472 

(1), we establish a 2-dimensional CCHZ-DISO using NSE and KGE as  473 

𝐷𝐼𝑆𝑂 = √(𝑁𝑆𝐸 − 1)2 + (𝐾𝐺𝐸 − 1)2. 474 

The corresponding 1-dimensional CCHZ-DISO is  475 

https://doi.org/10.5194/gmd-2024-82
Preprint. Discussion started: 30 May 2024
c© Author(s) 2024. CC BY 4.0 License.



21 

 

𝐷𝐼𝑆𝑂 = √(𝑁𝑆𝐸 − 1)2 476 

or  477 

𝐷𝐼𝑆𝑂 = √(𝐾𝐺𝐸 − 1)2 478 

The above equations display that NSE and KGE are only the special forms of DISO 479 

with the 1-dimension. In fact, DISO has multiple forms determined by the different 480 

statistical metrics and dimensions. Moreover, the weights are included in DISO, while 481 

they are not considered in NSE and KGE. Therefore, it is meaningless to compare DISO, 482 

NSE, and KGE as well as other statistical metrics. 483 

8 Conclusion 484 

Evaluating, ranking, and clustering (ERC) tasks are pervasive across diverse scientific 485 

domains. Although these tasks may seem disparate, they share a common mathematical 486 

framework. The need to amalgamate these tasks into a unified, cohesive system based 487 

on simple and widely accepted concepts and methodologies is paramount. Nevertheless, 488 

a comprehensive system that seamlessly integrates ERC processes is conspicuously 489 

absent. 490 

A new ERC system is proposed in this study, and the key points are summarized as 491 

follows: 492 

(1) Clarity on CCHZ-DISO Applications: Important topics related to CCHZ-DISO 493 

applications are elucidated, including the selection principle for statistical metrics, 494 

evaluating result variations across different statistical metrics and dimensions, and 495 

conducting significance testing for models with minute differences in CCHZ-DISO 496 

values. Notably, a single statistical metric represents a specialized form of CCHZ-DISO 497 

characterized by one dimension. 498 

(2) A Unified ERC System: We construct an ERC system grounded in a simple equation 499 

sourced from the CCHZ-DISO system. This system proves to be adaptable and versatile, 500 

making ERC tasks across diverse scientific domains accessible. Practical examples are 501 

employed to showcase its applicability to three distinct research topics. 502 
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This ERC system stands as a potent and straightforward approach for conducting ERC 503 

tasks in research. Leveraging the construction principles of the CCHZ-DISO system 504 

and the ERC system based on Euclidean distance, this approach simplifies complex 505 

problems through uncomplicated methodologies. The proposed ERC system exhibits 506 

immense potential for widespread application across the scientific landscape. 507 
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