
Response to the review by Thomas Zwinger 
 
We thank the reviewer for their construc2ve cri2cism of our manuscript, and would hereby like 
to respond to their concerns. Their comments are shown in italics, our response in regular type. 
 
Main points of cri8cs 
 

What I do not really understand, is, why a new model variant has to be presented in two 
different papers? In my opinion – e.g., by reducing the details on presen=ng Stokes 
approxima=ons that can be looked up in standard literature (e.g., Greve and BlaDer, 
2009) and numerical concepts in the Appendix – it would be more convenient for the 
reader to access all informa=on (whatever is planned for part 2) from within a single 
manuscript, in par=cular as part 2 to me seems to contain informa=on that appears to 
me as essen=al to understand statements on performance and scalability (or the lack of 
the laDer). 

 
We think reviewer #2 summarised the reason for wri2ng out the different Stokes 
approxima2ons nicely: “…the authors put a lot of effort in wri2ng out equa2ons and 
discre2za2ons. This is truly valuable, as the implementa2on on an unstructured triangular mesh 
adds quite some complexity.” Indeed, while the equa2ons for the Stokes approxima2ons 
themselves can be found in exis2ng literature, the discre2sa2ons of these equa2ons as they 
have been implemented in UFEMISM cannot. We find it convenient to have these gathered in 
one place, in a consistent form which also matches the model code. The reason that we have 
decided to split the presenta2on of our new model into two parts, is that a single manuscript 
would become unreadably long. The ‘nudging’ approaches that we implemented in UFEMISM 
v2.0 are based on, but not iden2cal to, earlier methods, so that they too require a 
comprehensive presenta2on of the underlying equa2ons. While the manuscript of Part II has 
unfortunately been delayed (as two of the authors have had to switch contracts in the 
mean2me, a consequence of the failing system of scien2fic funding in the Western world), even 
the current draT is already long enough to merit a separate publica2on. 
 

The authors seem to have Message Passing paradigm (MPI) introduced into UFEMISM 
v2. I can find liDle informa=on on how exactly this has been achieved. From the sentence 
“… data is distributed over many memory chips” I assume that they are applying 
something like a domain-decomposi=on to distribute the mesh over different tasks. 

 
Correct, v2.0 uses a domain decomposi2on. We will state this explicitly in the manuscript, and 
we will explain that v1.0 also used MPI to do parallel computa2ons, but that in that version, 
only the computa=ons were distributed over the processing cores (with the data gathered on a 
memory node that can be accessed by all cores), while in v2.0  the data is distributed too (thus 
necessita2ng the use of MPI communica2on at a lot more places in the code). 
 

I understand that the solu=on step (should one apply approxima=ons that demand 
solu=on of a matrix system) is taken over by PETSc (which comes with an MPI interface), 



but, for instance, in SIA the algorithm will have to evaluate hydrosta=c pressure 
gradients across domain boundaries – how is this achieved? What kind of MPI 
communica=on (blocking, non-blocking) has been implemented for exchanging data? 

 
The calcula2on of gradients (such as the gradient of the surface eleva2on that is needed to 
calculate ice veloci2es in the SIA) is done using (sparse) matrix mul2plica2ons. These are 
handled by PETSc, which we believe uses non-blocking MPI communica2on internally unless 
specified otherwise by the user. We will men2on this in the manuscript. 
 

What also confuses me, is the quote “UFEMISM offers a set of standardised rou=nes that 
interface with the OpenMPI library (Gabriel et al., 2004) to facilitate this”. MPI is a 
standard and there are several implementa=ons on library-level, such as OpenMPI, 
MPICH or MVAPICH and also vendor specific MPI-libraries. What part in the code makes 
it necessary to par=cular u=lize OpenMPI? This is in my opinion not unimportant, in 
par=cular in view of the ini=al claim in the abstract, that UFEMISM should be ready to be 
integrated into earth system models (ESM). ESM’s generally (by the high demand from 
their atmospheric and ocean components) are run on dedicated supercomputers that in 
many cases restrict the usage of anything else than a vendor MPI (implied by the 
interconnec=on network in place) that not necessarily is derived from OpenMPI. I would 
ask to add more informa=on on how exactly MPI has been implemented for the different 
approxima=ons, how PETSc is integrated on MPI level and why there is a suggested 
restric=on to a single MPI implementa=on (OpenMPI)? 

 
We have clearly not explained ourselves well, for which we apologise. The UFEMISM code by 
itself simply calls rou2nes from the MPI API. Whether a user has installed OpenMPI, MPICH, or 
another standard-compliant library should not ma[er (in the Nix set-up we provide, we use 
OpenMPI because that’s what we use ourselves). The set of standardised rou2nes we 
men2oned, is a collec2on of subrou2nes we wrote ourselves that provide some more 
convenience for aspiring developers. For example, gathering distributed data to a single 
processing core involves alloca2ng the appropriate amount of memory (possibly aTer a 
reduc2on opera2on to determine how much memory is required), calling one of the 
MPI_gather rou2nes, and (op2onally) dealloca2ng the memory of the distributed array. Our set 
of rou2nes combine these opera2ons to make a developer’s life that much easier. We will 
explain this more clearly in the manuscript. 
 

First, what model is run (1st order, hybrid SIA/SSA or DIVA) for the reported scalability 
test? 
 
We ran the scalability tests with the spin-up phase of the (modified, plan-view) MISMIP 
experiment, using the DIVA with an 8-km resolu2on at the grounding line, for a period of 10,000 
years. These simula2ons were run on the Snellius supercomputer on the AMD Rome 7H12 
nodes (of 128 cores each). We will men2on this in the manuscript. 
 



Similar issue with the claim to run millennial Antarc=c “basin-scale” simula=ons on a 
laptop – what approxima=on was used there and what size of problem are we looking 
at? 

 
These are pan-Antarc2c simula2ons of 20,000 model years that can run in less than 24 wall 
clock hours on 2 cores of a Macbook Pro M2 2023 using the GNU Fortran compiler version 
13.2.0. They use the DIVA at a rela2vely low resolu2on between 16 and 50 km (e.g. grounding 
lines and East Antarc2c interior, respec2vely), except over target basins (e.g. Pine Island and 
Thwaites areas) where the mesh resolu2on smoothly increases up to 3-5 km around the 
grounding line. We will men2on this in the manuscript. 
 

Secondly, what computa=onal plaaorm are the tests from Fig. 2 ran on? Judging by the 
amount of cores, to me it appears to be a single node of a compu=ng-cluster. From my 
own experience, ocen there are situa=ons with memory-bound codes (and generally 
finite volume, finite difference, finite element fall under that category) on, e.g., AMD-
EPYC systems (with versions that exactly have 2 sockets a 64 = 128 cores per node), 
where performance on the single node drops first at 8 cores (due to L3 cache misses) and 
then at 32 cores because of insufficient or insufficiently used memory bandwidth (the 
architecture has 4 NUMA domains) – something I also can observe in Fig. 2., except that 
intra-node scaling completely breaks down past 32 cores, which raises my doubts that 
inter-node scaling can be achieved at all. Also, intra-node performance highly depends 
on the implementa=on (e.g., Byckling et al., 2017). A single non-performing serial sec=on 
in an OpenMP threaded applica=on has the poten=al to destroy scalability (Amdahl, 
1960). 

 
We agree that these results require some more informa2on and discussion. Apart from the 
possible issues with PETSc, we add some discussion that strong scaling here also seems to be 
dependent on the architecture and communica2on latencies between cores. We will also 
men2on that it is possible the experiment used in this test was too ‘small’, i.e with too few 
ver2ces, so that the communica2on 2me at large umbers of cores starts to dominate over the 
computa2on 2me. The reviewer correctly guessed the system the tests where run on (amd-epyc 
on snellius). We will men2on this in the manuscript. 
 

A further problem (should Fig 2 demonstrate runs confined to a single node) I have to 
point out that one cannot deduce inter-nodal from intra-nodal scalability – to answer 
this, I would ask the authors to provide scalability results run over several distributed 
memory nodes. 

 
The code was reimplemented (from UFEMISM v1.0) with fully distributed memory MPI. This 
means no shared memory accesses are used as explained in sec2on 3.1. Therefore the 
communica2on paradigm used is the same for intra and inter-nodal communica2on. However, 
the reviewer is correct to point out that the scaling will be different because for example intra-
node communica2on is much slower than communica2on between two cpus on one node.  We 
will men2on this in the manuscript. 



 
Third and final point of cri=cs is that scaling of a dimensionally reduced flow-line 
problem as MISMIP in my opinion is not representa=ve of a full Antarc=c setup, 
assuming that applica=ons like that are the final goal to achieve scaling with. The 
authors must have performed MISMIP+ spinup (ice0r) to get a star=ng point for the 
reported melt experiment 3 (ice1r) – why not repor=ng performance/scaling numbers 
from that setup? 

 
This is the same ‘modified’ MISMIP experiment we describe later on, which extrudes the 
flowline set-up from the original paper radially to create a circular, cone-shaped island. A plan-
view experiment, not a flowline. We will men2on this in the manuscript. 
 

To summarize, I would see the necessity of elabora=ng the circumstances (plaaorm, 
compiler, compiler-op=miza=on flags, and most important applied approxima=on to 
Stokes) that lead to those scalability results and (provided we are looking at intra-nodal 
scaling here) extend to inter-nodal scalability tests to be in a posi=on to evaluate code 
scalability for distributed memory applica=ons, if possible for applica=ons that solve 
(parts of) whole ice-sheets rather than flow-line setups. Furthermore, I ask to provide 
wall-clock =mes concerning the performance, in par=cular of the most versa=le 
approxima=on (1st order/BlaDer-PaDyn) – which by ISMIP-HOM results to me appears to 
be the only op=on if sufficient accuracy is sought - on large scale applica=ons, such as 
Antarc=ca or MISMIP+. 

 
Following our earlier responses, we will add the requested informa2on about our scaling 
experiments. 
 
We have not done any dedicated performance tests with the Bla[er-Pa[yn Approxima2on. 
Preliminary tests, as well, as the ISMIP-HOM experiments, indicate that the BPA is easily up to 
50 2mes slower than the DIVA, making it imprac2cal to use in realis2c applica2ons – at least, 
un2l the scalability problems are sorted out. 
 

To me it appears that for high-frequency disturbances in ISMIP-HOM Exp. A, the SIA/SSA 
as well as the DIVA approxima=on are significantly devia=ng from the ensemble (both 
the HO and even more the Stokes) and in case of the bedrock fric=on experiment (ISMIP-
HOM C) somewhat (to me surprisingly) in the lower row of Fig. 4 the hydrosta=c first 
order (BlaDer-PaDyn) solu=on – despite the authors claiming that it is contained in the 
ensemble-range for all domain scales. In par=cular, with respect to conclusions of 
inaccuracies arising in both, the SIA/SSA and DIVA approxima=on at smaller disturbance 
length scale and to me also the BlaDer-PaDyn solu=on showing devia=ons in Exp. C, I 
would ask to provide a discussion on the expected accuracy and the acclaimed 
verifica=on of these approxima=on applied to ice-sheet simula=on, also beyond synthe=c 
intercomparison setups. 

 



We will state more clearly in the manuscript that UFEMISM’s solu2ons to the BPA lie outside the 
ISMIP-HOM model ensemble for some experiments. While we do not have a clear explana2on 
for this devia2on, we do think that the devia2ons are quite small (rela2ve to the ensemble 
range); had UFEMISM v2.0 been included in the Pa[yn 2008 intercomparison exercise, we do 
not think it would have been excluded from the ensemble. 
 
Regarding the accuracy of the SIA/SSA and DIVA solu2ons, we do not think it is within the scope 
of this manuscript to discuss the rela2ve merits of these different physical approxima2ons. We 
aim to focus this manuscript on verifying our solu2on of the equa2ons, rather than valida=ng 
the equa2ons themselves. 
 

For the marine ice-sheet examples (MISMIP and MISMIP+) I could not find the 
informa=on what approxima=on to the Stokes equa=on has been used to compute the 
results. 

 
All these experiments were performed with the DIVA. We will men2on this in the manuscript. 
 

I am confused by the output in Figure 5 (MISMIP), where a =mescale of 30 kyr = 3.0 × 102 
yr is depicted. If this should resemble Exp 2 in PaDyn et al. (2012), I am missing several 
further step-wise increases. 

 
We only did the single step-wise increase/decrease, as this is enough to assess the (unwanted) 
grounding-line hysteresis (or “numerical path- dependency”, as the other reviewer would like it 
to be called) present in the model. We will men2on this in the manuscript. 
 

Also, the (here only two varying) values of the factor A, to me appear several orders of 
magnitude larger than those used in the MISMIP experiments. 

 
The values given by Pa[yn et al. (2012) are in Pa^-3 s^-1, while ours are in Pa^-3 yr^-1. 
 

Or - in view of the claimed code verifica=on - run the MISMIP Exp 1 and Exp 2 according 
to the protocol, such that the reader can get a clear picture on how UFEMISM v2.0 
behaves in view of the MISMIP ensemble. 

 
The reason we have opted to extrude the 1-D geometry radially, rather than transforming the 
original 1-D flowline into a 2-D flowband, is that, while this means the resul2ng grounding-line 
posi2on no longer matches the (semi-)analy2cal solu2on provided by Pa[yn et al. (2012), it 
offers the advantage of checking the full 2-D stress balance (instead of only the x-component). 
This par2cularly allows us to check the symmetry of the grounding line. A well-known (but, as 
far as we are aware, never published) issue with flux condi2on schemes in square-grid models is 
the “octagonal” grounding line. A similar undesirable dependency on the grid geometry could 
some2mes be seen in UFEMISM v1.0 (which used a flux condi2on scheme), but has since been 
fixed with the introduc2on of the sub-grid fric2on scaling scheme in v2.0. We will men2on this 
in the manuscript. 



 
All the inves=gated intercomparison setups focus on pure mechanics. Yet, a changing 
temperature field by the Arrhenius law has a significant impact on ice-dynamics (Schoof 
and Hewit, 2021). The manuscript is not men=oning the inclusion or even computa=on of 
heat transfer in a coupled thermo-mechanical context at all in the text. I would ask the 
authors to add a paragraph if and how temperature (or even damage) is accounted for 
or included in UFEMISM? 

 
The thermodynamics module of UFEMISM v2.0 is unchanged from the version in v1.0, which 
solves the heat equa2on inside the ice (excluding horizontal diffusion and possible liquid water 
inside the ice column). Ice damage is currently not accounted for in any way. We will men2on 
this in the manuscript. 
 
Detailed list of requested changes or elabora8ons 
 
 What exactly do the authors mean by NetCDF standard? A certain conven=on, like CF? 
 
We mean that the model only produces NetCDF-4 output files (whereas v1.0 produced NetCDF-
3, as well as some .txt files), and only reads NetCDF input files (whereas v1.0 required a number 
of .txt input files). We will clarify this in the manuscript. 
 

What cons=tutes the readiness for inclusion in ESM's? Does the code have coupler 
interfaces for online coupling to atmospheric or ocean models (e.g., Gladstone et al., 
2021) implemented? From the scalability figures given in the text, I see a problem to run 
the code on large supercomputers, which I see as a necessity for inclusion in ESM's. The 
in my opinion unclear restric=on with respect to MPI implementa=on (OpenMPI) most 
likely cons=tute a hurdle to run on Tier 0 or Tier 1 HPC facili=es. From what is presented 
in this paper, I would not derive a readiness of UFEMISM v2.0 to be incorporated into 
ESM’s. See my argumenta=on under major points #1 and #2. 

 
While we acknowledge that the computa2onal performance of UFEMISM s2ll needs some 
a[en2on, we do not think this is an issue for coupling to ESM’s. In that context, the 
computa2onal load of an ice-sheet model is typically negligible compared to the atmospheric 
and oceanic components. 
 
As for the coupling itself, we were thinking more of a script-based coupling than of integra2ng 
UFEMISM with the code of a GCM into a single executable. The current code already goes quite 
some way to making the la[er possible, including clean wrapper rou2nes for running a single, 
externally defined coupling 2me-step, and a separate library for the various remapping rou2nes 
to reproject data between an ESM’s (supposedly) global lon/lat-grid and UFEMISM’s adap2ve 
mesh. However, in our experience a script-based coupling is typically much easier to realise, 
especially for exploratory projects. To make this kind of coupling easier, UFEMISM outputs data 
on a (user-defined) square grid, is flexible in accep2ng input files from different loca2ons and 
grid types, and allows for “perfect restar2ng” (e.g. saving the auxiliary fields that are used to 



calculate the dynamic 2me step) so that the repeated termina2ons and (re)ini2alisa2ons do not 
affect the model results. 
 
We will men2on this in the manuscript. 
 

What about calving-induced instabili=es, like MICI (e.g. Crawford et al., 2021) - or are 
those subsumed under ice-dynamical processes? 

 
We will add calving to this list of possible physical sources of uncertainty. 
 

May I point out that in the context of calving-front computa=ons in Greenland, Todd et 
al. (2018) introduced a dynamic remeshing algorithm into Elmer/Ice. Addi=onally, in the 
first flowline marine ice-sheet full-Stokes experiments by Durand et al. (2009) adap=ve 
meshing around the grounding line was already introduced 15 years ago in connec=on to 
the also in this manuscript discussed MISMIP setups. Furthermore, also ISSM includes 
mesh-adapta=on, according to their web-site 
(hDps://issm.jpl.nasa.gov/documenta=on/mesh/). 
 

We will add references to Todd et al. (2018), Durand et al. (2009), Gladstone et al. (2010), and to 
dos Santos et al. (2019, for ISSM) to the manuscript, and change the phrasing accordingly. 
 

For flow-line problems, mesh sensi=vity of grounding line posi=ons – even in the context 
of full-Stokes - was described in even earlier works by Durand et al. (2009) 

 
We will add this reference to this manuscript. 
 

”Most complete” in what sense? And I would add BlaDer (1995) as a cita=on here. 
 

In the sense that it neglects the fewest terms from the Stokes equa2ons; we will men2on this in 
the manuscript, and include the reference to Bla[er (1995). 
 

In my opinion, if the applied approxima=ons to the Stokes equa=ons are discussed in 
such details, it would be best to write out the complete Stokes equa=ons to relate the 
approxima=ons. But in my opinion – as I also men=oned in the General Impression - a 
reference to standard literature (e.g. Greve & BlaDer, 2009) or presenta=on of the 
equa=ons from sec=on 2.2 in an appendix would be sufficient and significantly shorten 
the ar=cle. 

 
We will refer the reader to Greve and Bla[er (2009) for a comprehensive descrip2on of the 
Stokes equa2ons and the deriva2on of the different approxima2ons. 
 

The wording "generally very close" in my view is hard to interpret and easy to 
misinterpret. If taken by its spa=al extend of validity on large ice-sheets, one could claim 
that also SIA is “generally” very close to Stokes, but it completely fails under ice-domes 

https://issm.jpl.nasa.gov/documentation/mesh/


and ridges and in fast flow regions and shelves. The ISMIP-HOM reference (PaDyn et al., 
2008) is a set of idealized synthe=c benchmark cases and in my opinion does not jus=fy a 
statement that could be interpreted that first-order approxima=on is a sufficient 
subs=tute to the complete Stokes solu=on in every situa=on – which does not apply, in 
par=cular where varia=ons in ver=cal advec=on are of essence, like in thermo-
mechanically coupled problems of ice-streams (Schoof and Mantelli, 2021), advec=on 
problems of tracers (Jouvet et al., 2021) and flow at ridges and domes (Seddik et al., 
2011). 

 
We will clarify that the BPA, and to a lesser extent the DIVA and the hybrid SIA/SSA, are 
generally able to describe the large-scale evolu2on of con2nental ice-sheet-shelf systems such 
as the Antarc2c ice sheet, with the caveats men2oned by the reviewer. 
 

To me it appears that this could be interpreted that BPA solves for all ver=cal varia=ons 
of strain rates. My sugges=on: … where those approxima=ons parametrise or simply 
ignore the in BPA not neglected ver=cal deriva=ves of the horizontal velocity 
components. 

 
We will clarify that this only applies to the ver2cal deriva2ves of the horizontal veloci2es and 
strain rates. 
 

I would understand SIA to be solving column wise quadrature on a three-dimensional 
mesh (e.g., Greve and BlaDer, 2009), so not being confined to a plane mesh. 
 

In UFEMISM, as in (as far as we are aware) all models that offer an SIA-only op2on, the 
analy2cal solu2on to the SIA in the ver2cal column is used, so that it only needs to evaluate an 
expression, rather than solve an equa2on. However, the hybrid SIA/SSA, the SSA part of the 
solu2on s2ll needs to be solved in the 2-D plane. 
 

This links to major points of cri=cs #4 that the authors seem to completely neglect the 
thermo-mechanical aspect of ice-sheet modelling, which in my opinion is of essence 
(Schoof and Hewit, 2013). In my opinion, one at least should men=on that the rate 
factor, A(T,p) , is a func=on of the temperature and the pressure (and damage, if one 
wants to extend to that). 

 
We will refer to the UFEMISM v1.0 model descrip2on paper, where the equa2ons for the heat 
equa2on and the thermomechanical coupling are provided. 
 

To me this sentence is a contradic=on: either there is a zero stress boundary or there is 
fric=on with a resul=ng tangen=al stress applied. Sugges=on: A similar dynamical 
boundary condi=on … 

 
Accepted. 
 



This links to my major point #3. As DIVA is introduced to be the default solver in 
UFEMISM, does that mean in a complementary conclusion that DIVA should not be 
deployed to mesh sizes below this threshold, as then accuracy is compromised? I would 
like to see some sort of deeper discussion in the with respect to the rest of the 
manuscript extremely brief sec=on 5. 

 
Technically, it is not the higher mesh resolu2on that invalidates the DIVA (or the SIA/SSA, or the 
BPA), but rather the appearance of smaller topographical features that can be resolved by a 
finer mesh. That said, we do not wish to move too far into the ice-dynamical territory where 
discussions about the validity and applicability of different Stokes approxima2ons belong. While 
papers about these discussions are highly valuable, we think our manuscript is already long 
enough when limited to describing only a computer program that solves these approxima2ons. 
Given this deliberate choice of scope, we believe the exis2ng paragraph in Sect. 5 (“The ISMIP-
HOM experiments presented here … thickness should not change.”) adequately covers the 
subject. 
 

To me that does not come clear from (8) (i.e., there is no exponent n=2 over the 
viscosity). Also, for consistency, the product 𝛽 ⋅ 𝐹2 in (7) should be dimensionless, which 
to me does not work out if 𝐹2 is propor=onal to the square of the inverse viscosity. 

 
The descrip2on of the equa2on is incorrect, it should simply be “a (scaled) depth-integral of the 
inverse viscosity”. We will change this in the manuscript. We have also checked the units and 
verified that the product beta*F_n is indeed dimensionless. 
 

The reader might ask themselves where that would be. Are there other equa=ons 
entering the system? In view of a more complex deriva=on of the equa=ons of mo=on, I 
would suggest to drop everything around eqts. (7) and (8) and directly refer to look 
things up in Lipscomb et al. (2019). 

 
We appreciate the sugges2on, but we will keep the presenta2on of the physical equa2ons in 
their current form. 
 

I would like to have the assump=on of no-slip mo=vated. I do not even understand it in 
case of hybrid SIA/SSA, as to my understanding there the sliding velocity should be 
provided by the SSA solu=on (hence non-zero). 

 
In the hybrid SIA/SSA case (which is described in the next paragraph), the sliding veloci2es from 
the SSA are indeed added to the ver2cal shear veloci2es from the SIA. However, when 
UFEMISM is used in SIA-only mode (which is possible, but is not done in any of the experiments 
presented here), it is not possible to include a sliding law (meaning that we did not include the 
op2on in UFEMISM). We will clarify this in the manuscript. 
 

This links to major point of cri=cs #3. I would see it necessary to quan=fy this in terms of 
grid sizes that can be addressed with hybrid SIA/SSA. 



 
See above for our reply regarding the scope of the manuscript. 
 

That leaves me (and perhaps some readers) with the ques=on on how water pressure is 
determined in UFEMISM v2.0? Is there a sub-glacial hydrology model included (e.g., 
Gagliardini and Werder, 2018) to provide that variable? 

 
There is not. Currently, the sub-glacial water pressure is defined as 96 % of the ice overburden 
pressure (following Winkelmann et al., 2011), op2onally scaled with a bedrock eleva2on-
dependent parameteriza2on developed for Antarc2ca (following Mar2n et al., 2011), which we 
will men2on in the manuscript. The inclusion of a sub-glacial hydrology model is high on the 
priority list for future updates. 
 

May I point out that sub-grid fric=on parametriza=ons at grounding lines are wider 
spread in the ice-sheet model community. Also ISSM (Seroussi et al, 2014,) and Elmer/Ice 
(Gagliardini et al., 2016) deploy a sub-grid fric=on parametriza=on. 

 
We will add these references to the manuscript. 
 

Equa=on (21) seems to be ver=cally integrated mass balance. Hence, 𝒖𝐻 being the 
ver=cally integrated, horizontally vector-valued, volume flux. Please, to inform the 
readers, add a defini=on of it to the text, also if/how the defini=on of this term differs 
between the available approxima=ons to the Stokes equa=ons. 

 
We will men2on that u here is the ver2cally integrated, horizontally vector-valued ice velocity. 
The equa2ons presented in this paragraph do not differ between the available approxima2ons 
to the Stokes equa2ons; since UFEMISM always assumes a uniform, constant ice density, only 
the ver2cally averaged ice velocity is needed in the con2nuity equa2on. 
 

How does the predictor-corrector scheme link with the =me-discre=za=on schemes 
presented in sec=on 2.5? I have the suspicion that the symbols Δ𝑡 have different 
meanings in 2.5 and 2.6. Please, elaborate. 

 
Correct, the are some subtle2es to the use of Dt. The different schemes in Sect. 2.5 require a 
value of Dt in order to yield H(t+Dt), while the P/C-scheme in Sect. 2.6 requires the rate of 
change dH/dt. Currently, the model solves this mismatch by taking H(t+Dt) (which is provided by 
whatever scheme, explicit, implicit, the user chooses), subtrac2ng H(t) and dividing by the Dt 
that went into the scheme. This Dt is later on adapted by the P/C-scheme to yield the “final” Dt 
that is used by the model. We will men2on this in the manuscript. 
 

To me, this gives an over-simplified picture. Even in a shared-memory machine/node, 
generally, it is not a single chip containing the data. And, not all processing cores (which I 
would use as a term rather than processors) can access a certain chip in a similar fast 
way (NUMA domains). A beDer formula=on in my view would be: … in shared memory 



architecture, where all parts of the memory are accessible via a common bus to all 
compu=ng cores, in contrary to distributed memory architecture that demands 
communica=on between by memory separated compu=ng nodes. 

 
Accepted. 
 

I would understand architecture as the hardware, which cannot directly be compared to 
a program (socware implementa=on). For the laDer, it very much depends on how the 
code is implemented. It is correct that on a pure hardware-level distributed memory 
access across nodes is slower (how much depends also on the performance of the 
interconnect-network and the memory-layout of the shared memory node) than the one 
of shared memory, yet, even shared memory parallelism (talking again about socware) 
obeys Amdahl's law (Amdahl, 1965) and performance mainly hangs on the serial 
sequences of the code (which generally exist). Sugges=on: Memory access within shared 
memory nodes outperforms message passing across shared-memory nodes. 
 

Accepted. 
 

To my understanding, not every approxima=on needs a matrix system to be solved, SIA 
does not. And the SSA/DIVA matrix must be significant smaller than the 1st-order system. 
I wonder: Does the number given apply to all discussed approxima=ons? If not, I would 
ask to be more specific. 

 
In SIA-only mode, this number would likely be a lot smaller. However, we do not foresee 
UFEMISM being used this way in any applica2ons where computa2on 2me is a limi2ng factor (in 
fact, the only 2me we’ve ever used it is in the EISMINT-1 benchmark experiments described in 
the v1.0 paper). The 80% number is for the DIVA, which is (in our experience) the ‘fastest’ of all 
approxima2ons except the SIA. For the hybrid SIA/SSA and the BPA, this number would be 
higher s2ll.  We will men2on this in the manuscript. 
 

This links to #1 of major issues. Why the constraint to the OpenMPI flavour? Does this 
mean UFEMISM cannot compile with another MPI-standard library, like IntelMPI or 
vendor specific MPI implementa=on? If so, please explain why. 

 
We agree this phrasing was confusing; while we use OpenMPI on our system, UFEMISM should 
be able to compile and run with any other MPI-standard library. We will clarify this in the 
manuscript. 
 

This also links to #1 of major issues. From the manuscript, I do not get enough 
informa=on to be in a posi=on to understand how the MPI parallelism in UFEMISM is 
organized. It would be interes=ng to the HPC inclined reader to learn how par==oning is 
done and - in par=cular with respect to the remeshing - the load balancing is 
guaranteed. To my knowledge, PETSc is well tuned to perform on mul=-node clusters - 
what in par=cular do the authors suggest to be changed therein? 



 
We do not think the problem lies with PETSc itself, but rather with the way we have 
implemented PETSc within UFEMISM. Mesh par22oning is currently done by simply par22oning 
the rectangular domain into equal-sized ‘strips’ along a single dimension. Op2onally, the width 
of the resul2ng sub-domains can be tuned to make sure each process gets (approximately) 
equal numbers of ver2ces. We have done some (simple) load balancing experiments for version 
1.0, which suggested that this approach works reasonably well. Where we suspect the current 
performance problem lies, is with how PETSc determines (or is told) the connec2vity between 
the ver2ces, and by implica2on, the non-zero structure of the sparse matrices it must work 
with. In the current implementa2on, in every non-linear viscosity itera2on (where the sparse 
matrix equa2on must be solved), PETSc is (re)ini2alized, the sparse matrices are constructed, 
the resul2ng matrix equa2on is solved, and PETSc is finalised. While our own 2me 
measurements show that it is the solving step that accounts for 99% of the computa2on 2me 
(of these combined steps), we s2ll suspect that somehow storing the non-zero structure of the 
sparse matrices (which remains unchanged un2l the next mesh update) could help with 
performance. The reason we suspect this is because UFEMISM v1.0 was much faster in this 
regard, and the only significant change in this par2cular part of the code is the change from 
shared memory to distributed memory. 
We will reflect these thoughts in the Discussion sec2on of the manuscript. 
 

This links to #2 of major issues. Firstly, I am missing the informa=on what approxima=on 
applied allows one to run “basin-scale” (not sure what it means in terms of grid-sizes and 
spa=al dimensions) on a laptop. Secondly, simula=ons on a laptop to me have a remote 
relevance to parallel performance/scaling on large machines, par=cular on distributed 
memory setups, which I understand this chapter to be about if the authors refer to 
“Large-scale prac=cal applica=ons”. 

 
“Basin-scale” in this context means a single ice-sheet drainage basin. Apart from the ISMIP-
HOM experiments, all simula2ons presented here are run with the DIVA. We will men2on this in 
the manuscript. 
 
Regarding the laptop vs. cluster ques2on: we believe performance to be equally important in 
both sesngs. In our experience, a large frac2on of a model developer’s 2me is spent running 
rela2vely short, simple simula2ons on their laptop to debug and test new code. Only when that 
new code is judged mature enough do we move on to larger systems to run large-scale tests. 
However, already in the development phase, a significant frac2on of our 2me is spent wai2ng 
for these simple test simula2ons to finish (which can take anywhere between a few seconds to a 
few hours, depending on the kind of work). Improving the model’s performance, and thereby 
reducing this wai2ng 2me, would already be a big help to us. When we do eventually move on 
to ‘applica2on’ simula2ons, about half of the 2me these are run on a laptop as well; only when 
the scale of the experiments (either in terms of resolu2on or dura2on, or in terms of number of 
simula2ons) becomes too large to be feasible run on a laptop do we move on to running on a 
cluster. Therefore, even for laptop sesngs, performance is important to us. 
 



This figure is the main reason for point #2 in the list of major cri=cs. This graph, in my 
opinion, needs way more explana=on and discussion – also in the text, not only the 
cap=on. Like in other parts in the text, it is missing informa=on on the approxima=on to 
the Stokes equa=ons that is being studied here. Secondly, the informed reader might 
want to know on which computa=onal plaaorm this was run on and if we look at a 
single- or mul=ple node run. I already men=oned that a flow-line model in my view is a 
non-representa=ve example for scalability if one wants to get a picture on how the code 
would perform and scale being applied to full ice-sheet problems. Yet, this seems to be 
the only place in the manuscript where the reader can get an idea on a performance 
baseline in terms of solved =me-steps/wall clock =me. I already suggested to do 
scalability tests with MISMIP+ if not on the full Antarc=c setup. Furthermore, I would like 
to learn more on how the authors determine and separate ice dynamics and non-ice-
dynamics parts in this figure. From a pure computa=onal science point of view, I interpret 
the fact that a run on 64 and even 128 cores consumes a comparable wall-clock =me as 
a 2 core run points to a serious issue in the parallel implementa=on that in my opinion 
prohibits produc=on runs on compute clusters. 

 
We agree that the text accompanying this figure needs to be more informa2ve. In response to 
earlier comments, we will add the relevant informa2on to the manuscript (platorm, type of 
nodes, experimental set-up), plus some addi2onal discussion regarding the poor scaling. 
 

Do the authors mean that there is some automa=c parsing of the meta-data of the 
NetCDF file (CF conven=on?) that deduces the coordinate system? Further ques=on: is 
UGRID format meant when referring to triangular meshes? 

 
The model parses the dimensions of the NetCDF file. If, for example, the file contains a 
dimension called “x” (or “X”, “x-dimension”, “x-coordinate”, etc.) and a dimension called “y”, it 
assumes the file contains data on a square grid, and tries to read it accordingly. If not, it looks 
for “lon” and “lat” (again with a set of alterna2ves for both) and if those are found, it assumes 
the file contains data on a global grid. Lastly, it looks for the set of dimensions used for the 
UFEMISM mesh format (which is not Ugrid; the op2on to output data in Ugrid format is planned 
for future work). We will men2on this in the manuscript. 
 

To me, in the lower row in Fig 4 displays the 1st order results (not tremendously, yet 
visible) surface veloci=es to exceed these of the ensemble. I would ask to explain why this 
is the case and – since the authors do not seem to raise any concern in the text – why it 
can be neglected. 
… 
I could not find any men=oning in PaDyn et al. (2012) of a lateral circular symmetry to 
apply to MISMIP flowline setups. 

 … 
Like in the cap=on of Figure 5 on page 16, the informa=on on what approxima=on to the 
Stokes-equa=on has been used for this resolu=on-experiments is missing. 
… 



As men=oned in the major points of cri=cs #3, I would ask the authors to relate 
parameter choice and the reduced =me-span of the experiments to the original MISMIP 
protocol and explain – also in light of the argument of verifica=on – this devia=on. 
… 
Like in the MISMIP chapter, informa=on on the applied approxima=on to run the 
MISMIP+ experiments seems to be missing, also in the cap=on of Fig. 5. Please add this 
informa=on. 

 
See our previous answers to Major point of cri2que #3. All the requested informa2on will be 
added to the manuscript. 
 

If this is about computa=onal performance, I have to disagree. From this paper I am 
lacking informa=on to really judge the computa=onal performance of the code. 
Deducing from Fig. 2, I would even conclude that there is an unresolved issue what 
comes to scalability of the code. If it is about code verifica=on, I previously men=oned 
that the MISMIP tests to me do not provide the means to deliver on that aspect, as they 
deviate from the original protocol which prohibits comparison, which leaves ISMIP-HOM 
(with some approxima=on showing strong devia=ons) and MISMIP+, where I could not 
deduce what approxima=on has been used for intercomparison with ensemble results. 

 
Our previous answers will see some addi2onal informa2on added to the manuscript to aid the 
reader in interpre2ng the results. 
 
We agree that the poor computa2onal performance, especially when moving to mul2ple nodes, 
is an unresolved issue. Since our budget for IT support has regre[ably run its course, we do not 
foresee this being resolved in the near future. 
 

As men=oned earlier (point #2 of major points), in my view this paper is lacking 
informa=on to really judge about performance of the code, as the reader is not provided 
with a baseline value. In my opinion, wording like "much faster" are not conveying 
enough informa=on to the reader that would enable quan=fica=on of the code’s 
performance. To really judge about performance, the reader would need to get an idea 
on a performance-baseline. For instance, how much the solu=on of one ISMIP 6 scenario 
run for Antarc=c ice sheet using a par=cular approxima=on (preferably the op=mal one, 
hence BPN) needs wall clock =me on one, two or even more nodes of a compu=ng 
cluster. From figure 2 I would draw the conclusion that the code does not scale beyond 8 
cores (of whatever plaaorm it was run on). 

 
It is difficult to come up with an experiment that would fairly compare the computa2onal 
performance of v 1.0 and v2.0. v1.0 solved a simplified version of the SSA, where the gradients 
in the effec2ve viscosity were neglected. This greatly improved the model’s computa2onal 
performance, but could significantly reduce the physical accuracy of the solu2on in certain cases 
(including, as it turned out, geometries with migra2ng grounding lines). We did, in the early 
stages of development, perform some preliminary experiments where we solved the same 



simplified SSA in both v1.0 and v2.0, which is what the claim that v2.0 is “much faster” (which 
we agree is too vague) is based on. However, we regre[ably did not save those experiments, 
and the op2on to use the simplified SSA has since been removed from v2.0 (due to its poor 
physical accuracy), so we cannot repeat them at this 2me. Addi2onally, v1.0 defined ice 
veloci2es on the grid edges (similar to an Arakawa-C grid), whereas v2.0 defines them on the 
triangle centers (similar to an Arakawa-B grid), which introduces an addi2onal difference.  
 
Accep2ng all these differences and simply comparing the total 2me for e.g. an ISMIP projec2on 
is difficult, because v1.0 lacks the modules for inver2ng for basal fric2on or sub-shelf melt, or 
for reading in external files describing those fields. Turning the problem around and taking an 
Antarc2c experiment from v1.0 (which would do a non-nudged spin-up, use a greatly simplified 
ocean, and thereby result in a very different present-day ice geometry) would likewise be unfair, 
since the resul2ng geometry would be much ‘smoother’ and more stable than one resul2ng 
from a nudged spin-up, thereby ar2ficially improving the model’s stability and infla2ng its 
performance. 
 
We will add a paragraph to the Discussion sec2on reflec2ng these thoughts. 
 

As I men=oned before, statements like this to me are impossible to evaluate without 
providing a baseline value. Just the fact that some algorithm takes 50 =mes longer 
(presumably using the same amount of computa=onal resources) in my view does not 
imply that it is impossible to solve it – in par=cular if the code is claimed to run parallel 
(should in theory be able to use 50 =mes more resources, provided it scales) and comes 
with mesh-adapta=on scheme. 

 
As men2oned in this paragraph, we do believe that using the BPA will become feasible if and 
when the scaling issue is resolved. 
 

I wonder, should there be larger thickness changes in the ac=ve region, how does the 
model deal with the ar=ficially imposed hydrosta=c pressure gradients at boundaries 
with a one-sided fixed ice-thickness? 

 
If the thickness change in the ac2ve region would become large enough to significantly affect 
the surface slopes near the (ar2ficially fixed) ice divide, then the assump2on of a fixed divide 
would be invalid anyway. However, to be honest, we do not expect much use of this new op2on, 
as we believe the approach of simula2ng the en2re ice sheet at a coarse resolu2on, and only 
the drainage basin one is interested in at a higher resolu2on (which UFEMISM can do), is much 
more prac2cal. 
 

To me this again lacks informa=on to really get a clear picture on what type of 
simula=ons with what approxima=on and what accuracy can be achieved with what 
computa=onal resources. There is only informa=on on minimum resolu=on, but not the 
approxima=on used. Mul=-day simula=ons are to me nothing that renders a 
computa=onal problem impossible. But to me this sentence backs my sugges=on that a 



fusion of the two papers would be beneficial to the reader to pick informa=on that I 
conclude exists in the other manuscript (Bernales et al., in prep) to be able to relate 
statements presented in this one. 

 
We hope the addi2onal informa2on provided in both our responses above and the revised 
manuscript sa2sfies the reviewer, as merging the two manuscripts is not a feasible op2on for us. 
 

Looking at the distances of the polygon-points at the zoom-in over Ronne-Filchner ice-
shelf, I conclude that this is far away from the acclaimed 5 km resolu=on. If this is really 
the resolu=on to start from, I would ask the authors to include a sentence on how the 
accuracy of the coastline is increased when increasing the mesh density: is it just linearly 
interpolated between exis=ng points or is addi=onal geometrical informa=on added to 
the polygon? 

 
The figure shows the coastline resul2ng from the BedMachine Antarc2ca v3 dataset at 40 km 
resolu2on, so using this to generate a 5-km mesh would not be useful. Choosing a higher 
resolu2on DEM would fill up the figure with dots, making it difficult to read. We will clarify this 
in the manuscript. 
 
It is also important to note that a mesh, by itself, has no concept of ‘bedrock eleva2on’ or 
‘coastline’. When it is refined, it is simply presented with a set of line segments in the 2-D plane; 
where those segments originated does not ma[er. It is only when the data fields represen2ng 
the Earth’s geometry (bedrock eleva2on, sea surface eleva2on, and ice thickness) are projected 
onto the mesh, that the ‘coastline’ is defined. Sesng up an ice model with a high-resolu2on 
coastline therefore requires 1) an input DEM with a suitably high resolu2on, 2) extrac2ng the 
coastline from that DEM, 3) using that coastline as a refinement criterion for a mesh, and 4) 
projec2ng the DEM data fields to the resul2ng mesh. If the input DEM were to have a 40 km 
resolu2on, then we could theore2cally use that to refine a mesh with a 5 km resolu2on around 
the coastline. Naively, we could then say that the resul2ng ice model resolves the coastline to 5 
km, but the bedrock eleva2on itself in that region would be very smooth, as the input DEM did 
not have any informa2on below the 40 km scale in the first place. 
 

This is a large figure. I would try to simplify the composi=on resul=ng now into entry e) 
and thereby reduce (entries a – e) the size of the figure. Instead, what I would welcome 
to see included is a visual demonstra=on on how the remeshing algorithm could enhance 
mesh densi=es in areas of large deriva=ves of the velocity field, which turned out to be 
essen=al to resolve (thermo-)dynamics of fast outlet glaciers (e.g., Zhao et al. 2018) in 
other applica=ons. 

 
We agree that steps d and e are perhaps unnecessary; we will remove them. 
 
UFEMISM currently does not include the op2on to use the velocity gradients as a mesh 
refinement criterion. However, the basic components to create this func2onality are there. First 
you would need to define the 2-D polygons that envelop the regions where the strain rates 



exceed a certain threshold (simply done with the exis2ng calc_mesh_contours rou2ne), and 
then simply use those polygons as refinement criteria (Fig. A2 only illustrates refinement around 
0-D points and 1-D lines, but 2-D polygons are supported too; these are currently used to define 
resolu2ons over individual ice drainage basins). 
 

This whole part appears abstract to me and without looking things up in Syrakos et al. 
(2017), difficult to understand. I would even suggest that, equally, a simple reference to 
the paper above and removing whole part B would shorten the manuscript. If the 
authors want to keep it, in my opinion it would help to have some figure of local grid 
configura=ons annotated with the node-indices and showing the most important 
features, like distances (Δ𝑥𝑗, Δ𝑦𝑗) and value entries (𝑓 𝑎	𝑗 ) to beDer help illustra=ng the 
formula=on of the stencils as presented in this appendix, also, with respect to the 
different discussed mesh-types and the coordina=on numbers of nodes/variables therein. 

 
Our approach expands upon the work by Syrakos et al. (2017) by adding the second-order 
deriva2ves, and by including the deriva2on for a staggered grid, so that a reference to that 
paper would not be sufficient. 
 
We will add an illustra2on to help the reader with the different geometrical quan22es. 
 

In my view, it would be beneficial to the reader to explain what the third case 
“otherwise” means. With respect to defini=on in the text that indices 𝑗 ∈ [1, 𝑛] indicate 
all neighbours of i, I must miss something by interpre=ng that neighbours are connected 
by defini=on and “otherwise” being irrelevant for A-grids. Like men=oned before, some 
graphical display of a local mesh arrangement in my opinion could aid the understanding 
and prevent misinterpreta=ons. 

 
There was a typo in Eq.s B9, B10, and B15-17. In all these equa2ons, the subscripts in the 
second case (if j is connected to i) should be j, not c. Together with the new figure illustra2ng 
the local mesh geometry, this fix should clear up the confusion. 
 

As remeshing/-mapping seems to be one of the main new features of UFEMISM v2.0, I 
would suggest to move this part (at least the non-mathema=cal) into the main sec=on of 
the paper and rather take out other parts from there (I already suggested earlier) 

 
We believe the main body of the manuscript should focus on the ice dynamics and user 
experience of the model, and that the underlying math can remain in the appendix. 
 

Like before, I find this sec=on rela=vely abstract and difficult to read. Similar as before, I 
would be of the opinion that some graphics on the mesh-to-mesh projec=ons showing 
the domain, its boundary and the two (source and des=na=on) meshes to get a picture 
what this is about. 
 



Some readers that have not dealt with dual graphs might not know what a Voronoi cell 
is. Displaying this in a graph (see point above) and defining it in the text, in my view, 
would improve the readability of this chapter. 

 
We will add an illustra2on of the geometry of the two meshes to aid the reader. 
 
List of less important issues 
 

I guess the authors want to express that the code can now be run on distributed memory 
architecture (referring to architecture as being the hardware, rather than the program 
itself)? If referring to code, I would suggest to change to: … from a shared- to a 
distributed memory implementa=on. 

 
Accepted. 
 

In my opinion, a statement like this would demand references to be included. 
 
Although we definitely remember seeing this approach in several papers (and conference talks, 
etc.) we cannot seem to find the references. We will adjust the statement in the manuscript. 
 

The brackets show the ver=cal deriva=ves of the components cons=tu=ng the horizontal 
strain rates (and not membrane stresses). 

 
We will change the phrasing. 
 

page 11 – line 297: processors - I would use cores 
 
Accepted. 
 

One group of experiments does include flat beds (C,D,F), the other (A,B - as correctly 
pointed out in the sentence to follow) compute on an undulated bed and Experiment E on 
a glacier flowline (which is not flat, either). 

 
We will change the phrasing. 
 

Since remapping is men=oned here, I would suggest to make a reference to Appendix C 
for the reader’s convenience to quickly look things up. 

 
Accepted. 
 

nV at this stage appears to me as being undefined (guess, it relates to some correla=on 
number) 

 
nV is the number of ver2ces in the mesh; we will men2on this in the manuscript. 



 
In all equa=ons the lower symmetry entries in the matrix are omiDed. Despite the 
redundancy, in my view it is preferable to either spell things out in the equa=on or 
men=on the unusual nota=on in the text. 

 
We have encountered this nota2on regularly. 
 

Just a sugges=ons, but one could elegantly use the Kronecker delta to define 
𝐷𝑖𝑗 = 𝛿𝑖𝑗 𝑓𝑖 to achieve a beDer typese}ng result in that line. 

 
Accepted. 
  



Response to the review by Torsten Albrecht 
 
We thank the reviewer for their construc2ve cri2cism of our manuscript, and would hereby like 
to respond to their concerns. Their comments are shown in italics, our response in regular type. 
 
General assessment 
 

I would encourage the authors to beDer mo=vate the acceptance level with respect to 
the Stokes or higher-order ensemble results (why is 20km s=ll accepted, but 10km is 
not?) 
 
L145: “DIVA produces veloci=es that agree well with the Stokes solu=on down to 
horizontal scales for basal topographical features of about 20 km” How can “agree well” 
be quan=fied? In the men=oned references, the solu=on for 20km is not within the 
higher order or Stokes ensemble. 
 
L368: “The DIVA remains accurate to spa=al scales of about 20 km,...” 
Gain, please define “accurate”. What devia=on from the FS ensemble is accepted? Why is 
the 20km s=ll accepted but 10km not? 

 
The rela2ve errors that are deemed acceptable are, ul2mately, a subjec2ve judgment. In ISMIP-
HOM Experiment A with L = 20 km, the DIVA overes2mates the surface velocity of the fast-
flowing ice by about 25 %. In the experiment with L = 10 km, this number increases to about 40 
%. Based on the inter-model spread of intercomparison exercises such as ISMIP6, and also 
considering the fact that ISMIP-HOM presents an extreme case (with quite drama2c subglacial 
topography), we found a 25 % devia2on to be large but workable. Of course, so long as running 
simula2ons with the BPA is not computa2onally feasible, the DIVA remains the lesser of two 
evils, providing the least inaccurate solu2on (compared to the hybrid SIA/SSA, and to several 
other depth-integrated approxima2ons, according to Robinson et al. (2021). We will add a few 
lines to the manuscript to reflect these thoughts. 
 

However, DIVA can be thought of a modified SSA approxima=on (considering membrane 
stresses in the plane), in which the effec=ve viscosity is treated in a different way (also 
accoun=ng for ver=cal velocity gradients). I suspect that the non-linearly diffusive 
component of the ice sheet flow (e.g. Bueler et al., 2007), which is relevant in many 
(purely shear-stress-driven) parts of the ice sheets, may be underrepresented in DIVA. 
 

 L164: Maybe it is worth men=oning the differences and similarity of SSA to DIVA. 
 

L186: “but starts to deviate significantly from the Stokes solu=on earlier than the DIVA as 
the length scale decreases (Berends et al., 2022; this study). 
“In the ISMIP-HOM experiment”. Generally SIA describes a (non-linear) diffusive process 
that is characteris=c for large parts of the ice sheet flow and not represented in SSA, and 
likely not (or only limited) in DIVA. Please refer to the respec=ve sec=on in this study. 



 
It can be shown that, in the absence of horizontal strain rates (so pure shear flow over a flat 
plane), the DIVA is iden2cal to the SIA. We have at some point run the EISMINT-1 experiments 
(an idealised, roughly Greenland-sized ice sheet lying on a flat plane, achieving steady state 
through a simple spa2ally variable mass balance) with the DIVA instead of the SIA; the resul2ng 
ice sheet is nearly iden2cal to that resul2ng from the SIA model (a few meters thickness 
difference near the ice divide and near the margin). ISMIP-HOM Experiment A has a no-slip 
condi2on at the base and so too is dominated by ver2cal shear, and there too the DIVA 
performs well. We will clarify this in the descrip2on of the DIVA in Sect. 2.2.2. 
 
Regarding the SSA: the similarity between the linearised equa2ons (Eq. 6 and Eq. 9) is actually a 
great benefit in prac2ce, as it makes it very easy to adapt SSA models to be able to solve the 
DIVA. We will men2on this in the manuscript. 
 

Maybe, benefits of DIVA over SIA/SSA will become clearer in real world (or regional) 
applica=on, as planned for the men=oned follow-up study. 

 
We have no such experiments planned for the Part II paper, which will instead focus mostly on 
model ini2alisa2on, nudging of basal fric2on, melt, and calving, and on comparing to Greenland 
& Antarc2c retreat model ensembles (e.g. ISMIP6). 
 

I am also missing in the descrip=on how (lateral/marginal) boundary condi=ons have 
been treated. 
 
L135ff: What about the lateral boundaries (margins, calving fronts)? 

 
UFEMISM uses the “infinite slab” approach, where the momentum balance is solved even in the 
ice-free part of the domain (by assigning a small – 10 cm – ice thickness to those cells), and 
applying a simple Neumann boundary condi2on to the domain boundary. We will men2on this 
in the manuscript. 
 

Apart from the DIVA solver, some model components (e.g. thermodynamics validated 
with EISMINT) have already been described in the v1.0 paper by Berends et al., 2021. It 
would be good to men=on more clearly what has not changed since v1.0. 

 
The list of things that have not changed is quite extensive, but consists largely of model 
components that are not used in the idealised experiments described here (surface mass 
balance, climate forcing, GIA, etc.), and which were also not described in the v1.0 paper (as they 
were mostly adapted from earlier models). We agree that thermodynamics is an important one 
since it is so closely related to the ice dynamics itself, so we will men2on it in the manuscript. 
 

Also in the v1.0 paper, the same MISMIP-inspired experiment has been performed, but 
with a SSA/SIA hybrid stress balance, flux correc=on, an explicit first-order finite volume 
upwind scheme for the ice thickness evolu=on and much coarser resolu=on. Readers may 



be interested in a more quan=ta=ve comparison of the new model version compared to 
the older version, or to other similar models (e.g. flow-line MISMIP or MISMIP2d). 

 
A direct comparison to v1.0 is difficult because of the many changes in the model. The change 
from the flux condi2on to the sub-grid fric2on scaling, the change in 2me stepping, and the 
change in resolu2on, all can be viewed as “mathema2cal”, but there have also been some 
“physical” changes. One in par2cular (which was perhaps not immediately obvious from the 
manuscript, so we will state this explicitly in the revised version) is that v1.0 solved a simplified 
version of the SSA, where the gradients of the effec2ve viscosity were neglected. Back then, we 
based this on (much) earlier work, but we later performed some experiments that indicated 
that this approach, while making the model substan2ally more numerically stable and thereby 
faster, introduced significant errors in the velocity solu2on, par2cularly in geometries with 
migra2ng grounding lines. We have therefore removed this simplifica2on in v2.0 (which 
necessitated the change from defining the veloci2es on the grid edges, to the triangle centres, 
in order to achieve a numerically stable solu2on). 
 
Since v1.0 has not been used in any prac2cal applica2ons yet (as our own focus has been more 
on developing v2.0), and there are therefore no earlier results that can be retroac2vely 
assessed, we do not think there is much added value in such a detailed comparison. 
 
We also do not think performing the flowline MISMIP or MISMIP2d experiments would be of 
much added value. The two main model proper2es that these experiments inves2gate, namely 
(the lack of) path-dependency in the grounding-line posi2on and the rate of grounding-line 
advance/retreat, are already assessed in the experiments we already did (path-dependency in 
the modified, plan-view MISMIP experiments, and retreat rate in MISMIP+). 
 

The authors also men=on that they switched for the discre=za=on from neighbor 
func=ons to a least squares-based scheme. The v1.0 paper already uses an averaged-
gradient (numerical stencils) approach similar to an unweighted least-squares approach 
(Syrakos et al., 2017). Is this the same as in v1.0? 

 
In the v1.0 paper, we compared the numerical convergence of the neighbour func2ons 
approach (which could indeed be described as an averaged-gradient approach, and which is 
what was implemented in v1.0) to that of the least-squares approach by Syrakos et al. (2017), 
finding that they produced very similar results. Because of the change in the SSA/DIVA 
discre2sa2on men2oned before (no longer neglec2ng gradients in the effec2ve viscosity), and 
the subsequent change in defini2on of the ice veloci2es (triangles instead of edges), v2.0 makes 
a lot more use of staggering than did v1.0. As the least-squares approach can be more easily 
generalised to staggered grids (and also has a much more elegant deriva2on), we opted to 
remove the neighbour func2ons approach en2rely and use the least-squares approach instead. 
We will clarify this in the manuscript. 
 

I tried to install UFEMISM (without nix), but failed for the PETSc dependency, while 
searching for help in an installa=on manual or README. 



 
We are aware that it can be tricky gesng the different libraries and compilers to work on 
different platorms. Unfortunately, since our funding for IT support from the eScience Centre (in 
the person of co-author V. Azizi) has expired, we do not foresee significant improvements in this 
regard in the near future. 
 
Detailed comments 
 

L10: “... irreducible uncertainty in many of these processes...” Not sure what this means. 
 
For many of these physical processes, there is a limit to how accurately we can predict their 
future behaviour, based on currently available observa2ons. Typically, this limit is determined 
experimentally by sampling the phase space of possible values of the parameters governing 
these processes, which is where the models we men2oned appear. We agree that describing 
this uncertainty as “irreducible” might be confusing; we will remove this word. 
 

L43: “...have recently directed their efforts at crea=ng new, more powerful ice-sheet 
models (e.g. PaDyn, 2017; Hoffman et al., 2018; Quiquet et al., 2018; Lipscomb et al., 
2019; Robinson et al., 2020; Berends et al., 2022)” I am not sure if all models on this list 
had the inten=on to become “more powerful”, as some are used for improving process 
understanding etc. 

 
We agree this was probably not their only inten2on, but we have deliberately referenced 
models that have included high-performance compu2ng and/or user-friendliness in their model 
design, so we believe this phrasing to be appropriate here. 
 

L47: “Version 1.0 (Berends et al., 2021) was the second ice-sheet model to use a dynamic 
adap=ve mesh...” There should be previous experience with AMR, e.g. dos Santos, 2019 
for ISSM or Gladstone et al., 2010a, just to give two examples. BeDer rephrase or provide 
a complete list. 

 
We will add references to Todd et al. (2018) for Elmer/ice, Durand et al. (2009), Gladstone et al. 
(2010), and to dos Santos et al. (2019, for ISSM) to the manuscript, and change the phrasing 
accordingly. 
 

L62: “Part 2, which is submiDed for review and publica=on separately (Bernales et al, in 
prep.)...” It would have been great to had both as companion. 

 
We agree this would have been great. Unfortunately, the manuscript of Part II has been 
delayed, as two of the authors have had to switch contracts in the mean2me (a consequence of 
the failing system of scien2fic funding in the Western world). 
 

L98: “...with no significant loss of accuracy” 



Hard to find quan=ta=ve numbers here or in Berends et al. (2021). If this remapping step 
is performed regularly also a small informa=on loss (diffusion) can accumulate. 

 
In the v1.0 manuscript, this was studied in the Halfar and Bueler dome experiments, where we 
could compare to an analy2cal, 2me-dependent solu2on. Both these experiments involved 
dozens of remeshes (over a hundred in the higher-resolu2on cases), and the solu2on was not 
visibly affected. In the current manuscript, probably the most solid evidence comes from the 
MISMIP+ experiment. In the 500 m resolu2on experiment, the mesh was updated about a 
hundred 2mes, and yet the solu2on stays well within the model ensemble. We suspect that, 
since the flow of ice generally already has a substan2al diffusive term, the small amount of 
numerical diffusion added by the remapping does not have a large effect (although in the 
MISMIP+ experiment, it might be possible that the solu2on is somewhat affected, which could 
explain why the grounding-line posi2ons in the 1 km, 750 m and 500 m experiments differ more 
than expected). 
We will add a few lines to the manuscript to reflect these thoughts. 
 

L228: “... flux condi=on has been replaced by a sub-grid fric=on scaling scheme, following 
the approach used in PISM (Feldmann et al., 2014),”. 
Is this really a “replacement”, as both methods may have different effects in controlling 
grounding line flux? I think the linear GL interpola=on goes back to Gladstone et al., 
2010b, and then there are 2D extension (bi-linear), e.g. Feldmann et al., 2014. Would it 
be possible to align the mesh with the grounding line, such that meshes are either 
grounded or floa=ng/icefree? 

 
We will add a few lines to briefly state the (dis)advantages of the two approaches. 
 
While aligning the mesh with the grounding line is technically possible, it would imply 
remeshing the model in every 2me step. Not only would this be computa2onally very 
expensive, but in that case, our earlier claim that the numerical diffusion resul2ng from the 
remapping is not a problem, would likely not hold anymore. 
 

L247: “ an implicit scheme” 
The is an interes=ng paper which may be cited as well (Bueler, 2023). Is the (semi-) 
implicit scheme s=ll mass conserva=ve (as it should be as a natural property of finite 
volume models)? 

 
This is indeed a very interes2ng paper, we thank the reviewer for poin2ng it out and will 
definitely cite it. 
 
The implicit scheme is mass-conserving within machine precision. The semi-implicit scheme 
introduces errors that are larger than can be explained by machine precision, although s2ll very 
small (if I recall, around 10^-12 rela2ve error). 
 



L284: Eq. 33: I understand the nota=on is consistent with Robinson et al. 2022 and Cheng 
et al. 2017, but τ is ocen associated with stresses or =me scales. BeDer use another 
epsilon consistent with Eq. 34. From Eq. 33 it seems that τ has dimensions of m/s. How 
does this fit with the default value for ε =3 m in L287? I would have expected it to be 
dimensionless. 

 
We understand the possible confusion, but we much prefer to keep the nota2on consistent with 
the exis2ng literature. 
 
We had not no2ced the mismatching dimensions before. Neither Cheng et al. (2017) nor 
Robinson et al. (2020) men2on the units of the tolerance epsilon. As tau should indeed have 
units of m/s (or m/yr in UFEMISM), this suggests epsilon should too (which actually seems more 
plausible than simply m, as m/yr implies a tolerance in the thinning rate). We will men2on this 
in the manuscript. 
 

L293ff: “memory chips” and “processors” 
For HPC architectures terms like “mul=-core CPU nodes” are used, and the standard is 
rather 2x64 cores per node. 
 
L299: “32 processors” 
Do you mean CPU cores here, as men=oned in the Fig. 2 cap=on? 

 
We will change “processors” to “cores” throughout the manuscript and clarify the statement 
regarding the typical number of processors per node. 
 

L299: “...ocen accoun=ng for more than 80 % of the total computa=on =me of a 
simula=on.” 
This very much depends on the applica=on and the size of the computa=onal domain. 
For instance, I/O can be a boDleneck for high-resolu=on applica=on. 

 
In UFEMISM, even in rela2vely low-resolu2on simula2ons, solving the momentum balance 
accounts for > 80 % of computa2on 2me, even when using the DIVA (which is the fastest to 
solve). I/O has never been a significant contributor in our experiments. 
 

L307: “..., which could be improved by paying more aDen=on to the way the model 
domain is par==oned over the processes, and the way PETSc decides which data should 
be communicated.” 
In deed, domain decomposi=on as well as matrix factoriza=on and precondi=oning have 
quite some poten=al for performance speed-up. Berends et al., 2021 describes in v1.0 
already a load- balanced processor domain decomposi=on, which would be worth the 
refer to. 

 
We suspect the scaling problems lies with the way we have implemented PETSc within 
UFEMISM. Mesh par22oning is currently done the same way as in v1.0. Where we suspect the 



current performance problem lies, is with how PETSc determines (or is told) the connec2vity 
between the ver2ces, and by implica2on, the non-zero structure of the sparse matrices it must 
work with. In the current implementa2on, in every non-linear viscosity itera2on (where the 
sparse matrix equa2on must be solved), PETSc is (re)ini2alized, the sparse matrices are 
constructed, the resul2ng matrix equa2on is solved, and PETSc is finalised. While our own 2me 
measurements show that it is the solving step that accounts for 99% of the computa2on 2me 
(of these combined steps), we s2ll suspect that somehow storing the non-zero structure of the 
sparse matrices (which remains unchanged un2l the next mesh update) could help with 
performance. The reason we suspect this is because UFEMISM v1.0 was much faster in this 
regard, and the only significant change in this par2cular part of the code is the change from 
shared memory to distributed memory. 
We will reflect these thoughts in the Discussion sec2on of the manuscript. 
 

L322: “appropriate remapping func=on” 
You could already refer to the kind of remapping (bilinear, conserva=ve) in Sect. ?. What 
input files not covering all of the computa=onal domain, are there missing values or 
extrapola=on applied? 

 
“Appropriate” here means the func2on appropriate for the type of source grid (x/y, lon/lat, 
unstructured), not the kind of remapping. Currently, nearest-neighbour extrapola2on is used for 
input files not covering the en2re model domain (although rou2nes for assigning a user-defined 
missing value or doing e.g. linear or Gaussian extrapola2on exist and should be easy to integrate 
here. We will men2on this in the manuscript. 
 

L329: “full list of the 100+ fields..” 
Does fields“ imply that only 2D variables are available as diagnos=c output? I guess for 
the current size of the applica=ons, parallel I/O is not yet considered? 

 
3-D fields of e.g. velocity, temperature, and (effec2ve) viscosity are available as well. 
Addi2onally, UFEMISM generates a NetCDF output file with domain-integrated values of e.g. 
mass balance components, ice volume, etc. All of this is indeed done serially, as we have not yet 
encountered any significant computa2onal load from this. We will men2on this in the 
manuscript. 
 

L338: “The UFEMISM Github repository also features integra=on with the nix package 
manager...” 
Does also imply also other op=ons? I found an EasyBuild example in the “templates” 
folder in the Git repo. Is there a general installa=on manual or a website with 
instruc=ons? What open source license is used, I found in the “CITATIONS.cff” the entry 
for “Apache-2.0”? 

 
The nix package manager op2on was added as a convenience to have a reproducible build of 
UFEMISM2.0 and a canonical way to compile the code. However, since the nix package manager 
is not widely used, the main way to install UFEMISM2.0 is by using make. UFEMISM2.0 has 



minimal and easily installable external library dependencies (petsc, netcdf). We will add this 
informa2on in the README of the GitHub repository and also update the CITATIONS.cff with the 
correct license. 
 

L365: “In experiment C (Fig. 4), which concerns sliding over a bed with spa=ally varying 
roughness, all three approxima=ons result in veloci=es that agree well with the 
ensemble.” 
Please define “agree well”, what is the acceptance range with respect to the FS 
ensemble? SIA/SSA seems to perform beDer than DIVA and BPA , why? 

 
We will change this phrasing to clarify that all results lie within the ensemble range except the 
BPA, which overes2mates the full Stokes solu2on by up to 13 %. 
 
We have spent a considerable amount of 2me looking into the difference between UFEMISM’s 
BPA results, and that of the Pa[yn et al. (2008) higher-order ensemble. While we cannot be 
sure, we think there is the possibility that UFEMISM’s solu2on slightly more accurate than that 
of the ensemble. We find that, in the small-wavelength versions of Experiment C, the non-linear 
viscosity itera2on converges extremely slowly compared to the other experiments, par2cularly 
when using the BPA (the SIA/SSA and the DIVA show the same behaviour, but to a lesser 
extent). Using a tolerance of e.g. a difference between subsequent velocity itera2ons of 1e-7 
m/yr (which is very small; for most other experiments, values of about 1e-4 m/yr are sufficient) 
s2ll results in a significantly different solu2on from using an even smaller value of 1e-9 m/yr. If 
the other models in the ensemble used a stop criterion for this itera2on that was not strict 
enough, it is possible that their modelled veloci2es are too low, as the non-linear itera2on 
terminated before having converged. This could also explain why the full Stokes ensemble 
shows higher veloci2es than the higher-order ensemble (as, according to Pa[yn et al., the full 
Stokes models generally use pre-exis2ng, general-purpose finite element packages, while the 
higher-order models more oTen used code wri[en by the researchers themselves). As the 
Pa[yn et al. ensemble was published one-and-a-half decades ago, there is no convenient way to 
check this. Other than this, the only plausible explana2on is a coding error on our side – which 
is, of course, always possible. 
We will leave it up to the editor if this considera2on should be wri[en down in the manuscript. 
 

L372: “...performed an experiment along the lines of the Marine Ice-Sheet 
Intercomparison Project (MISMIP; PaDyn et al., 2012). The experiment describes a 
circular, cone-shaped island, ...” 
Please, beDer mo=vate how the experiment deviated from the original MISMIP (and 
from Berends et al., 2021, Sect. 3.3) I assume that it also covers two-dimensional aspects 
of the stress balance and geometry evolu=on. However, this prohibits a comparison to 
the semi-analy=cal solu=on provided for the flowline SSA case. The authors should 
indicate that they only considered the experiment with downward-sloping bed (EXP1+2, 
without overdeepening EXP3). 

 



The reason we have opted to extrude the 1-D geometry radially, rather than transforming the 
original 1-D flowline into a 2-D flowband, is that, while this means the resul2ng grounding-line 
posi2on no longer matches the (semi-)analy2cal solu2on provided by Pa[yn et al. (2012), it 
offers the advantage of checking the full 2-D stress balance (instead of only the x-component). 
This par2cularly allows us to check the symmetry of the grounding line. A well-known (but, as 
far as we are aware, never published) issue with flux condi2on schemes in square-grid models is 
the “octagonal” grounding line. A similar undesirable dependency on the grid geometry could 
some2mes be seen in UFEMISM v1.0 (which used a flux condi2on scheme), but has since been 
fixed with the introduc2on of the sub-grid fric2on scaling scheme in v2.0. We will men2on this 
in the manuscript. 
 

L378: “grounding-line hysteresis” 
In order to not confuse the reader here, the authors should name this effect “numerical 
path- dependency” or similar, as this has nothing to do with the (intrinsic) hysteresis 
associated with EXP3 in MISMIP. 

 
Accepted. 
 

L405: “using the Schoof sliding law” 
How is this choice mo=vated? 

 
We chose the Schoof sliding law because, of the three op2ons offered by the MISMIP+ protocol, 
we find that this one results in the best numerical stability in our model. We will men2on this in 
the manuscript. 
 

L425: “...in a frac=on of the required computa=on =me, or running a simula=on in the 
same amount of =me as before, but at a much higher resolu=on.” 
I encourage the authors to provide some rough numbers, in comparison to v1.0 and 
maybe to other similar models? PISM with 4km resolu=on in Antarc=ca (1521 x 1521 x 
221) would need for one model year about 10 wall clock minutes on one 2x64 CPU node, 
with 16km and 64 CPU cores (one socket) it would be about 30 wall clock hours (from 
Albrecht et al., in review). 

 
Our earlier response explains the difficulty in directly comparing the performance of v1.0 and 
v2.0. We will add some more detail about the “basin-scale” experiments men2oned in the 
manuscript, which consist of 20,000-year pan-Antarc2c experiments with a 4-km grounding-line 
resolu2on in the Pine Island and Thwaites basins, which can be run in ~24 hours on a 2-core 
Macbook Pro M2 2023. 
 

L465: “The polygon-based rou=ne can be used to increase the mesh resolu=on over a 
certain ice- sheet sec=on, e.g. the Pine Island Glacier drainage basin. This is illustrated in 
Fig. A2.” 
Where is the polygon-based refinement in PIG illustrated in Fig. A2? 

 



The polygon-based refinement is not illustrated; we will clarify this in the manuscript. 
 

L674: “The number of ver=cal layers is configurable, and is by default set to 12.” 
But this would mean for 3 km thick ice more than 600m at the top and about 80m at the 
base? In order to resolve temperate ice at the base, this is quite coarse (Kleiner et al., 
2015). 

 
This is correct. 
 
 L714: “matrix whose coefficients depend on the mesh geometry and the ice veloci=es” 

Is Lij in Eq. F7 related to mesh geometry? 
 
It is, see line 874 (right aTer Eq. F4): “L^ij is the length of their shared Voronoi cell boundary” 
 

L8: “...man-made climate-change-caused mass loss...”, also L26 beDer say “human-
made” or “anthropogenic” 

 
Accepted. 
 

L18: “The version control system..” you mean git? Not men=oned before. 
 
We will state that this is indeed git. 
 

L20: “The i/o...”, also L55, L334 Define and beDer write capital I/O. 
 
Accepted. 
 

L23: “earth” Earth 
 
Accepted. 
 

L29: comma before “range” 
 
Accepted. 
 

L56: “It also includes a version control system that includes...” uses 
 
We do not think this sugges2on makes the sentence more readable. 
 

L68: “ It solves an approxima=on of the Stokes equa=ons...” “different approxima=ons”, 
or “for approxima=ons” 

 
Accepted. 
 



L94: “...thus defea=ng the purpose of the adap=ve mesh.” 
Sounds a bit harsh, maybe use “offse}ng the benefits of the adap=ve mesh”? 

 
Accepted. 
 

L100: “... adapted into computer code...” “the way it has been implemented” 
 
Accepted. 
 

L104: “The most complete is the BlaDer-PaDyn approxima=on...” 
Maybe men=on L109 earlier, ”can all be derived by neglec=ng increasingly more terms in 
the Stokes equa=on” 

 
Accepted. 
 

L180: Eq. 13 and Eq. 20 use the horizontal nabla operator, should be introduced at some 
point, maybe in Table 1? It is defined later in Eq. E2 in the appendix. 

 
We believe the nabla operator to be such a basic mathema2cal tool that we can trust the 
majority of readers to be familiar with it. The reason we men2on its use explicitly in Appendix E 
is to clarify its two-dimensional (rather than three-dimensional) use in that context. 
 

L216: “... (which is not the square of the basal fric=on coefficient β, but a confusingly 
named separate en=ty, which we maintain for the sake of consistency with earlier 
literature) for the Weertman-type part.” 
Then beDer use β* or some different index (e.g. T). 

 
We believe the confusion arising from this terminology is to be preferred over the confusion of 
having different le[ers for the same variable across different papers. 
 

L264: BeDer not start a sentence with an abbrevia=on. 
 
Accepted. 
 

L319: “square grids” 
Do you mean a regular “Cartesian grids”? Can the domain be also rectangular, or is a 
square with Lx = Ly required? 

 
We do indeed mean Cartesian grids; we will men2on this in the manuscript. The domain can 
also be rectangular, but the code does require that ∆𝑥 = ∆𝑦 (if this is not the case, it will throw 
an error). 
 

L321: “...UFEMISM will automa=cally detect the type of grid from the dimensions of the 
NetCDF file” 



Does this mean, the model checks if lon/lat or x/y are used as dimensions? Or do you 
also use projec=on parameters from the metadata in the HDF5 headers, proj string? 

 
It does indeed check only the names of the dimensions (though it accepts mul2ple variants, e.g. 
‘x’, ‘X’, ‘x-coordinate’, etc.). Projec2on parameters are not read; it assumes the provided grid has 
the same projec2on as UFEMISM (i.e. the ISMIP standard projec2ons for Greenland and 
Antarc2ca). We will men2on this in the manuscript. 
 

L324: “The sparse matrices represen=ng the remapping operators...” This is ocen called 
remapping “weights” (e.g. YAC based on CDO). 

 
We will state this widespread alterna2ve name in the manuscript. 
 

L332: “Github Ac=ons” 
BeDer use “GitHub” with capital “H”, and refer to the website for the GitHub Ac=ons 
socware development framework (hDps://docs.github.com/en/ac=ons). 

 
Accepted. 
 

L417: “ verified its performance” 
What does this mean? I would associate “performance” with numerical efficiency. 

 
We will change this to “verified it in a number of different benchmark experiments” 
 

L436: “define regions where the ice thickness should not change.” 
For instance, along flow divides. What about defined boundary veloci=es? 

 
Currently this is not possible, although the basic tools are there. The velocity solver has as 
op2onal input arguments a mask defining where veloci2es are defined, and the accompanying 
velocity field; right now, the field is simply zero everywhere, but it would be trivially easy to e.g. 
read a NetCDF with satellite-derived veloci2es, and provide those to the solver instead. 
 

L488: “ nV-by-nV matrix” with V the number of ver=ces? 
 
nV is the number of ver2ces in the mesh; we will men2on this in the manuscript. 
 

Fig. 1: Maybe provide a scale as measure, or men=on the length of the domain for 
reference. What are the used distance measures here, men=oned later as config 
variables? 

 
The cap2on states that the domain covers the en2re Antarc2c con2nent, as is clearly visible in 
the figure. The cap2on also already states the size of the triangles in km. 
 

https://docs.github.com/en/actions


Fig. 2: I would assume you used the default DIVA? What kind of architecture did you use, 
CPU nodes with 2x32 cores? Hence, 128 cores would be associated with 2 CPU nodes 
using inter communica=on? 

 
We have will add some addi2onal informa2on about the preliminary scaling tests, concerning 
both the experimental set-up and the system the simula2ons were run on. The tests were 
performed on the Snellius supercomputer, on 128-core nodes. We have also added an 
addi2onal test with 256 cores to the plot 
 

Figs. 3+4: In the labels, I would expect the FS/HO mean to be the line, and in transparent 
the ensemble range? 

 
Correct, the legends have the entries for the ensemble mean and ensemble range reversed. We 
will fix this. 
 

Fig. 5 How does this experiment differ from Berends et al., 2021, Fig10? 
 
Berends et al. (2021) used the hybrid SIA/SSA instead of the DIVA, the flux condi2on instead of 
the sub-grid fric2on scaling, and substan2ally coarser resolu2ons. We will men2on this in the 
manuscript. 
 

Fig. 6: The dashed lines in panel a are hard to dis=nguish, e.g. where is the red 5km 
solu=on? The solu=ons of MISMIP+ ice1r seem to converge for increasing resolu=on 
against a solu=on above the ensemble mean from Cornford et al., 2020. I am assuming 
the authors used the DIVA stress balance approxima=on here? This is interes=ng, as the 
750m solu=on seems to be an excep=ons of this convergence? What could be the reason 
for this resolu=on dependence. Fig. 11b in Cornford et al., 2020 suggests that higher 
resolu=on may provide solu=ons below the mean, same for the HO contribu=ons in Fig. 
9b in Cornford et al., 2020. 

 
The lines in panel A are indeed hard to dis2nguish because the solu2ons are very close to each 
other. We will men2on that we did indeed use the DIVA for this experiment. 
 
We suspect it could be possible that the solu2ons in the higher-resolu2on simula2ons (1 km, 
750 and 500 m) are star2ng to show some accumula2ng diffusion from the many remeshes 
(which happened more than a hundred 2mes in the 500 m simula2on). Possibly this could be 
solved by sesng a wider band around the grounding line where the high resolu2on should be 
applied to the mesh genera2on, which would reduce the frequency of the mesh updates. We 
will men2on this in the manuscript. 
 

Fig. A2: I personally like the humor in this figure but 3 rows would be sufficient to show 
how line-based, point-based and polygon-based rou=nes work. Also, the refinement 
seems to be more dense in the half-circle case compared to the circle? I guess this refers 



to the different config parameter named in L476? If yes, this informa=on would be 
helpful in the figure cap=on. 

 
We agree that steps d and e, while humourous, are perhaps unnecessary; we will remove them. 
We will also men2on that, indeed, the half-circle was given a higher resolu2on than the circle. 
 


