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Abstract. Regular latitude-longitude grids in global simulations encounter polar singularities in the Arctic and Antarctic re-

gions. In contrast, unstructured meshes have the potential to overcome this issue; however, so far, the performance of unstruc-

tured meshes in polar areas is barely investigated. This study examined the efficacy of unstructured meshes over Antarctica

using the integrated Atmospheric Model Across Scales (iAMAS, v1.0) with multi-source observations. Four mesh configura-

tions of the iAMAS model were assessed, varying in resolutions (120 km, 60 km, 16 km, and 4 km) over the Antarctic region.5

The study evaluates the iAMAS simulation performance for both surface layer and upper meteorological fields (tempera-

ture, pressure, specific humidity, and wind speed), by comparing simulations against the fifth-generation ECMWF reanalysis

(ERA5) data and measurements from automatic weather stations and radiosondes. The results indicate that the iAMAS model

does not exhibit the polar singularity issue observed in ERA5, where the ERA5 with regular latitude-longitude grids signifi-

cantly underestimates wind speeds at the polar grid center (i.e., the South Pole at 90◦S). In the relatively flat region of East10

Antarctica, all four iAMAS experiments at various resolutions demonstrate comparable and even superior performance in sim-

ulating temperature and wind speed when compared to ERA5. In regions with complex terrain, such as near the Transantarctic

Mountains, the iAMAS model (particularly at coarse grid resolutions like 120 km) exhibits a cold bias and stronger wind

speeds, consistent with biases identified in other Antarctic simulations using regional models with latitude-longitude grids.

Notably, mesh refinement at 4 km in complex terrains significantly enhance iAMAS’s accuracy in simulating the meteorologi-15

cal fields for both the surface layer and upper atmosphere, suggesting that a grid resolution of 4 km (or even higher) is optimal

in such regions. Conversely, in flatter areas, like the high East Antarctic plateau, increases in grid resolution yield minimal

improvements in simulation accuracy, and a 60-km grid resolution appears sufficient.

1 Introduction

The Antarctic continent is the highest, driest, and coldest region on Earth, providing a unique environment for testing atmo-20

spheric models under extreme conditions. Furthermore, this distinctive environment facilitates a range of sophisticated scien-
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tific experiments, including ice-core records of climate properties (Petit et al., 1999), assessments of Antarctic contributions

to future sea-level rise (Golledge et al., 2015), investigations into the role of ice sheets in the global carbon cycle (Wadham

et al., 2019), and studies on Antarctic ozone holes (Kessenich et al., 2023). Additionally, increases in surface temperature are

expected to be amplified in polar regions (Clem et al., 2020; Douville, 2023), and the effects of Antarctic amplification have25

garnered significant attention (Wang et al., 2021; Gao et al., 2019). Consequently, Antarctic simulations are crucial, as they pro-

vide the necessary meteorological fields for analyzing the above Antarctic implications and offer critical weather predictions

for scheduling relevant scientific field campaigns.

In Antarctica, the regular latitude-longitude (or rectangular/square) grid used in atmospheric models suffers from the issue

of polar singularities, where lines of longitude converge at the poles within a global grid framework (Collins et al., 2013). Then30

the regular latitude-longitude grid is the most commonly used configuration in regional atmospheric models (e.g., the Weather

Research and Forecasting (WRF) Model; Skamarock et al., 2008). As for global model, the application of unstructured meshes

(e.g., Voronoi meshes; Skamarock et al., 2012) was proposed as a method to avoid polar singularities.

However, studies on the performance of unstructured meshes for simulating high latitudes (or polar regions) are limited, as

the meteorological fields (temperature, pressure, humidity, and wind) simulated by global models using unstructured meshes35

have primarily been evaluated at mid-latitudes (Ha et al., 2018; Hsu et al., 2020; Imberger et al., 2021; Lui et al., 2020;

Núñez Ocasio and Rios-Berrios, 2023; Pilon et al., 2016; Schwartz, 2019; Zhao et al., 2019; Xu et al., 2021, 2024). Therefore,

this study investigates the performance of unstructured meshes over polar regions, specifically Antarctica, using a global

atmospheric model known as the integrated Atmospheric Model Across Scales (iAMAS, v1.0).

The iAMAS (Gu et al., 2022) is a non-hydrostatic atmospheric model developed using the new Sunway heterogeneous-40

architecture High-Performance Computing (HPC) system. It is based on the dynamic core of Model for Prediction Across

Scales for Atmosphere (MPAS-Atmosphere; Skamarock et al., 2012), which employs Spherical Centroidal Voronoi Tessella-

tions (SCVT) and C-grid discretization (Ringler et al., 2010; Skamarock et al., 2012; Thuburn et al., 2009). SCVTs facilitate the

discretization of a sphere into a highly uniform mesh (Ringler et al., 2008, 2011), thereby avoiding the polar singularity issues

associated with regular latitude-longitude grids. Furthermore, the variable-resolution meshes of iAMAS enable high-resolution45

regional refinement without the necessity for grid nesting.

This study evaluates the simulation capabilities of iAMAS in Antarctica and analyzes its shortcomings and relevant potential

reasons. This is crucial for understanding the simulation characteristics of unstructured meshes in polar regions. This study

aims to provide a foundational analysis of model performance to guide future improvements to iAMAS in polar regions and to

inspire the application of other unstructured mesh atmospheric models in this areas.50

This study evaluates the simulation skill of iAMAS for Antarctic meteorological fields, including temperature, pressure,

humidity, and wind. Four global mesh configurations with varying resolutions (120 km, 60 km, 16 km, and 4 km) over the

Antarctic region are employed to investigate the effects of regional refinement on model performance. The iAMAS simulations

were initialized using a global atmospheric reanalysis produced by the European Centre for Medium-range Weather Forecasts

(ECMWF), specifically the fifth-generation ECMWF reanalysis data (ERA5; Hersbach et al., 2020).55
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This study compares iAMAS simulations with Antarctic measurements. Surface measurements are obtained from Automatic

Weather Stations (AWS), while upper-air measurements are collected from radiosondes. ERA5 data are also utilized for com-

parison, which helps assess whether the simulation bias is influenced by the initial conditions (i.e., ERA5) or by iAMAS itself.

Additionally, the statistical results from ERA5, evaluated against observed data, can serve as an evaluation reference for the

performance of iAMAS. Sect. 2 describes the model and experiment design, the observations and reanalysis data sets. In Sect.60

3, the iAMAS model performance in simulating meteorological fields in Antarctica and the potential reasons for model biases

are investigated. The conclusions and discussions are provided in Sect. 4.

2 Methodology

2.1 Model and experiments

2.1.1 iAMAS65

The numerical experiments in this study are conducted using the iAMAS model, which is a atmospheric model with unstruc-

tured meshes with the capability of regional refinement. Its non-hydrostatic dynamical core is based on MPAS-Atmosphere,

and discretizes the computational domain horizontally on a C-grid staggered SCVT mesh (Skamarock et al., 2012). The SCVT

generation algorithms can produce global quasi-uniform resolution meshes and variable-resolution meshes through a density

function (Ju et al., 2011). The atmospheric solver in iAMAS employs fully compressible non-hydrostatic equations. To solve70

these equations of motion, a terrain-following coordinate system with smoothed surfaces (Klemp, 2011) and a split-explicit

third-order Runge-Kutta time integration scheme were utilized (Dudhia et al., 2007; Wicker and Skamarock, 2002).

The iAMAS model, developed by our research group (e.g., Gu et al., 2022; Hao et al., 2023; Feng et al., 2023), incorpo-

rates several coding optimizations, including multi-dimensional parallelism, aggressive and fine-grained optimization, manual

vectorization, and parallelized I/O fragmentation up on the many-core heterogeneous-architecture of the China Sunway HPC75

platform. iAMAS is a coupled meteorology and chemistry model that can simulate online emission, advection, diffusion,

vertical turbulent mixing, dry deposition, gravitational settling, wet scavenging processes, optical averaging, species-related

transport, aerosol-radiation and aerosol-cloud interactions (Feng et al., 2023). The physical parameterizations (e.g., radiative,

microphysics, land surface, and boundary layer) are implemented into the model and coupled with dynamical core (Gu et al.,

2022) up on the structure of the Sunway HPC as well. The physical schemes employed in this study will be introduced later80

(Sect. 2.1.2). As a result of these significant efforts, the iAMAS model is already being applied scientific researches in at-

mospheric modeling (Gu et al., 2024), and indicating that regional refinement covering the area of interest can improve the

simulation capability. Based on the China Sunway HPC platform, global simulations with uniform resolution were carried out

using iAMAS (Zhang et al., 2023), and found the largest differences between the 3-km and 60-km resolution iAMAS simula-

tions regarding atmospheric temperatures and winds occur in the Antarctic region. This significant variation in the performance85

of iAMAS with different resolutions in Antarctica also serves as a key motivation for iAMAS simulations in this region.
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Antarctica has the cleanest air on Earth, as there are fewer people using industrial chemicals and burning fossil fuels.

Therefore, this study employs the iAMAS model without activating the chemistry suite and primarily evaluates routine me-

teorological fields (temperature, pressure, humidity, and wind) over Antarctica. However, some aerosols (e.g., black carbon;

Kannemadugu et al., 2023) have shown an increasing trend in Antarctica in recent years, suggesting that future simulations for90

Antarctic aerosols may be warranted with this model.

2.1.2 Numerical experiments

Four sets of experiments were conducted with different mesh structures: two quasi-uniform resolution meshes and two variable-

resolution meshes. The quasi-uniform meshes have grid spacings of approximately 120 km (U120km) and 60 km (U60km). The

first variable-resolution mesh features a circular high-resolution region with a grid spacing of 16 km (V16km), centered over95

the South Pole (90◦S, -◦E), where the 16-km mesh region (from 90◦S to 60◦S) encompasses the entire Antarctic continent. The

second variable-resolution mesh also features a circular refined region but with a 4-km resolution (V4km), centered at 80◦S,

160◦E. This 4-km resolution refinement has a diameter of 2500 km and nearly covers the entire Transantarctic Mountains

with complex terrain. The variable-resolution meshes (V16km and V4km) include transition zones between fine and coarse

resolutions, with both V16km and V4km having a resolution of approximately 60 km outside their transition regions. These100

four meshes are illustrated in Fig. 1 and are used to assess the impact of model grid resolution on Antarctic simulations.

Detailed information on the four meshes utilized in the experiments is summarized in Table 1. The time step should be smaller

for finer grid spacing, as indicated by the Courant-Friedrichs-Lewy rule. The time steps for U120km, U60km, V16km, and

V4km are set at 600 s, 300 s, 80 s, and 20 s, respectively.

Table 1. Characteristics of four meshes in the experiments.

Mesh Resolution of refinement Center of refinement Diameter of refinement numbers of mesh cells

U120km - - - ∼0.04 million

U60km - - - ∼0.16 million

V16km 16 km 90◦S, -◦E ∼6700 km ∼0.31 million

V4km 4 km 80◦S, 160◦E ∼2500 km ∼0.79 million

The iAMAS model is configured with 55 vertical layers and a model top at 30 km. The initial conditions for iAMAS were105

derived from ERA5 reanalysis data. The first 24 hours are considered the initial spin-up period; only simulations from 24 to

120 hours are combined to create a continuous time series for monthly analyses. The four iAMAS experiments (U120km,

U60km, V16km, and V4km) were conducted over four months (January, April, July, and October) in 2015, representing the

four seasons. In Antarctica, the seasons do not exhibit the distinct characteristics found in the mid-latitudes. In this study,

January and October, which fall within the Antarctic polar day, are regarded as warm months, while April and July, occurring110

during the polar night, are considered cold months. The main physical schemes employed in this study are detailed in Table 2,

which presents the common configurations for the four iAMAS experiments configured with different grid resolutions.
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Figure 1. (a) Global quasi-uniform resolution mesh with a grid spacing of 120 km (U120km). (b) Global quasi-uniform resolution mesh with

a grid spacing of 60 km (U60km). (c) Global variable-resolution mesh with a grid spacing ranging from 16 km to 60 km (V16km), featuring

a refined region over the entire Antarctic continent. (d) Global variable-resolution mesh with a grid spacing ranging from 4 km to 60 km

(V4km), featuring a refined region over a complex terrain of Antarctica, including the Ross Ice Shelf and the Transantarctic Mountains. (e)

Spatial distribution of grid size for V16km. (f) Spatial distribution of grid size for V4km.
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Table 2. iAMAS configurations.

Basic parameter settings Main physics options

Parameter Setting Scheme Option

Vertical levels 55 Convection Grell-Freita (Grell and Freitas, 2014)

Initial condition ERA5 Microphysics Thompson (Thompson et al., 2008)

Each integration 5 days Land surface Noah (Tewari et al., 2016)

Spin-up time 24 h Planetary boundary layer MYNN (Nakanishi and Niino, 2006)

Output time interval 3 h Longwave radiation RRTMG (Iacono et al., 2008)

Period Jan, Apr Jul, and Oct in 2015 Shortwave radiation RRTMG (Iacono et al., 2008)

2.2 Data

2.2.1 ERA5

The ERA5 dataset, employed as the initial conditions for iAMAS in this study, is the fifth-generation ECMWF reanalysis115

of global climate data (Hersbach et al., 2020). The motivation for using ERA5 to compare with iAMAS simulations is to

analyze whether biases in iAMAS are influenced by the initialized field or stem from the model itself, which is essential for

informing future model development. Additionally, the statistical results of ERA5 can serve as a reference for evaluating the

statistical performance of iAMAS. ERA5 integrates model data with global observations to produce a globally complete and

consistent dataset. In this study, both surface and upper atmospheric meteorological fields from ERA5 for January, April, July,120

and October of 2015 will be analyzed. Surface data are derived from ERA5 hourly data at single levels with a resolution

of 0.25◦×0.25◦ (https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=overview). This surface

data includes 2 m temperature, surface pressure, 2 m dewpoint temperature (for specific humidity calculation), and 10 m wind

speed. For upper atmospheric fields, ERA5 provides data at 37 pressure levels, also with a resolution of 0.25◦×0.25◦ (https:

//cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels?tab=overview). The profile data utilized in this125

study include geopotential height (for altitude calculation), temperature, relative humidity (for specific humidity calculation),

and wind speed.

This study analyzes specific humidity rather than relative humidity due to the high sensitivity of relative humidity calcu-

lations to temperature, particularly at typical low temperatures of Antarctica. The calculated relative humidity can exhibit

significant uncertainty in Antarctica. Therefore, this study utilizes specific humidity to describe the features of Antarctic water130

vapor.

2.2.2 AWS

The surface layer measurements used to evaluate iAMAS simulations are obtained from the Antarctic Meteorological Re-

search Center (AMRC) and the Automatic Weather Station (AWS) program in Antarctica. During the model verification pe-
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riod (January, April, July, and October of 2015), data from 55 AWS sites, recorded at 3-hour intervals, were available on the135

AMRC website (ftp://amrc.ssec.wisc.edu/pub/aws/q3h/2015), although some records were incomplete. These AWS locations

are marked by the dots in Fig. 2. The AWS measurements underwent quality control using Interactive Data Language (IDL)

software (Lazzara et al., 2012). The height of the instrument for measuring meteorological parameters is nominally 3 m above

the snow surface; however, this distance varies with temporal changes in the snow surface due to accumulation.

In this study, we define a region referred to as RTM, which includes nearly all AWS stations (indicated by the 29 red dots140

in Fig. 2) located on the Ross Ice Shelf and in the Transantarctic Mountains. Additionally, we designate a High Polar Plateau

(HPP) area, with an altitude exceeding 2.7 km (higher than the Henry AWS station at 2755 m at the South Pole), illustrated

by the area enclosed by the blue dashed line in East Antarctica (see Fig. 2). The AWS stations within the HPP are marked

by eight blue dots in Fig. 2. RTM is characterized by complex, low-altitude terrain, while HPP is a flat region at a relatively

high altitude, where strong surface temperature inversions have been observed (Yang et al., 2021a, b, 2023b, 2022). These two145

regions exhibit distinct features, and their meteorological fields will be analyzed in detail later.

Figure 2. The elevation of the Antarctic continent and the adjacent ocean. The RTM region (including Ross Ice Shelf and Transantarctic

Mountains) is delineated by a solid red line, while the HPP (High Polar Plateau) region is marked by a dashed blue line. Red and blue dots

represent AWS locations within the RTM and HPP regions, respectively, whereas black dots indicate other AWS locations in Antarctica. The

yellow stars with black edges denote the locations of McMurdo (78◦S, 167◦E), the South Pole (90◦S, . . . ◦E), and Dome C (75◦S, 123◦E),

where sounding balloons were launched.
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2.2.3 Radiosonde

This study utilizes radiosonde measurements from three representative sites on the Antarctic continent: McMurdo (MM) on the

coast, the South Pole (SP) on the flank, and Dome C (DC) at the summit. MM is situated on Ross Island, near the Transantarctic

Mountains, which feature relatively complex terrain (i.e., the RTM region). In contrast, SP and DC are located within the HPP150

region, characterized by relatively flat terrain. Daily radiosonde measurements at MM and SP are available from the AMRC

(ftp://amrc.ssec.wisc.edu/pub), while measurements at DC are obtained from the Antarctic Meteo-Climatological Observatory

(http://www.climantartide.it). The locations of these three radiosounding sites are marked by yellow stars in Fig. 2. The ra-

diosonde measurements provide high-resolution profiles of temperature, pressure, relative humidity (which is used to calculate

specific humidity), and wind speed. Radiosounding at MM and SP is conducted twice daily at 00:00 and 12:00 UTC, while at155

DC, it launched once daily at 12:00 UTC. Some data are missing, likely due to the harsh Antarctic environment. In total, 182,

194, and 116 sounding profiles are available at MM, SP, and DC, respectively, for January, April, July, and October of 2015.

It is important to note that MM, SP, and DC are all located within the 4-km grid resolution region of V4km in Fig. 1, allow-

ing these radiosonde measurements to evaluate the impact of increasing iAMAS horizontal resolution to 4 km on enhancing

simulations.160

3 Results

3.1 Fields near the surface

The iAMAS surface-layer simulations over the Antarctic continent are evaluated by comparing them with ERA5 data and AWS

measurements. The temperature, pressure, specific humidity, and wind speed within surface layer are analyzed. Surface-layer

variables from iAMAS and ERA5 are compared using the nearest points to the latitude and longitude of each AWS location.165

For both iAMAS and ERA5, 2-m temperature and specific humidity are used for direct comparison, despite the AWS sensors

being nominally positioned 3 m above the snow surface. However, maintaining the sensors at a fixed height is challenging due

to snow accumulation at many sites (Lazzara et al., 2012). Surface pressure is corrected using the hypsometric equation to

account for altitude differences between the model surface (iAMAS and ERA5) and the AWS locations. For wind speed, the

10-m wind speeds from both iAMAS and ERA5 are adjusted using the logarithmic wind profile down to 3 m above the model170

surface to correspond more closely to the AWS wind measurements.

3.1.1 2-m temperature

The seasonal variation of 2-m temperature for ERA5 is illustrated in the first column of Fig. 3. The temperature contour from

ERA5 shows that January exhibits the highest 2-m temperature compared to the other three months. The black downward

triangles over the HPP for January suggest an underestimation of 2-m temperature by ERA5. In the colder months of April175

and July, the upward white triangles within the HPP region indicate that ERA5 overestimates the 2-m temperature in the

high interior. The temperature in October falls within the mid-range for the four months, with relatively small positive bias
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in ERA5 temperature within the HPP region during this month. In summary, the statistics over the four months indicate an

underestimation of high temperatures and an overestimation of low temperatures by ERA5 over the high Polar Plateau.

Figure 3. The first column displays the monthly median 2-m temperature (T2[◦C]) for ERA5. The four rightmost columns show the monthly

median values of 2-m temperature biases (∆T2[◦C]) for iAMAS minus ERA5. The magnitudes of the monthly median biases for the model

(ERA5 or iAMAS) minus AWS are indicated by the size of the overlaid triangles; black downward-pointing triangles represent negative

biases, and white upward-pointing triangles represent positive biases.

Comparison of iAMAS with ERA5 in Fig. 3 reveals that all four iAMAS experiments at various resolutions generally sim-180

ulate warmer temperatures than ERA5 in January, but show colder temperatures in April and July. In October, the simulated

temperatures from iAMAS are closer to those of ERA5 than in the other three months. In particular, for April and July, the tem-

perature simulated by the four iAMAS experiments at various resolutions all align more closely with AWS measurements than

those from ERA5 within the HPP region. This is evidenced by the smaller sizes of the triangles indicating biases for iAMAS

minus AWS compared to those for ERA5 (see April and July in Fig. 3). Fig. 4 provides an example from the South Pole over185

the HPP, suggesting that ERA5 overestimates cold temperatures in April and July, whereas iAMAS (regardless of the chosen

resolution) better captures the temperature trends during the cooling process. Fréville et al. (2014) also identified a widespread
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overestimation of temperature in ERA reanalysis data when compared to Moderate Resolution Imaging Spectroradiometer

(MODIS) data in the Antarctic, they argue that this warm bias may result from an overestimation of surface turbulent fluxes

under very stable conditions. Interestingly, we also found that the warm bias in ERA5 corresponds to meteorological situations190

characterized by temperature inversions, as the correlation coefficient between the temperature inversion and ERA5 warm bias

reaches 0.49. This confirms that ERA5 demonstrates inaccurate temperature estimations under inversion conditions in Antarc-

tica. While iAMAS does not exhibit the overestimation of stable stratification temperature observed in ERA5, suggesting that

iAMAS more accurately represents the surface temperature of the Antarctic plateau than ERA5.
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Figure 4. The time series of surface-layer temperatures at the South Pole for January, April, July, and October of 2016.

Table 3 presents the temperature statistics from the models (ERA5 and iAMAS) in comparison to AWS observations, includ-195

ing the Root Mean Square Error (RMSE) and median bias (BIAS; where BIAS = median[model - AWS]). The BIAS values for

iAMAS temperature at various resolutions over the RTM region, as shown in Table 3, are all negative, indicating a cold bias

over the Ross Ice Shelf. This finding is consistent with the simulation results from another model (regional atmospheric model

CCLM; Zentek and Heinemann, 2020) applied to a similar environment (Filchner–Ronne Ice Shelf) in Antarctica. In the RTM

region, both the U60km (RMSE: 4.16 to 7.66◦C) and V16km (RMSE: 3.69 to 7.61◦C) show no significant improvements and,200

in some cases, even performs slightly worse than the U120km (RMSE: 3.95 to 7.75◦C). It is the V4km (RMSE: 3.16 to 6.63◦C)

demonstrates improvements in temperature simulations across all the four months.

In the HPP region, the magnitude of temperature biases for iAMAS at four resolutions are all smaller than that of ERA5

during April and July (see Table 3), indicating that iAMAS more accurately captures the cooling process during these months

10

https://doi.org/10.5194/gmd-2024-229
Preprint. Discussion started: 24 January 2025
c© Author(s) 2025. CC BY 4.0 License.



Table 3. Monthly RMSE (BIAS in parentheses) of the 2-m temperature for ERA5 and iAMAS compared with AWS. The unit is ◦C.

Region (Month) ERA5 U120km U60km V16km V4km

RTM (Jan) 2.30 ( -0.03 ) 3.95 ( -1.58 ) 4.16 ( -1.15 ) 3.69 ( -0.61 ) 3.16 ( -0.63 )

RTM (Apr) 3.61 ( 1.60 ) 7.07 ( -2.11 ) 7.66 ( -2.97 ) 7.34 ( -2.69 ) 6.16 ( -2.33 )

RTM (Jul) 3.81 ( 1.02 ) 7.75 ( -0.66 ) 7.56 ( -2.79 ) 7.61 ( -2.61 ) 6.63 ( -1.64 )

RTM (Oct) 2.91 ( 0.60 ) 6.32 ( -1.28 ) 6.20 ( -0.82 ) 5.58 ( -0.01 ) 5.12 ( -0.03 )

HPP (Jan) 3.62 ( -1.76 ) 3.73 ( -1.25 ) 3.71 ( -1.20 ) 3.67 ( -0.79 ) 3.64 ( -1.04 )

HPP (Apr) 6.11 ( 5.42 ) 4.29 ( 0.88 ) 4.39 ( 0.95 ) 4.80 ( 2.06 ) 4.41 ( 1.90 )

HPP (Jul) 4.87 ( 3.39 ) 5.45 ( 0.02 ) 5.08 ( 0.07 ) 5.15 ( 1.54 ) 4.80 ( 1.16 )

HPP (Oct) 3.16 ( 1.60 ) 4.18 ( 1.52 ) 3.97 ( 1.78 ) 4.05 ( 1.64 ) 3.81 ( 1.59 )

(see the South Pole example within HPP in Fig. 4). Based on all four months statistics presented in Table 3, U120km, U60km,205

V16km, and V4km demonstrate overall reductions in temperature RMSE of 0.6%, 3.6%, 0.5%, and 6.6%, respectively, com-

pared to ERA5. This suggests that iAMAS performs comparably to, and in some cases better than, ERA5 in representing

2-m temperature. On the other hand, when compared to U120km (RMSE: 3.73 to 5.45◦C), U60km (RMSE: 3.71 to 5.08 ◦C)

shows a moderate reduction in temperature errors across this flat terrain (i.e., HPP). However, further increases in horizontal

resolution from U60km to V16km (or V4km) result in minimal reductions in temperature RMSE.210

In summary, a grid resolution of 4 km or finer is recommended for iAMAS to simulate 2-m temperatures in complex terrain

(i.e., RTM) in Antarctica, while a resolution of 60 km seems to be adequate for flat terrain (i.e., HPP).

3.1.2 Surface pressure

The evaluation of surface pressure is presented in Fig. 5. The four rightmost columns indicate that discrepancies between

iAMAS and ERA5 decrease with increasing iAMAS grid resolution. The iAMAS pressure simulations exhibit positive biases215

over the escarpment region and negative biases along the coast, with these biases being more pronounced for U120km compared

to ERA5. This discrepancy may be due the resolution of the iAMAS model spatially smooths the topography, resulting in

mismatched elevations between iAMAS and ERA5 grid points. Since the elevation biases (iAMAS minus ERA5) are found to

be negative over the escarpment region and positive along the coast (not shown).

When comparing iAMAS simulations with AWS measurements within the RTM region with complex terrain, the pressure220

biases for different grid resolutions all exhibit seasonal variations. Specifically, there is a smallest pressure bias in January

(indicated by smaller triangles in Fig. 5) and a largest bias in July (indicated by larger triangles in Fig. 5) over the RTM region.

In contrast, the HPP region does not show significant seasonal variations in pressure bias. Using Dome F (-77.31◦S, 39.71◦E)

and Dome C as examples within the HPP, the biases at Dome F remain negative (-0.32 to -1.30 hPa) for each month, whereas

Dome C consistently exhibits positive biases (2.36 to 3.79 hPa). Notably, the spatial distribution of iAMAS pressure biases at225

four grid resolutions over HPP closely resembles that of ERA5, suggesting that the surface pressure bias in iAMAS over the

flat terrain (i.e., HPP) may be attributed to its initial condition (here is ERA5).
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Figure 5. As Fig. 3 but for surface pressure (Ps[hPa]).

Table 4 presents the performance of iAMAS in reproducing surface pressure. In the RTM region, a finer resolution is

essential, as the pressure RMSE decreases from U120km (RMSE: 2.41 to 8.29 hPa) to V4km (RMSE: 2.14 to 4.84 hPa). In

Table 4. Monthly RMSE (BIAS in parentheses) of the surface pressure for ERA5 and iAMAS compared with AWS. The unit is hPa.

Region (Month) ERA5 U120km U60km V16km V4km

RTM (Jan) 0.70 ( 0.44 ) 2.41 ( -0.26 ) 2.74 ( -0.29 ) 2.20 ( 0.01 ) 2.14 ( 0.43 )

RTM (Apr) 1.12 ( 0.60 ) 6.42 ( -2.50 ) 6.27 ( -2.03 ) 4.11 ( -0.84 ) 3.18 ( -0.02 )

RTM (Jul) 1.47 ( 0.82 ) 8.29 ( -5.83 ) 7.32 ( -5.03 ) 5.62 ( -3.48 ) 4.84 ( -2.29 )

RTM (Oct) 1.39 ( 1.14 ) 5.28 ( -2.69 ) 4.84 ( -1.51 ) 4.15 ( -1.38 ) 3.26 ( -0.58 )

HPP (Jan) 2.11 ( -1.12 ) 2.60 ( -1.21 ) 2.50 ( -1.08 ) 2.59 ( -1.16 ) 2.57 ( -1.08 )

HPP (Apr) 1.75 ( -0.28 ) 3.44 ( -0.09 ) 3.20 ( 0.00 ) 3.43 ( -0.79 ) 3.01 ( -1.49 )

HPP (Jul) 0.96 ( -0.27 ) 4.65 ( -1.94 ) 4.19 ( -2.10 ) 4.46 ( -2.37 ) 4.37 ( -2.45 )

HPP (Oct) 2.03 ( -0.45 ) 3.10 ( -0.86 ) 3.05 ( -1.10 ) 3.03 ( -1.35 ) 3.13 ( -1.28 )
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contrast, for the HPP, Table 4 indicates that a 60-km grid resolution is sufficient for iAMAS to simulate pressure, as further230

increases in grid resolution yield minimal improvements.

The RMSE and BIAS presented in Table 4 were calculated using adjusted pressure, applying the hypsometric relationship to

reduce biases arising from height differences between the surface grids of the models (iAMAS and ERA5) and AWS sensors.

This adjustment strategy has effectively reduced the pressure bias; for instance, the pressure RMSE of U120km within the

RTM region in January is 20.48 hPa without using the hypsometric relationship, whereas the RMSE for adjusted pressure is235

only 2.41 hPa.

3.1.3 2-m specific humidity

Figure 6 illustrates the biases in 2-m specific humidity. In the HPP region, ERA5 predominantly exhibits wet biases throughout

the year. In contrast, all four iAMAS experiments at various resolutions show clear seasonal variations over the HPP region.

Dry biases are more pronounced during the warmer months of January and October, while wet biases become more prominent240

during the colder months of April and July.

Figure 6. As Fig. 3 but for 2-m specific humidity (Q2[g/kg]).
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Table 5. Monthly RMSE (BIAS in parentheses) of the 2-m specific humidity for ERA5 and iAMAS compared with AWS. The unit is g/kg.

Region (Month) ERA5 U120km U60km V16km V4km

RTM (Jan) 0.4133(-0.0267) 0.5786(-0.2404) 0.5470(-0.1992) 0.4961(-0.1381) 0.4601(-0.1007)

RTM (Apr) 0.1333(-0.0064) 0.1853(-0.0068) 0.1864(-0.0263) 0.1716(-0.0426) 0.1613(-0.0467)

RTM (Jul) 0.1081(-0.0047) 0.2242(-0.0009) 0.1768(-0.0226) 0.1724(-0.0310) 0.1681(-0.0148)

RTM (Oct) 0.1674(-0.0537) 0.3352(-0.1396) 0.3468(-0.1004) 0.2866(-0.0862) 0.2911(-0.0758)

HPP (Jan) 0.1051(-0.0054) 0.3148(-0.2346) 0.3368(-0.2350) 0.3067(-0.2188) 0.3090(-0.2292)

HPP (Apr) 0.0275(0.0216) 0.0306(0.0016) 0.0180(0.0017) 0.0154(0.0018) 0.0180(0.0027)

HPP (Jul) 0.0083(0.0053) 0.0211(0.0004) 0.0184(0.0011) 0.0151(0.0018) 0.0152(0.0016)

HPP (Oct) 0.0251(0.0142) 0.0482(-0.0250) 0.0442(-0.0221) 0.0491(-0.0213) 0.0468(-0.0200)

Table 5 presents the RMSE and BIAS for 2-m specific humidity. In the RTM region, iAMAS specific humidity values at

various resolutions are all drier than those from AWS, e.g., BIAS values for U120km ranging from -0.0009 to -0.2404 g/kg.

Similar dry biases were also noted in AMPS simulations (Wille et al., 2016), suggesting that this underestimation may arise

from the Unified Noah Land Surface Model (also utilized by iAMAS in this study), which does not account for sublimation245

from blowing snow. Furthermore, the magnitudes of underestimation in iAMAS simulations at various resolutions are all

greater during the warm months than in the cold months within the RTM region. Notably, increasing the grid resolution from

U120km (RMSE: 0.1853 to 0.5786 g/kg) to V4km (RMSE: 0.1613 to 0.4601 g/kg) can reduce humidity errors over the RTM

region. In the HPP region, increasing the iAMAS grid resolution does not significantly improve specific humidity simulations.

Spatially, the RTM region, characterized by lower altitudes, has warmer air compared to the HPP; the iAMAS simulations250

exhibit more pronounced dry biases within the RTM than in the HPP. Temporally, dry biases are more significant during the

warm months than in the cold months. In summary, iAMAS appears to underestimate specific humidity in warmer conditions.

3.1.4 3-m wind speed

Persistent katabatic winds are a distinctive meteorological phenomenon over the Antarctic plateau. This is demonstrated by the

ERA5 3-m wind speed data in the first column of Fig. 7, which shows an increase in wind speed from the summit of the inland255

plateau to the escarpment region, where katabatic winds prevail over the escarpment region with steep surface (Parish and Cas-

sano, 2001; Ma et al., 2010; Rinke et al., 2012). Fig. 7 indicates that iAMAS at various resolutions all reproduce stronger wind

speeds than ERA5 over complex terrain, particularly just inland from the coast and the Transantarctic Mountains. The iAMAS

simulations with higher grid resolutions show a reduction in such positive wind bias. As grid resolution increases, iAMAS

better resolves the complex terrain, enhancing the barrier effect of air flowing over it (similar to Argentini and Mastrantonio,260

1994; O’connor and Bromwich, 1988), which subsequently leads to decreased wind speeds in iAMAS simulations. Similarly,

Bromwich et al. (2005) compared the AMPS 10-km and 3.3-km resolution MM simulation domains and found that the higher

resolution (3.3-km) domain provides a more accurate depiction of near-surface winds. They argued that the positive bias in

wind speed is partly due to topographic smoothing.
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Figure 7. As Fig. 3 but for 3-m wind speed (U3[m s−1]).

Table 6. Monthly RMSE (BIAS in parentheses) of the 3-m wind speed for ERA5 and iAMAS compared with AWS. The unit is m s−1.

Region (Month) ERA5 U120km U60km V16km V4km

RTM (Jan) 1.98 ( -0.55 ) 2.75 ( 0.33 ) 2.91 ( 0.02 ) 2.52 ( -0.34 ) 2.53 ( -0.35 )

RTM (Apr) 2.87 ( -0.28 ) 4.66 ( 2.24 ) 3.65 ( 1.54 ) 3.13 ( 0.70 ) 3.00 ( 0.68 )

RTM (Jul) 3.13 ( -0.63 ) 5.25 ( 2.61 ) 5.01 ( 0.86 ) 4.12 ( 0.25 ) 4.25 ( 0.13 )

RTM (Oct) 2.85 ( -0.84 ) 3.97 ( 2.08 ) 3.47 ( 0.30 ) 3.46 ( -0.17 ) 3.00 ( -0.25 )

HPP (Jan) 1.26 ( 0.78 ) 1.59 ( -0.03 ) 1.40 ( 0.18 ) 1.36 ( 0.41 ) 1.38 ( 0.38 )

HPP (Apr) 1.90 ( 1.40 ) 2.05 ( 0.89 ) 1.89 ( 0.82 ) 1.91 ( 1.05 ) 1.77 ( 0.97 )

HPP (Jul) 2.03 ( 1.30 ) 2.03 ( 0.59 ) 1.94 ( 0.12 ) 2.01 ( 0.79 ) 1.95 ( 0.58 )

HPP (Oct) 1.52 ( 0.96 ) 1.98 ( 0.01 ) 1.96 ( 0.07 ) 2.01 ( 0.30 ) 1.93 ( 0.25 )

In the context of complex terrain (i.e., RTM), Table 6 demonstrates that increasing the iAMAS grid resolution enhances wind265

speed simulations. The RMSE for wind speed has decreased from U120km (RMSE: 2.75 to 5.25 m s−1) to V4km (RMSE: 2.53

to 4.25 m s−1). Notably, U120km tends to overestimate wind speeds (BIAS: 0.33 to 2.61 m s−1), whereas the high-resolution
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iAMAS simulations (e.g., V4km with a BIAS of -0.35 to 0.68 m s−1) indicate a smaller wind speed positive bias. As previously

discussed, the barrier effect of mountains becomes more pronounced with a higher-resolution grid, leading to a decrease in

wind speed.270

Over the HPP with flat terrain, Table 6 shows that the performance of iAMAS wind speed simulations is comparable to

ERA5. For example, the RMSE for U120km (RMSE: 1.59 to 2.05 m s−1) is quite close to that of ERA5 (RMSE: 1.26 to 2.03

m s−1). In such flat regions, there is little difference in the RMSE statistic between the four iAMAS experiments with different

grid resolutions. Once again, the results suggest that enhancing model grid resolution over flat regions in Antarctica is not

urgently necessary.275

3.2 Upper atmospheric fields

The iAMAS simulations were evaluated against radiosonde measurements from three sites (MM, SP, and DC) to assess their

performance in the upper atmosphere over the Antarctic continent. To ensure robust results, data corresponding to altitudes

reached by radiosondes fewer than five times per month were excluded. ERA5 data, used as the initial conditions for iAMAS,

were also utilized for site analyses of upper-air meteorological fields. Data from four months (January, April, July, and October280

2015), consistent with the surface layer analyses (Section 3.1), were collected.

The extracted model results (iAMAS and ERA5) for comparison were derived from the nearest grid points to the balloon

launch sites. Balloons drifted significantly (by tens of kilometers) due to stronger winds in the stratosphere, which may in-

crease the distance between the model grid point and the balloon, causing potential meteorological deviations. However, the

stratosphere is generally stable, and we found that the meteorological fields within this layer from iAMAS varied slightly285

between the balloon launch and explosion locations (not shown). In contrast, the troposphere, especially near the ground, is

relatively unstable, leading to significant variability in meteorological fields over small spatial scales. Thus, using the nearest

model grid to the ground-launching position may be more appropriate for analyzing the model’s performance. Additionally,

time differences greater than two hours between model data (ERA5 and iAMAS) and radiosonde measurements were excluded

from the comparison. Both radiosonde measurements and ERA5 reanalysis data were linearly interpolated to the height of the290

iAMAS grid for each site.

3.2.1 Upper air temperature

The monthly median differences in temperature profiles between the models (ERA5 and iAMAS) and radiosonde measure-

ments above ground level (AGL) are illustrated in Fig. 8. The absence of values in the upper atmosphere for July suggests that

the radiosonde balloons do not ascend as high as in other months, likely due to the fragility of the balloon’s elastic material in295

colder seasons, which makes them more prone to explosion (Hagelin et al., 2008).

Near the ground at MM, both U120km and U60km exhibit a clear tendency to increase negative bias very close to the sur-

face, potentially resulting in more pronounced surface temperature inversions. Here, we defined the inversion intensity as the

temperature gradient between the second grid (76.6 m) and the first grid (23.5 m) above ground level. The results for April

indicate that U120km (22 K m−1) exhibits stronger temperature inversions compared to radiosonde measurements (3 K m−1).300
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Figure 8. The first column displays the monthly medians of radiosonde-measured temperature (T [◦C]) profiles. The five rightmost columns

present the monthly median temperature biases (∆T [◦C]) for ERA5 and iAMAS (U120km, U60km, V16km, and V4km) compared to

radiosonde measurements. The shading represents the standard error.

This model error, characterized by overestimated temperature inversions, was also observed in the AMPS simulations (Silber

et al., 2019), which attributes this error to the model’s underestimation of surface downwelling longwave radiation. Encourag-

ingly, a comparison of the rightmost four columns in Fig. 8 shows that increasing grid resolution can reduce the near-ground

temperature bias at MM. Notably, significant temperature deviations have been observed at high altitudes in the iAMAS simu-

lations, particularly in October with a cold bias exceeding 10◦C at 20 km above ground level. These high-altitude temperature305

deviations have been identified across different grid resolutions. Additionally, significant cold biases at such altitudes during

this period have also been reported in AMPS simulations (Yang et al., 2023a). This high-altitude temperature bias may be partly
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due to the lack of radiosonde measurements, as extreme cold temperatures in Antarctica increase the likelihood of sounding

balloons bursting. Consequently, model errors tend to increase in the absence of measurements constraints, as observed by

ERA5, which also exhibits a tendency to produce larger temperature errors at high altitudes.310

Figure 8 illustrates that discrepancies between iAMAS simulations with different grid resolutions primarily occur in the

lower troposphere. Then, the temperature RMSE and BIAS for the 0-5 km altitude range are presented in Table 7. Additionally,

temperature (plus pressure, specific humidity, and wind speed to be discussed later) statistics for the 5-15 km and 15-25 km

ranges are included in the supplementary information for readers interested in high-altitude simulation performance. The

statistics for the 5-15 km and 15-25 km ranges indicates iAMAS simulation performance is similar with different resolution315

meshes. The BIAS values in Table 7 for all iAMAS simulations with various resolutions at the MM site are negative, indicating

a cold bias for each month in this coastal region, consistent with the surface-layer statistics (see RTM in Table 3). The V4km

(RMSE: 1.55 to 3.41 ◦C) demonstrates a superior representation of temperature at the MM site compared to U120km (RMSE:

3.29 to 5.72 ◦C), highlighting the importance of increasing grid resolution in coastal areas.

Table 7. Monthly RMSE (BIAS in parentheses) of the 0-5 km temperature (◦C) for ERA5 and iAMAS compared with radiosondes.

Site (Month) ERA5 U120km U60km V16km V4km

MM (Jan) 0.88 (-0.39) 3.29 (-1.36) 2.94 (-1.59) 1.72 (-0.69) 1.55 (-0.65)

MM (Apr) 1.77 (0.14) 5.16 (-0.53) 4.05 (-0.70) 3.49 (-0.39) 3.32 (-0.61)

MM (Jul) 1.62 (-0.07) 5.72 (-0.98) 4.62 (-1.16) 3.05 (-1.08) 3.41 (-1.06)

MM (Oct) 1.27 (-0.20) 4.63 (-0.81) 4.01 (-1.04) 2.72 (-0.32) 2.36 (-0.19)

SP (Jan) 1.05 (-0.01) 1.89 (-0.18) 2.20 (0.53) 2.25 (0.55) 2.16 (0.53)

SP (Apr) 3.48 (-0.01) 2.32 (-0.73) 2.42 (-0.23) 2.48 (-0.24) 2.46 (-0.20)

SP (Jul) 3.84 (0.00) 3.27 (-1.08) 2.82 (-0.47) 2.74 (-0.38) 2.62 (-0.38)

SP (Oct) 2.79 (-0.11) 2.73 (-1.13) 2.60 (-0.53) 2.57 (-0.38) 2.46 (-0.40)

DC (Jan) 1.39 (0.03) 1.77 (0.02) 1.74 (0.01) 1.79 (0.04) 1.81 (0.04)

DC (Apr) 2.26 (-0.05) 2.57 (0.06) 2.37 (0.09) 2.20 (-0.04) 2.27 (-0.03)

DC (Jul) 3.15 (-0.15) 3.81 (-0.80) 3.16 (-0.30) 3.20 (-0.45) 3.12 (-0.32)

DC (Oct) 2.05 (-0.04) 2.71 (0.41) 2.22 (0.27) 1.87 (0.13) 1.75 (0.12)

In the relatively flat region of central East Antarctica, which includes SP and DC, the representation of temperature at 0-5320

km does not improve with higher-resolution iAMAS simulations across all months. For instance, in January, U60km (RMSE:

2.20 ◦C) performs slightly worse than U120km (RMSE: 1.89 ◦C) at SP, while in July, the temperature RMSE at SP moderately

decreases from U120km (RMSE: 3.27 ◦C) to U60km (RMSE: 2.82 ◦C). Overall, there is little difference in the simulation

results across the various iAMAS resolutions in these flat regions. It is noteworthy that during the colder months (April and

October), the performance of iAMAS simulations can be comparable to, and occasionally better than ERA5 at SP and DC. For325

example, in April, the temperature RMSE for U120km is 2.32 ◦C at SP, which is lower than that of ERA5 (RMSE: 3.48 ◦C).
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Overall, the temperature profile statistics exhibit a performance similar to those of the surface layer evaluation (Sect. 3.1.1),

indicating that high-resolution grids for iAMAS should be employed in complex terrain. On the other hand, the V4km con-

figuration incorporates regional mesh refinement over RTM, as opposed to the broader refinement applied across the entire

Antarctic continent in the V16km configuration. Notably, V4km (last column in Table 7) performs better than V16km (sec-330

ond to last column in Table 7), suggesting that variable-resolution refinement should specifically focus on complex terrain to

optimize computational efficiency.

3.2.2 Upper air pressure

Figure 9 illustrates the statistical analysis of pressure biases. ERA5 displays a positive pressure deviation at all three sites, with

a particularly notable deviation at the DC site.335
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Figure 9. As Fig. 8 but for pressure (P[hPa]) profile.
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Table 8. Monthly RMSE (BIAS in parentheses) of the 0-5 km pressure (hPa) for ERA5 and iAMAS compared with radiosondes.

Site (Month) ERA5 U120km U60km V16km V4km

MM (Jan) 0.81 (0.63) 2.30 (-0.97) 2.16 (-0.98) 1.42 (-0.06) 1.45 (0.38)

MM (Apr) 0.95 (0.71) 5.81 (-3.94) 5.04 (-3.46) 2.44 (-1.12) 1.86 (-0.26)

MM (Jul) 1.08 (0.75) 7.78 (-5.90) 7.15 (-5.29) 4.79 (-2.78) 4.15 (-2.11)

MM (Oct) 1.34 (0.98) 5.47 (-3.73) 5.27 (-3.36) 3.06 (-1.25) 2.11 (-0.16)

SP (Jan) 0.63 (0.20) 2.02 (0.80) 1.59 (0.54) 1.45 (0.43) 1.48 (0.40)

SP (Apr) 1.36 (1.13) 2.45 (1.06) 2.64 (0.96) 2.48 (0.33) 2.12 (0.42)

SP (Jul) 1.43 (1.23) 3.52 (-0.25) 2.90 (-0.13) 2.40 (-0.50) 2.29 (-0.52)

SP (Oct) 1.23 (0.66) 3.08 (0.90) 3.36 (0.71) 2.49 (0.56) 2.07 (0.32)

DC (Jan) 3.18 (3.10) 4.08 (3.19) 3.61 (3.14) 3.69 (3.21) 3.61 (3.14)

DC (Apr) 4.13 (3.97) 5.12 (3.29) 4.28 (3.09) 3.66 (2.92) 3.80 (2.96)

DC (Jul) 7.61 (3.91) 8.33 (0.63) 7.95 (2.12) 8.11 (1.84) 8.00 (1.81)

DC (Oct) 3.95 (3.81) 5.84 (4.71) 5.00 (4.52) 4.25 (3.88) 3.97 (3.72)

The discrepancies between all iAMAS simulations at various resolutions and radiosonde measurements exhibit minimal sea-

sonal variation; the pressure biases at MM are consistently negative across all months, while the biases at DC are predominantly

positive. The pressure bias at MM has significantly decreased from U120km to V4km (refer to the four rightmost columns of

Fig. 9). This improvement is likely because high-resolution iAMAS can resolve terrain height more accurately, thus providing

a better representation of pressure, as atmospheric pressure is strongly related to altitude. We observed that the actual altitude340

for launching the balloon at MM is 10 m. The model surface elevation of V4km (2 m) is considerably closer to the terrain

height of MM compared to U120km (110 m; significant overestimation); thus, V4km yields a more accurate pressure profile.

To align with the height range of temperature statistics (Section 3.2.1), pressure errors within the 0–5 km altitude range have

also been calculated, as detailed in Table 8. The pressure RMSE over complex terrain (i.e., MM) exhibits a substantial reduction

from U120km (RMSE: 2.30 to 7.78 hPa) to V4km (RMSE: 1.45 to 4.15 hPa). As noted previously, U120km significantly345

overestimates the terrain height at MM; atmospheric pressure typically decreases with increasing altitude, which accounts for

the negative pressure bias in U120km simulations at MM (BIAS: -0.97 to -5.90 hPa) shown in Table 8. In contrast, for SP and

DC over flat regions, the increase in grid resolution for iAMAS does not result in a significant decrease in pressure RMSE as

observed at the MM site. This is because the accuracy of terrain height over the flat region can be satisfactorily resolved by

iAMAS even with a coarse mesh.350

3.2.3 Upper air specific humidity

Figure 10 demonstrates that the specific humidity bias curve for all iAMAS experiments at various resolutions closely resem-

bles that of ERA5. Therefore, the specific humidity bias in the upper air for iAMAS may be partly attributed to its initial

conditions generated by ERA5. Comparisons of iAMAS simulations across different grid resolutions (see the four rightmost
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columns in Fig. 10) indicate that the specific humidity bias profile at MM has been more significantly influenced by grid res-355

olution, while the shape of the bias profile at SP and DC shows minimal sensitivity to horizontal resolution. It seems that grid

resolution has a negligible impact on specific humidity over the flat regions represented by SP and DC, which is similar to

surface-layer specific humidity analyses (Section 3.1.3).
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Figure 10. As Fig. 8 but for specific humidity (Q[g/kg]) profile.

Table 9 summarizes the statistics on RMSE and BIAS derived from specific humidity measurements within the 0–5 km

altitude range. ERA5 generally overestimates specific humidity, with BIAS values at the three sites varying from 0.0212360

to 0.0839 g/kg. All four iAMAS experiments at various resolutions overestimate specific humidity. Comparison of iAMAS

simulations at different resolutions presented in Table 9 reveals that specific humidity simulations at MM, which features

complex terrain, improve with finer iAMAS grid resolution, as RMSE decreases from U120km (RMSE: 0.1784 to 0.4625
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Table 9. Monthly RMSE (BIAS in parentheses) of the 0-5 km specific humidity (g/kg) for ERA5 and iAMAS compared with radiosondes.

Site (Month) ERA5 U120km U60km V16km V4km

MM (Jan) 0.2899 (0.0838) 0.4625 (0.0209) 0.4532 (0.0370) 0.3373 (0.1080) 0.3558 (0.1268)

MM (Apr) 0.1220 (0.0645) 0.2214 (0.0244) 0.1864 (0.0169) 0.1632 (0.0457) 0.1554 (0.0354)

MM (Jul) 0.0931 (0.0387) 0.1784 (0.0163) 0.1485 (0.0055) 0.1083 (0.0144) 0.1215 (0.0301)

MM (Oct) 0.1390 (0.0556) 0.3714 (0.0114) 0.3163 (0.0179) 0.2391 (0.0461) 0.2338 (0.0601)

SP (Jan) 0.1213 (0.0838) 0.1618 (0.0746) 0.1781 (0.0780) 0.1781 (0.0825) 0.1797 (0.0867)

SP (Apr) 0.0608 (0.0404) 0.0671 (0.0431) 0.0720 (0.0454) 0.0707 (0.0437) 0.0733 (0.0464)

SP (Jul) 0.0430 (0.0212) 0.0574 (0.0230) 0.0565 (0.0276) 0.0568 (0.0282) 0.0565 (0.0297)

SP (Oct) 0.0739 (0.0483) 0.0827 (0.0386) 0.0910 (0.0520) 0.0914 (0.0565) 0.0907 (0.0559)

DC (Jan) 0.1113 (0.0825) 0.1387 (0.0867) 0.1421 (0.0821) 0.1399 (0.0794) 0.1361 (0.0775)

DC (Apr) 0.0575 (0.0372) 0.0799 (0.0496) 0.0854 (0.0544) 0.0859 (0.0550) 0.0859 (0.0477)

DC (Jul) 0.0482 (0.0280) 0.0635 (0.0295) 0.0692 (0.0377) 0.0624 (0.0313) 0.0620 (0.0347)

DC (Oct) 0.0614 (0.0401) 0.0902 (0.0573) 0.0841 (0.0566) 0.0759 (0.0474) 0.0731 (0.0477)

g/kg) to V4km (RMSE: 0.1215 to 0.3558 g/kg). However, in flat regions (i.e., SP and DC), specific humidity RMSE shows

negligible reduction with finer iAMAS grid resolution.365

In summary, high-resolution grids enhance simulation accuracy for specific humidity profiles in complex terrain but do not

significant in flat terrain.

3.2.4 Upper air wind speed

Initially, ERA5 data at SP were extracted from a latitude of 90◦S. We found that ERA5 wind speeds are significantly lower

than radiosonde measurements (see red circles in Fig. 11). This discrepancy suggests that the ERA5 data may be affected by370

polar singularity issues, possibly due to the limitations of vector interpolation at the polar grid center (to be discussed later).

Subsequently, data from grid points at a latitude of 89.75◦S were obtained. We found that the ERA5 wind speeds at 89.75◦S

are reasonable and do not exhibit the significant underestimation of wind speed, as indicated by the blue crosses in Fig. 11.

Concerning the 3-m wind speed (Sect. 3.1.4), the ERA5 data at SP do not exhibit significant underestimation when compared

to AWS measurements. This is because the two AWS sites (HEN: 89.02◦S, 1.03◦W; NIC: 89.00◦S, 89.67◦W) at SP are not375

located exactly at the polar grid center (90◦S), thereby avoiding the polar singularity problem. Furthermore, the analysis of

ERA5 surface-layer (10-m) wind speeds at a latitude of 90◦S also indicates significant underestimation (not shown), consistent

with the polar singularity issues identified in upper-air wind of ERA5 data.
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Figure 11. Monthly median values of wind speed biases (∆U [m/s]) for ERA5 minus radiosondes. Red dots and blue crosses represent the

results for 90◦S and 89.75◦S, respectively. Data are displayed for all longitudes (180◦W to 180◦E) at both 90◦S and 89.75◦S. The data for

each longitude at 90◦S are identical with overlapped points. While the results at 89.75◦S exhibit slight differences across longitudes.

Given that the ERA5 wind speed at a latitude of 90◦S appears less reliable, then the wind speed at the ERA5 grid point

with coordinates 89.75◦S, 0◦E is utilized. The biases for the wind speed profile are displayed in Fig. 12. The wind speed bias380

for ERA5 is generally below 1 m s−1 in a large part of the atmosphere (see the second column in Fig. 12). The wind speed

simulated by all four iAMAS experiments with various resolutions at SP seems unaffected by the ERA5 initialized field at

90◦S and yield generally reasonable results. This may be attributed to the limited influence of a single grid point (i.e., the point

at 90◦S, -◦E) on the iAMAS simulations.

Interestingly, we found that the iAMAS simulations can replicate the unrealistically low wind speed values at 90◦S after385

interpolating the iAMAS unstructured mesh to a regular latitude-longitude grid using the Earth System Modeling Framework

(ESMF Balaji et al., 2024). Similarly, the ERA5 latitude-longitude grid data are interpolated from a Gaussian grid (Hersbach

et al., 2020; Hortal and Simmons, 1991). We argue that the interpolation algorithm for ERA5 wind speeds (specifically, the U-

and V-components) is unreliable at the polar grid center at 90◦S, as the definition of wind direction becomes inapplicable here.

In contrast to wind vectors, scalar quantities do not encounter this directional issue, which explains why temperature, pressure,390

and specific humidity in ERA5 do not exhibit this polar singularity problems.

Near the surface, iAMAS (specifically with coarse grid resolution, e.g., U120km) tends to simulate stronger wind speeds

at MM. MM is located within the RTM region, this positive bias in wind speed over such complex terrain is consistent with

the surface-layer analyses (Section 3.1.4). In the stratosphere, larger wind speed deviations have been observed in the iAMAS

simulations across different grid resolutions, particularly in April, July, and October. Similar to the upper-air temperature395

(Section 3.2.1), this high-altitude wind speed bias may also be partly due to the lack of radiosonde measurements for model

constraints.
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Figure 12. As Fig. 8 but for wind speed (U[m s−1]) profile.

Table 10 demonstrates that the RMSE of wind speed in the 0-5 km range at MM is decreased from U120km (RMSE: 4.30

to 8.12 m s−1) to V4km (RMSE: 4.00 to 5.39 m s−1). This improvement can be attributed primarily to the more represen-

tative topography of the 4-km domain, as further evidenced by the comparison of 3-m wind speed simulations with AWS400

measurements over RTM (Sect. 3.1.4). For DC and SP in the flat HPP region, Table 10 indicates that the RMSE of wind speed

simulations shows only minor variations across different iAMAS grid resolutions. For instance, at SP, U60km (RMSE: 3.05 to

5.10 m s−1) exhibits slight improvements over U120km (RMSE: 3.25 to 5.43 m s−1), while employing the computationally

intensive V4km (RMSE: 2.72 to 4.32 m s−1) does not significantly decrease the wind speed RMSE.
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Table 10. Monthly RMSE (BIAS in parentheses) of the 0-5 km wind speed (m s−1) for ERA5 and iAMAS compared with radiosondes.

Site (Month) ERA5 U120km U60km V16km V4km

MM (Jan) 2.90 (-0.73) 4.30 (1.02) 4.53 (1.25) 4.39 (0.49) 4.00 (0.33)

MM (Apr) 4.09 (-1.38) 7.78 (2.61) 8.97 (4.12) 6.11 (1.73) 4.94 (1.03)

MM (Jul) 3.94 (-0.95) 8.12 (4.33) 9.89 (5.38) 7.09 (2.63) 5.50 (0.88)

MM (Oct) 4.63 (-1.17) 8.02 (2.73) 8.16 (2.91) 6.47 (1.72) 5.39 (0.52)

SP (Jan) 1.78 (-0.21) 3.25 (-0.28) 3.05 (-0.21) 2.71 (-0.27) 2.72 (-0.17)

SP (Apr) 2.15 (-0.21) 4.22 (-0.17) 4.42 (-0.37) 4.10 (-0.54) 3.97 (-0.55)

SP (Jul) 2.15 (-0.69) 5.43 (-1.04) 5.10 (-0.98) 4.63 (-0.81) 4.32 (-0.45)

SP (Oct) 2.09 (-0.38) 4.63 (-0.07) 4.25 (-0.41) 4.37 (-0.48) 4.32 (-0.50)

DC (Jan) 1.59 (-0.36) 3.22 (-0.43) 2.53 (-0.25) 2.70 (-0.22) 2.69 (-0.26)

DC (Apr) 1.74 (-0.53) 4.68 (-0.06) 4.05 (-0.30) 4.00 (-0.40) 4.28 (-0.38)

DC (Jul) 2.29 (-0.34) 4.87 (-0.29) 5.19 (-0.31) 4.20 (0.10) 4.39 (-0.04)

DC (Oct) 2.05 (-0.46) 4.52 (0.36) 4.84 (0.66) 3.79 (0.66) 3.67 (-0.10)

4 Conclusions and discussions405

Measurements from AWS and radiosondes collected on the Antarctic continent have been employed to assess the performance

of an atmospheric model utilizing an unstructured mesh. The atmospheric model used in this study is the iAMAS model, which

is equipped with various global mesh configurations (U120km, U60km, V16km, and V4km). Additionally, ERA5 data, serving

as initial conditions for the iAMAS model, are included for comparative purposes. This study evaluates the performance of

the iAMAS model concerning four routine meteorological fields: temperature, pressure, specific humidity, and wind speed410

from both the surface layer and the upper air. To our knowledge, this is the first instance of an explicit evaluation of a global

unstructured mesh over the Antarctic, as previous studies of Antarctic simulations have predominantly utilized regional model

with regular latitude-longitude grids.

A series of iAMAS simulations with lead times ranging from 2 to 5 days were combined to create a continuous time series

for January, April, July, and October of 2015, allowing for an investigation of the seasonal characteristics of simulation bias.415

Two distinct regions, HPP with flat terrain and RTM with complex terrain, were emphatically analyzed. Performance statistics,

including RMSE and BIAS, were demonstrated, and the underlying causes of model errors were investigated. Possible ways

to remedy the simulation errors were discussed.

Regarding the surface layer within the RTM region characterized by complex terrain, the simulation capabilities of the

iAMAS model for surface meteorological fields (2-m temperature, surface pressure, 2-m specific humidity, and 3-m wind420

speed) demonstrate improvements as the grid resolution increases from coarse (120 km) to fine (4 km). This trend indicates the

necessity of higher grid resolution for accurately representing the complex topography in Antarctica. Notably, the simulated

2-m temperature from the U60km and V16km configurations shows no significant improvement and, in some instances, even

worsens compared to U120km. While V4km shows improvements. This suggests that a grid resolution of 4 km, or finer, is
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required over complex terrain. All four experiments conducted at various resolutions indicate cold biases at 2 m over RTM, such425

cold biases were also found in other Antarctic simulations using regional models (e.g., CCLM: Zentek and Heinemann, 2020;

AMPS: Silber et al., 2019). Additionally, surface pressures are generally underestimated by the coarser resolution simulations

(i.e., U120km and U60km) over RTM, partly due to an overestimation of terrain height. All four iAMAS experiments at various

resolutions exhibits an overall dry bias when compared to specific humidity measurements taken by AWS in the RTM region.

For 3-m wind speed, positive biases have decreased from U120km to V4km, likely because the high-resolution grid more430

effectively resolves the complex terrain, making the barrier effect of air passing over the terrain more pronounced and thus

reducing wind speed. The overestimated surface wind speeds over this region were also found in AMPS (Bromwich et al.,

2005).

In the surface layer over the flat region (i.e., HPP), the performance of iAMAS simulations varies only slightly across

different grid resolutions. A grid resolution of 60 km seems to be sufficient, as further increases in resolution yield negligible435

improvements. Notably, all iAMAS experiments at four resolutions demonstrate comparable or even superior performance

in simulating temperature and wind speed relative to ERA5. The spatial distribution of iAMAS pressure biases over HPP

resembles that of ERA5, suggesting that the surface pressure bias in iAMAS over flat terrain may be attributed to its initial

conditions (i.e., ERA5). Regarding specific humidity at 2 m, iAMAS tends to underestimate humidity in warmer conditions,

particularly at low altitudes and during warm months.440

In the upper air at MM within the RTM, the results again highlight the importance of increasing grid resolution over this

complex terrain. It was found that higher grid resolutions can reduce iAMAS biases in temperature, pressure, specific humidity,

and wind speed at MM. The U120km and U60km resolutions exhibit a notable tendency to increase negative bias in close

proximity to the ground, consistent with the previously observed cold bias in the surface layer, which may lead to more

pronounced surface temperature inversions. Regarding pressure bias, both U120km and U60km display a significant negative445

bias at MM, partly due to an overestimation of terrain height. All four iAMAS experiments at various resolutions generally

overestimate specific humidity within the troposphere. Near the ground, U120km and U60km generate stronger wind speeds,

whereas V16km and V4km provide an enhanced depiction of winds.

Given the upper air results for SP and DC over the HPP region, it is not surprising that the discrepancies in iAMAS be-

tween different grid resolutions are minimal, similar to the surface-layer statistics observed in such a flat region. Notably, all450

iAMAS simulations across various resolutions demonstrate comparable performance relative to ERA5 in temperature pro-

file simulations. As for pressure, the iAMAS model tends to overestimate pressure at the summit (i.e., DC) of the Antarctic

plateau. Analysis of specific humidity bias statistics reveals that all four iAMAS simulations at various resolutions are wetter

than radiosonde measurements within the troposphere. At the polar grid center (i.e., SP), ERA5 data at 90◦S exhibit a polar

singularity issue, characterized by abnormally low wind speed values. This phenomenon may result from the inapplicability of455

vector interpolation at the polar grid center, whereas scalar variables such as temperature, pressure, and specific humidity do

not experience this interpolation issue. The iAMAS wind speed simulations at SP appear unaffected by the ERA5 underesti-

mation at 90◦S and yield overall reasonable results, likely because the bias at a single ERA5 point has limited influence on the

iAMAS simulation.
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Overall, this study offers insights into the capability of the iAMAS model to capture meteorological characteristics in Antarc-460

tica, identifying its limitations and proposing potential improvements for atmospheric modeling with unstructured meshes in

polar regions. Interestingly, the iAMAS does not show the polar singularity issue as in ERA5, that ERA5 exhibits significantly

underestimating the wind speeds at the polar grid center (i.e., the South Pole at the latitude of 90◦S). Furthermore, all four

iAMAS experiments at various resolutions demonstrate comparable, and in some cases even superior, performance to ERA5

in terms of temperature and wind speed in the surface layer across the relatively flat regions of East Antarctica. The iAMAS465

experiments in complex terrains (near the Transantarctic Mountains) indicate that refined meshes effectively enhance the simu-

lation of temperature, pressure, specific humidity, and wind speed for both the surface layer and the upper atmosphere. In such

complex terrain, grid resolutions of 4 km or finer are recommended. Conversely, for flat regions like the high East Antarctic

plateau, a grid resolution of 60 km appears to be adequate.
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