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Abstract. Parameters in sea ice-ocean coupled models greatly affect the simulated ocean and sea ice evolution, and 17 

are normally tunned to bring the model state close to the observations. Using an adjoint method, spatiotemporally 18 

varying parameters of Arctic sea ice-ocean coupled model are optimized simultaneously with the initial condition and 19 

the atmospheric forcing by assimilating satellite and in-situ observations. The assimilation results show that the joint 20 

state and parameter estimation (SPE) substantially improves the sea ice concentration simulation. Particularly in 21 

October when the ocean surface starts to refreeze, SPE reduces the lead closing parameter Ho, which determines the 22 

minimum ice thickness formed in the open water, to increase the lateral sea ice growth and facilitate the seasonal rapid 23 

sea ice recovery in the Pacific sector. Comparisons with sea ice thickness observations from the moored upward 24 

looking sonars and Ice Mass Balance buoys demonstrate that the inclusion of model parameters in the optimization 25 

also leads to better sea ice thickness estimation. Overall, the adjoint-based SPE scheme has the potential to better 26 

reproduce the Arctic ocean and sea ice state and will be applied to reproduce a new Arctic sea ice-ocean reanalysis.  27 

  28 
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1 Introduction 29 

In climate models, parameterizations are widely used to simulate the effects of unresolved processes on the large-30 

scale state variables. The parameters in the parameterizations affect the model simulations largely at various spatial 31 

and temporal scales (e.g., Mauritsen et al., 2012; Murphy et al., 2004), and they are particularly important for the 32 

Arctic system, where observations are extremely scarce and key processes are undergoing rapid changes. 33 

Most of the model parameters cannot be measured straightforwardly. Usually, a globally uniform value for 34 

individual parameters are assumed as default in the parameterization schemes. When incorporated into complex 35 

climate models, the sensitive parameters are further adjusted to bring the model’s climatology close to the observed 36 

state (e.g., Hourdin et al., 2017; Mauritsen et al., 2012). The underlying assumption is that these sensitive parameters 37 

determine the model’s climatology. Over the past decades, manually (e.g. Mauritsen et al., 2012) and automatic 38 

tunning (e.g., Jackson et al., 2008; Williamson et al., 2013; Yang et al., 2013) methods have been developed to 39 

optimize a number of sensitive parameters (order of 10). In addition, data assimilation techniques, including the 40 

ensemble Kalman Filter (Annan et al., 2005; Massonnet et al., 2014; Wu et al., 2012) and the adjoint method (Liu et 41 

al., 2012; Lyu et al., 2018), are also tested for the spatiotemporal-varying parameters with huge dimensions. 42 

In the sea ice models, parameters also greatly affect the sea ice seasonal and interanual evolutions and the heat, 43 

freshwater and momentum budget of the sea ice-ocean-atmosphere system (e.g., Kim et al., 2006; Uotila et al., 2012). 44 

Similar to climate models, these parameters are tuned manually through a trial and error process to match the historical 45 

sea ice state (e.g., Hibler, 1979; Miller et al., 2005). Automated parameter estimation methods, such as genetic 46 

algorithms (Sumata et al., 2019), ensemble Kalman filters (Massonnet et al., 2014), and the adjoint method (Lu et al., 47 

2021; Lyu et al., 2018; Panteleev et al., 2020), are applied to optimize sensitivite parameters using satellite sea ice 48 

observations. More recently, machine learning (e.g., Bretherton et al., 2022; Horvat & Roach, 2022; Kochkov et al., 49 

2024) has been applied to develop the sub-grid parameterization using high-resolution model simulations and 50 

reanalysis datasets. However, the overall improvements on the observed variables usually come with detrimental 51 

effects on the other variables or at some regions. For instance, Massonnet et al. (2014) reported that the improvements 52 

on sea ice speed come with an overestimation of winter ice areal outflow through the Fram Strait.  53 

Several causes are likely responsible for these detrimental effects. Firstly, the model parameters are only parts of 54 

the model uncertain inputs, and these parameters may get over-adjusted to compensate for errors in the other model 55 

uncertain inputs. For instance, Miller et al. (2005) suggested that the optimal parameters likely compensate for the 56 

deficiencies in the atmosphere forcing. Therefore, it is necessary to optimize the model uncertain inputs 57 

simultaneously. Secondly, the sensitivities of the sea ice state to parameter perturbations show clear spatiotemporal 58 

patterns (Kim et al., 2006; Miller et al., 2005), suggesting that allowing the optimized parameters to vary 59 

geographically and temporally is likely further improve the model performance. Additional, it is necessary to use more 60 

comprensive Arctic ocean and sea ice observations to constrain the model parameters and the other uncertain inputs. 61 

In the framework of data assimilation, simultaneous state and parameters estimation (SPE) can be realized by 62 

including the spatiotemporally varying parameters in the set of control variables (e.g., Hu et al., 2010; Liu et al., 2012; 63 

Wu et al., 2012; Zhang, 2011). However, since the initial condition typically exerts significant influences on short 64 
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timescales within the earth system while parameters are more important on longer timescales (e.g., Branstator & Teng, 65 

2010), constructing an error propagation model to project the model-data misfits onto both the initial condition and 66 

the parameters is difficult. Using an ensemble Kalman filter with short assimilation window (within predictability 67 

limit of the chaotic system), Zhang (2011) proposed to optimize the initial state first until the model-data misfits reach 68 

a quasi-equilibrium, where the parameter errors dominate; then they optimized the model parameters to reduce residual 69 

errors. Liu et al. (2012) used an adjoint model to project the model-data misfits over a large assimilation window onto 70 

the initial condition, atmosphere forcing, and the eddy mixing parameters.  71 

Applications of SPE in the ocean models (Liu et al., 2012) and intermediate coupled models (Wu et al., 2012) 72 

have shown the added effects on mitigating model bias and improving the accuracy of the prediction. However, up to 73 

date, parameter estimation (Lu et al., 2021; Panteleev et al., 2020) and state estimation (e.g., Fenty et al., 2017;Forget 74 

et al., 2015; Lindsay & Zhang, 2006; Lyu et al., 2021b; Mu et al., 2018; Nguyen et al., 2021) are performed separately 75 

in the sea ice-ocean coupled model. As the rapid thinning of the Arctic sea ice and its extremely strong spatial 76 

heterogeneity, it is necessary to have parameters varying spatiotemporally with respect to the changing climate 77 

background. Therefore, we developed SPE in a sea ice-ocean coupled model and investigated its potential effects by 78 

assimilating satellite and in-situ measurements.  79 

This paper is organized as follows. In Section 2, we introduce the coupled sea ice-ocean assimilation system, 80 

including the model configuration, the parameters being adjusted, as well as the assimilated and independent 81 

observations. Section 3 briefly evaluates the parameter sensitivities and accuracy of the adjoint model based on the 82 

tangent linear model. Section 4 discusses the added effects of SPE. At last, we summarize this study in Section 5.  83 

2 Methodology 84 

2.1 The Pan-Arctic Ocean and Sea Ice Assimilation System 85 

The sea ice-ocean coupled assimilation system is based on the adjoint method (4D-Var in the operational oceanic 86 

and meteorological forecast communities) of the estimating the Circulation and Climate of the Ocean (ECCO) project, 87 

using the Massachusetts Institute of Technology general circulation model (MITgcm, Marshall et al., 1997) coupled 88 

with a zero-layer dynamic and thermodynamic sea ice model (Hibler, 1979; Hibler 1980; Losch et al., 2010). The sea 89 

ice dynamics are based on a viscous-plastic rheology and solved using a line successive over-relaxation algorithm 90 

(Zhang & Hibler 1997).  91 

The adjoint of the sea ice-ocean coupled model is generated using the Transformation of Algorithms in Fortran 92 

(Giering & Kaminski, 1998; Heimbach et al., 2010). However, due to the persistent instability issue, the adjoint of the 93 

sea ice dynamics are usually excluded (Fenty & Heimbach, 2013; Fenty et al., 2017; Nguyen et al., 2021) or simplified 94 

to the adjoint of a free-drift sea ice dynamic (Koldunov et al., 2017; Lyu et al., 2021a; Lyu et al., 2021b) in assimilation 95 

experiments. Lyu et al. (2023) incorporated and approximated the adjoint of viscous-plastic sea ice dynamics and we 96 

use the same model configuration in this study. Horizontally, we use a curvilinear grid with a resolution of 1218 km. 97 

Vertically, we have 50 z-levels ranging from 10 m at the surface to 456 m in the deep ocean. In this study, we further 98 
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developed the adjoint model for estimating the state and spatiotemporally-varying parameter jointly, and evaluated 99 

the added effects by comparing with the results in Lyu et al. (2023). 100 

The adjoint method minimize a quadric form cost function (J) iteratively by adjusting the control variables (C) 101 

to bring the model simulation close to available observations:  102 

𝐽(𝐶) = ∑ [𝑦(𝑡) − 𝐸(𝑡)𝑥(𝑡)]𝑇𝑅−2[𝑦(𝑡) − 𝐸(𝑡)𝑥(𝑡)]𝑇1
𝑡=1 + 𝐶𝐵−2𝐶𝑇   (1) 103 

The first term on the right-hand side computes the “distance” between the observations (x) and the corresponding 104 

model-simulated variables (y) over a long period (one year in this study). The model-data misfits are normalized by 105 

their prior uncertainties (R) and E interpolates the model state to the observations. The values of R for different types 106 

of observations are introduced Section 2.2. 107 

The second term on the right-hand side measures the size of the adjustments on the control variables (C) and B  108 

is the background error covariance. In the 3D-Var and 4D-Var system with short assimition windows (orders of days), 109 

constructing the matrix B-2 is critical for achieving the multivariate adjustments on initial conditions (Li et al., 2008; 110 

Weaver & Mirouze, 2013). In our study with a one-year assimilation window, we rely on the adjoint model (the first 111 

term on the right hand side) to project the model-data misfits on the control variables. Therefore, we assume B is 112 

diagonal and hence the background term mainly limits the sizes of the adjustments and ensures that complete 113 

information on the control variables.  114 

In addition to the initial oceanic temperature and salinity, SIC, sea ice thickness (SIT), and daily atmosphere state, 115 

which includes 2-m air temperature, 2-m specific humidity, precipitation rate, 10-m wind vectors, downward 116 

longwave radiation, and net shortwave radiation, we further include 13 spatiotemporally-varying model parameters 117 

(see Table 1) in the control variables. These parameters vary depending on geographic locations and every day. The 118 

uncertainties of the 13 parameters are not known exactly and we set the uncertainties to 20% of their default values. 119 

The assimilation system minimize the cost function J iteratively using a quasi-Newton algorithm (Gilbert & 120 

Lemaréchal, 2006) and the gradient information 
𝜕𝐽

𝜕𝐶
. The optimization stops until the cost function cannot be further 121 

reduced. The adjoint of the ocean-sea ice coupled model is used to compute 
𝜕𝐽

𝜕𝐶
 with dimensions of 108. To guarantee 122 

the stability of the adjoint model for a period of one year, modifications on the adjoint codes are treated delicately. 123 

Details are given in Lyu et al. (2023). The accuracy of the adjoint model is shown in Section 3. 124 

2.2 The Assimilation Experiments and the Control Variables 125 

Two assimilation experiments and one control run are performed to examine the added effects of SPE. The initial 126 

condition on January 01 2012 is taken from the Arctic sea ice-ocean reanalysis of Lyu et al. (2021b), which uses the 127 

same model configuration as in this study. We take the forward simulation at iteration 0 as the control run (CTRL). 128 

The two assimilation experiments are different in their choice of the control variables. In the first assimilation 129 

experiment, we only adjust the initial conditions and atmosphere forcings (named opti-SE hereinafter). In the second 130 

assimilation experiment, we further include 13 spatiotemporal-varying model parameters (see Table 1 for details) in 131 

the control variables (named opti-SPE). To avoid the over-adjustments on the parameters, which may result in the 132 

model instability, we further set the upper and lower bounds for individual parameters in the model codes. 133 

 134 
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Table 1. The sea ice model parameters applied for optimization  135 

Parameters Description Default 

Values 

Lower/Upper bounds 

wice  Albedo of melting ice 0.66 0.50, 0.95 

dice Ice albedo 0.75 0.50, 0.95 

wsnow,  Albedo of melting snow 0.71  0.50, 0.95 

dsnow Snow albedo 0.83 0.50, 0.95 

Condice Ice conductivity(Wm-1K-1) 2.17  1.50, 3.00 

Condsnow Snow conductivity(Wm-1K-1) 0.31  0.15, 0.40 

Cd_wind Wind-ice drag coefficient 2.010-3 1.010-3, 5.010-3 

Cd_water Water-ice drag coefficient 5.510-3 1.010-3, 10.010-3 

Ho Lead closing parameter, which 

determines the minimum sea ice 

thickness formed in open water (m) 

0.5 0.03, 1.0 

P* Ice compressive strength constant (N 

m-2) 
2.8104 1.0104, 5.0104 

C* Ice strength decay constant -20.0 -30.0, -5.0 

Es Eccentricity of the yield curve 

describing the viscous-plastic 

rheology 

2.0 1.5, 2.3 

FT Friction velocity for ice-ocean heat 

flux (m s-1) 
0.8810-3 0.410-3, 1.210-3 

 136 

2.2 Assimilated Observations  137 

We assimilate both satellite and in-situ observations (listed in Table 2). In the assimilating process, the 138 

observations and their uncertainties must be provided beforehand. Uncertainties for these type of observations are 139 

described in previous studies (Lyu et al., 2023). 140 

Altimeter along-track L3 sea surface heights anomalies (SLA) are assimilated with observational uncertainties 141 

of 3 cm. The gridded sea surface temperature (SST) data for the open waters and its uncertainties are based on optimal 142 

interpolated microwave and infrared data from the Remoting Sensing System (Gentemann et al., 2004). Oceanic 143 

temperature and salinity data is based on EN4 dataset (Good et al., 2013). Uncertainties of temperature and salinity 144 

(T&S) profiles are depth-dependent, ranging from ~0.6 C and ~0.3 PSU at the surface to ~0.02 C and ~0.02 PSU in 145 

the deep ocean. World Ocean Atlas 2018 (WOA18) climatology is also assimilated to reduce the bias in ocean 146 

temperature and salinity and their prior uncertainties are set to five times of the in-situ profiles. Since we interpolate 147 

the WOA18 to the finer model grids, we further reduce the weight of temperature and salinity climatology cost 148 

components by multiplying a factor of 0.04. 149 

We assimilate the ASI-SSMI SIC dataset (Kaleschke et al., 2001; Spreen et al., 2008). This dataset doesn’t 150 

provide uncertainty estimates. In data assimilation study, the uncertainties should consist of representation and 151 

instrumental uncertainties. Considering the dependence of SIC product uncertainty on absolute value of SIC (Chen et 152 

al., 2023) and larger SIC uncertainties off the coast due to the poor accuracy in the SIC product and the poor 153 

representation of landfast ice in the model (Fenty & Heimbach, 2013), we use spatiotemporally varying SIC 154 

uncertainties. In the implementation, background uncertainties are assumed to be 15% within 50 km from the coastline 155 

and 10% in the other area, which represents the spatial pattern of the representation uncertainties. Then, we multiply 156 
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the background uncertainties with factors of 0.85, 1.20, 1.10, and 1.00 for the observed SIC ranges of 0%, <15%, 157 

15%-25%, and >25%, respectively. 158 

Satellite SIT data used is based on the merged CryoSat-2 and SMOS product (CS2SMOS) with estimates of 159 

uncertainties (Ricker et al., 2017). The SIT in this dataset represents the mean SIT over 25 km25 km areas but 160 

excludes open waters. Note that the model simulates the effective SIT (SITSIC), we convert the effective SIT to the 161 

gridded SIT and then compare it against the satellite SIT observations in the cost function. Satellite sea ice drift (SID) 162 

data is derived from the Ocean & Sea Ice Satellite Application Facility (OSISAF, https://osi-saf.eumetsat.int) product 163 

at a resolution of 62.5 km, which applies a continuous maximum cross correlation method to track the sea ice 164 

displacements over a period of 48h from sequence of satellite images (Lavergne et al., 2010). The uncertainties are 165 

dominated by satellite resolution (10–15 km), which are set to 10 km every 2 days (~0.06 m s-1). 166 

Table 2. Assimilated Observations. 167 

Datasets Resolution Number Source Reference 

SLA 7.0 km 7.6105 http://marine.copernicus.eu (Pujol et al., 2016; 

Taburet et al., 2019) 

SST 25.0 km 2.0107 https://data.remss.com/SST/daily/mw_ir/v05.1

/netcdf/, (last access: 13 April 2025)  

(Gentemann et al., 2004) 

T&S   5.0105 https://www.metoffice.gov.uk/hadobs/en4/do

wnload-en4-2-2.html, (last access: 13 April 

2025) 

(Good et al., 2013) 

SIC 25.0 km 3.6107 https://thredds.met.no/thredds/catalog/osisaf/

met.no/reprocessed/ice/conc_450a_files/catalo

g.html (last access: 13 April 2025) 

(Lavergne et al.,2019) 

SIT 25.0 km 8.9106 https://spaces.awi.de/display/CS2SMOS/Cryo

Sat-SMOS+Merged+Sea+Ice+Thickness (last 

access: 13 April 2025) 

(Ricker et al., 2017) 

SID 62.5 km  5.8105 https://thredds.met.no/thredds/catalog/osisaf/

met.no/ice/drift_lr/merged/catalog.html (last 

access: 13 April 2025) 

(Lavergne et al., 2010) 

WOA18 1° 2.9107 https://www.ncei.noaa.gov/access/world-

ocean-atlas-2018/ (last access: 13 April 2025) 

(Locarnini et al., 2018; 

Zweng et al., 2018) 

 168 

2.3 Independent Observations  169 

Independent sea ice observations are used to validate the assimilation results. The observations can be categorized 170 

into two groups: 1) single-point measurements which includes sea ice variables within a small area or sites, including 171 

SIT or snow depth obtained by the Ice Mass Balance buoys (IMBs) and ice draft from the mooring upward looking 172 

sonar (ULS); 2) gridded measurements such as the remote sensing. These two different measurements are not fully 173 

consistent, especially in regions with strong ice spatial heterogeneity and prevalent ice dynamic processes. 174 

Nevertheless, we use these data to validate and cross-validate the assimilation results and gridded SIT observations, 175 

identifying potential discrepancies of the assimilated datasets, the numerical model, and the point observations. 176 

2.3.1 Ice Mass Balance Buoy 177 

IMB is an ice-based observing system which measures the evolution of snow and sea ice growth and ablation, 178 

vertical temperature profiles through the snow, ice, and upper ocean along the ice drift trajectory. It uses two acoustic 179 
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sensors to measure the ice surface and bottom and therefore SIT is derived by the distance of ice surface and bottom. 180 

The uncertainty of ice surface and bottom measured by the each acoustic sounders is 5mm (Richter-Menge et al., 181 

2006). The IMBs are deployed on thick and level ice floe to achieve the relative long measurement and ensure spatial 182 

representativeness of observations. It must be acknowledged that directly comparing this point measurements of SIT 183 

with the gridded SIT is not fully straightforward. Thus, we also compare the mean SIT bias, and SIT temporal changes 184 

along the drifting trajectories. Compared to the satellite or helicopter-based altimeter observations, the IMB 185 

observations can effectively characterize the thermodynamic thickening of sea ice (Koo et al., 2021; von Albedyll et 186 

al., 2022). 187 

2.3.2 International Arctic Buoy Programme  188 

The International Arctic Buoy Programme (IABP, https://iabp.apl.uw.edu/index.html) collects ice-based drifting 189 

buoys from different organisations. Most of these buoys also monitor sea level pressure, surface air temperature along 190 

the ice drift trajectories. In this study, we compute sea ice velocities based on drift trajectories, which is then compared 191 

with the model simulations. In 2012, we selected 23 trajectories with continuous position observations more than 100 192 

days for the model validation. 193 

2.3.3 Mooring measurements from the Beaufort Gyre Exploration Project  194 

Starting from 2003, the Beaufort Gyre Exploration Project (BGEP) based at the Woods Hole Oceanographic 195 

Institution (https://www2.whoi.edu/site/beaufortgyre/) deployed upward looking sonar (ULS) at three locations of Ma, 196 

Mb, and Md (see Figure 7). The ULS measures local sea ice draft with an error of 0.1m (Krishfield et al., 2014) 197 

throughout the year. In this study, we use the daily-averaged sea ice draft for comparisons. The sea ice drafts are 198 

converted to sea ice thickness by multiplying with a factor of 1.1 which is calculated as the ratio between mean sea 199 

water of 1024.0 kg m-3 and sea ice density of 910.0 kg m-3, assuming no snow on sea ice (Nguyen et al., 2011). 200 

3 Parameter Sensitivities and Accuracy of the Tangent Linear Approximation 201 

There are two prerequisites for optimizing the model parameters with observations. Firstly, the parameter changes 202 

within the range of uncertainties have considerable impacts on the model simulation. For instance, the SIC 203 

perturbations caused by parameter uncertainties are larger than observation uncertainty. Secondly, the error 204 

propagation model (the tangent linear model in this study) should reproduce the spatiotemporal error propagations 205 

induced by the model uncertain inputs accurately. 206 

Here, we perturb the 13 model parameters (see Table 1) by 10% and integrate the model for the year 2012. Then 207 

we evaluate the spatiotemporal changes in SIC normalized by satellite SIC observational uncertainties (e.g., 15%). 208 

Values of normalized SIC changes >1.0 indicate that the SIC changes caused by 10% perturbations on the parameters 209 

can be detected by satellite observations. As Figure 1 shows, the albedos of the dry/wet snow and ice (dsnow, dice, 210 

wsnow, wice,) have pronounced impacts on the summertime SIC. Wind-ice drag coefficients (Cdwind) and ice 211 
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compressive strength constant (P*) also show large impacts throughout the year. For the other parameters, the 212 

normalized SIC changes grow slowly and show little dependence on the seasonality. 213 

 214 

Figure 1. Temporal evolutions of the norm of the SIC differences (normalized by 15% SIC) averaged over the ice-covered 215 
regions due to the 10% perturbations on the 13 parameters (see Table 1 and the legend). 216 
 217 

The accuracy of the tangent linear approximation is examined based on the Taylor expansion. Taking the 218 

parameters Ho as an example, we perturb it by ∆𝐻𝑜 = 10% × 𝐻0and evaluate the first-order and higher approximation 219 

as follows:  220 

∆𝑿𝟏 = 𝑴(𝑯𝒐 + ∆𝑯𝒐) −𝑴(𝑯𝒐) =
𝝏𝑴

𝝏𝑯
∙ ∆𝑯𝒐 + 𝒐(∆𝑯𝒐

𝟐)      (2), 221 

and ∆𝑿𝟐 = 𝑴(𝑯𝒐 − ∆𝑯𝒐) −𝑴(𝑯𝒐) = −
𝝏𝑴

𝝏𝑯
∙ ∆𝑯𝒐 + 𝒐(−∆𝑯𝒐

𝟐)     (3). 222 

Here, M is the model operator and X represent the model variables. The linear (first-order) and nonlinear (higher-order) 223 

errors can be obtained by 
1

2
(∆𝑋1 − ∆𝑋2) and 

1

2
(∆𝑋1 + ∆𝑋2). By integrating the tangent linear model with ∆𝐻𝑜 =224 

10% × 𝐻0, we get error evolution of the model variables.  225 

Although the overall impacts of Ho on SIC do not exceed the SIC observational uncertainties (normalized SIC 226 

changes <1.0, Figure 1) over the one-year period, it has large impacts over the open water during the refreezing time 227 

(Figure 2a). Since Ho determines the initial sea ice thickness formed in open water, increasing Ho by 10% will delay 228 

the formation of new ice over the open water, resulting in the reduced sea ice coverage over the Arctic Ocean. The 229 

signals are dominated by the linear component (Figure 2a) and the nonlinear component is small (Figure 2b). The 230 

tangent linear model can reproduce the negative SIC changes very well (Figure 2c).  231 
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 232 

Figure 2. (a) The linear and (b) nonlinear parts of SIC differences on November 11 2012. Panel (c) is the corresponding SIC 233 
changes predicted by the tangent linear model. The black lines denote the 15% SIC contour. 234 
 235 

The above analysis demonstrates that the responses of SIC to parameter perturbations are dominated by the linear 236 

component, and that the tangent linear model represents the linear component of the error propagation well with 237 

corresponding pattern and amplitude. The results motivate us to further explore the potential of using observations to 238 

estimate the state and parameters simultaneously. 239 
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4 Evaluation of the Assimilation Results 240 

In this section, we evaluate the impacts of SPE on the estimated sea ice state. Besides, we compare the two 241 

assimilation runs and the control run against independent observations. 242 

4.1 The cost function reduction 243 

The optimization algorithm reduces the cost function (Equation 1) iteratively using the gradients 
𝜕𝐽

𝜕𝐶
. In the opti-244 

SE and opti-SPE, the optimizations stop at iterations 32 and 86, respectively. The cost functions are reduced to 59.8% 245 

and 49.3% (Figure 3), and the norms of the gradients (|
𝜕𝐽

𝜕𝐶
|) are reduced to 10.7% and 9.0%, respectively.  246 

Of the assimilated observations, the daily SST and SIC contribute to 27.3% and 42.9% of the cost function, which 247 

are reduced to 14.0% and 19.4% in opti-SE and to 10.1% and 13.2% in opti-SPE. For other observations, their cost 248 

components are also reduced slightly. In the following part, we will focus on the improvements on the SIC, SIT, and 249 

SID, and evaluate the simulations with independent observations. 250 

 251 
Figure 3. The total cost function and individual components normalized by the total cost function in the control run (Jctrl). 252 
Abbreviations: SLAsea level anomalies, SSTsea surface temperature, EN4-TEN4 temperature profiles, EN4-253 
SEN4 salinity profiles, SICsea ice concentration, SITsea ice thickness, SIDsea ice drift velocities; WOAT and 254 
WOAS, climatological temperature and salinity from WOA18 dataset. 255 

4.2 Improvements on Sea Ice Concentration 256 

Satellite observations have been widely assimilated into coupled sea ice-ocean models to improve the simulated-257 

SIC (e.g., Lindsay & Zhang, 2006) and the other model prognostic variables (e.g., Lyu et al., 2021b; Lyu et al., 2023; 258 

Mu et al., 2018; Nguyen et al., 2021). 259 

In the control run, the normalized SIC errors grow quickly during spring and reach a maximum in June. Then the 260 

SIC errors decrease from July to September and increase drastically again during October (grey line in Figure 4). opti-261 

SE greatly improves the simulated SIC with the normalized SIC errors close to 1.0 throughout the year (black line in 262 
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Figure 4). Still, there are notable SIC errors from May to June. During October when the ocean starts to refreeze, the 263 

drastic increase of SIC errors is not reduced. By optimizing the model parameters jointly, opti-SPE further brings 264 

down the SIC errors, especially, the errors from May to June and during October were brought to an acceptable level 265 

(solid blue line in Figure 4).  266 

 267 
Figure 4. Seasonal evolution of the root mean square errors of SIC (normalized by prior uncertainties) in CTRL, opti-SE, 268 
and opti-SPE. In opti-SPE (Ho=0), we replace the optimized Ho to its default value. And in opti-SPE (Parms=0), we 269 
replace all the 13 parameters to their default value. 270 

Another two simulations are presented in Figure 4, which demonstrates the added effects of estimating parameters 271 

jointly. By replacing all the 13 parameters to their default values, SIC errors increase to a similar level as in opti-SE 272 

(dashed blue line in Figure 4). However, in October, the SIC errors are smaller than opti-SE when we reset the 13 273 

parameters to their default values. That indicates that the data assimilation find a smaller minima of the cost function 274 

J which is blocked in opti-SE. The further improvements in opti-SPE after October are partially attributed to 275 

adjustments on the parameter Ho, seen as the drastic SIC errors increase when setting Ho=0 (opti-SPE (Ho=0), 276 

dashed green line in Figure 4). 277 

We now focus on the SIC improvements during October. The SIC differences between the control run and 278 

satellite observations are pronounced in the Pacific sector of the Arctic Ocean (enclosed by dashed black line in Figure 279 

5a-c), where sea ice loss in summer is the most prounced over the Arctic Ocean. At the beginning of October, the 280 

Pacific sector is ice-free (red line in Figure 5d). The control run fails to reproduce the ice-free conditions (grey line in 281 

Figure 5d), while both opti-SE and opti-SPE reproduce the ice-free conditions well (black and blue lines in Figure 5d). 282 

Starting from October 10, the sea ice starts to recover. Compared with the control run and the observations, opti-SE 283 

underestimates SIC by more than 40% (Figure 5b), and the underestimation persists until the early November (Figure 284 

5d). By adjusting the model parameters simultaneously, opti-SPE improves the sea ice recovery process and reduces 285 

the negative SIC bias successfully (Figure 5c, d). 286 

https://doi.org/10.5194/gmd-2024-189
Preprint. Discussion started: 30 April 2025
c© Author(s) 2025. CC BY 4.0 License.



 

12 

 

 287 
Figure 5. Model-data differences of SIC averaged from October 12 to October 22 in (a) CTRL, (b) opti-SE, and (c) opti-288 
SPE. (d) Temporal evolution of in SIC averaged over the Pacific sector (enclosed by the dashed black line in panels 289 
(a)(c)).  290 

During the summer season, the open waters accumulate a large amount of heat and these ocean heat must be 291 

released before ocean surface refreezes. Since the control run fails to reproduce the ice-free conditions (Figure 5d), 292 

more sea ice appears in the Pacific sectors of the Arctic Ocean and less ocean heat needs to be released before open 293 

water surface refreezes. However, due to the ice-free conditions in the summer season in opti-SE and opti-SPE, the 294 

ocean need to release more heat before refreezing. Therefore, opti-SE shows much slower sea ice growth rate initially. 295 

While, opti-SPE adjusts the parameters Ho to improve the SIC simulation. In the sea ice model, Ho is the minimum 296 

SIT formed in open water, which impacts vertical and lateral growth of the sea ice and is set to 0.5 m by default. Over 297 

the ice-free water, decreasing Ho reduces the amount of latent heat needs to be released during the initial formation 298 

process of sea ice. And after the initial formation, the decreased Ho leads to faster formation of thinner sea ice over 299 

the open water area. In opti-SPE, Ho is reduced by more than 0.1 m for the open water (Figure 6a) at the onset of 300 

refreezing (Figure 6b), which gives rise to the rapid growth of thinner sea ice. The quick sea ice recovery would reduce 301 

the heat and momentum exchanges between atmosphere and ocean evidently, thereby changing the feedback process 302 

in the atmosphere-sea ice-ocean system. 303 
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 304 
Figure 6. (a) Adjustment on the parameter Ho (in cm) averaged from October 12 to October 22. (b) Temporal changes in 305 
adjustments of Ho averaged over the Pacific sector (enclosed by the dashed black line in (a)).  306 

4.3 Comparisons against Independent Observations  307 

4.3.1 Measurements at BGEP Moorings  308 

We interpolated the gridded SIC and SIT data to the BGEP mooring locations to explored their seasonal variations.  309 

The sea ice extent in 2012 reached the unprecendented low values since the satellite era. The ULS of three 310 

moorings also observed ice-free conditions from August to October. The control run fails to simulate the ice-free 311 

conditions while both opti-SE and opti-SPE reproduce the seasonal SIC variation successfully (Figures 7ac). The 312 

opti-SPE shows smaller RMSE at Mb and Md than opti-SE and CTRL (see the numbers in Figure 7b, c). In opti-SPE, 313 

an pack ice break off from the main ice field from July 20 to the early August and is gradually melted at Ma, resulting 314 

in the slightly larger RMSEs (Figure 7a). 315 

For SIT, the two assimilation runs bring the simulated-SIT into consistency with the CS2SMOS observations 316 

(Figure 7df) and the ULS-measurements. From January to August, the gridded SIT (the CS2SMOS and the two 317 

assimilation runs) agree well with the ULS-measured SIT, since the Beaufort Sea is covered by compact ice. However, 318 

from October to December when the open ocean starts to refreeze, the CS2SMOS, the two assimilation runs, and the 319 

ULS-measurements show systematic discrepancies. The SIT increases more quickly in CS2SMOS dataset than the 320 

two assimilation runs and the ULS-measurements. The two assimilation runs generate the smallest error against the 321 

ULS-observed SIT and satellite-observed SIC at the three mooring locations, within the prior observational 322 

uncertainties.  323 
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 324 

Figure 7. SIC from satellite observations (SSMI-Obs), CTRL, opti-SE and opti-SPE at the mooring locations (a) Ma, (b) 325 
Mb, and (c) Md (see locations in subplot of panel (a)). The RMSEs of SIC between the three simulations and SSMI-Obs are 326 
listed in panels (a)(c). Panels (d)-(f) are the corresponding SIT derived from the upward looking sonar (ULS-Obs), 327 
CS2SMOS, CTRL, opti-SE, and opti-SPE. And the RMSEs of SIT between the three simulations and ULS-Obs are also 328 
listed in panels (d)(f). The shadings indicate the uncertainties of satellite SIC and SIT obervations. For the ULS-Obs, we 329 
use the standard deviation of sub-daily sea ice thickness to represent the uncertainties.  330 

4.3.2 SIT from IMB data 331 

The IMBs measure the variation of SIT along the drift trajectories. Comparing these Lagrangian SIT observations 332 

with the gridded SIT from sea ice-ocean coupled model and satellite is less straightforward since the comparisons are 333 

usually subject to biases (e.g., Mu et al., 2018). We choose two metrics for validation: 1) the mean SIT over the 334 

observing time; 2) central root mean square deviation (CRMSD), computed as√
1

𝑁
∑ ((𝑥𝑛 − 𝑥𝑛̅̅ ̅) − (𝑦𝑛 − 𝑦𝑛̅̅ ̅))

2𝑁
1 , 335 

where x and y represent the simulated- and measured-SIT, respectively, and the overbar denotes time average. The 336 

smaller CRMSD values, the better the simulation reproduces the sea ice evolution. We selected six IMBs with long 337 

living records: one of them was deployed in 2011 in the central Beaufort Sea (2011J) and drifted toward the Chukchi 338 

Sea (top left panel in Figure 8) in 2012; the other five IMBs are deployed in 2012 in the central Arctic.  339 
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 340 
Figure 8. SIT along the IMB trajectories. The IMB trajectories (a-2011J, b-2012B, c-2012G, d-2012H, e-2012I, f-2012L) are 341 
shown in the left panels and the colors indicate the observing time. The SIT of IMBs (yellow lines), CS2SMOS (red lines), 342 
CTRL (grey lines), opti-SE (black lines), opti-SPE (blue lines) are plotted in the right-hand side against observing time. The 343 
shadings indicate the CS2SMOS observational uncertainties. The statistics (mean SIT and CRMSD against IMBs) of IMBs, 344 
CS2SMOS, CTRL, opti-SE, and opti-SPE are also shown in each plot.  345 

 346 

SIT biases of 0.20.7 m appear between the CS2SMOS data and the control run. The optimization brings the 347 

model simulations close to the CS2SMOS data, especially in opti-SPE (“Mean” values in Figure 8cf). Considering 348 

the SIT evolution along the drift trajectories, both opti-SPE and opti-SE reproduce the seatellite-measured sea ice 349 

growth processes well.  350 

As expected, the IMB measurements are usually show 0.51.5 m biases compared with the CS2SMOS 351 

observations (Figure 8) which likely indicates that the IMB deployment site with the ice condition don’t necessarily 352 

represent a large spatially average, especially SIT. Considering the SIT variation along the drift trajectories, the three 353 

model simulations and the IMB measurements show much weaker SIT variabilities than the CS2SMOS observations 354 

because of 1) the buoys is generally deployed on the relatively thick level ice (Richter-Menge et al., 2006), and 2) the 355 

satellite altimeter observations contain a large amount of signal from the thin ice, which has a relatively large growth 356 
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rate (Lei et al., 2022), and ice dynamic deformation can also contribute to the thickening of sea ice within the grid 357 

(von Albedyll et al., 2022). The CRMSD, computed between the gridded SIT with the IMB measurements, show that 358 

the SIT variations in opti-SPE matches the best to the IMB measurements. 359 

In summary, opti-SPE effectively reduces the mean SIT biases between CS2SMOS observations and the control 360 

run. The two assimilation runs reproduce the SIT variation observed by IMBs, with CS2SMOS observations exhibiting 361 

greater variability than IMB measurements. Analysis of the CRMSDs reveals that opti-SPE matches sea ice evolution 362 

best with respect to the IMB measurements. We note that the data derived from point-measurements of IMB also have 363 

their own shortcomings, including the representativeness of initial ice thickness at the deployment, the impact of 364 

spatial heterogeneity of snow accumulation during the later measurement stages, and the inability to include sea ice 365 

thickening caused by ice dynamic deformation. 366 

4.5 Sea Ice Velocity from IABP 367 

Twenty-two IABP ice drifting buoys with drifting periods larger than 100 days are used the retrieve ice velocity, 368 

which are compared against the three model simulations. The buoys are deployed on the multi-year sea ice initially 369 

and then drift with the sea ice. Daily sea ice velocities are computed based on the buoy locations and the model-370 

simulated sea ice velocities are interpolated to the buoy locations. We summarize the statistics, including the standard 371 

deviations, the correlation coefficients, and the root mean square deviations (RMSDs), with the Taylor diagrams 372 

(Taylor, 2001). 373 
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 374 
Figure 9. (a) IABP buoy trajectories in 2012. Taylor diagrams of CTRL (filled circles), opti-SE (filled triangles), and opti-375 
SPE (filled squares) with respect to the (b) zonal (UICE) and (c) meridional (VICE) ice velocities retrieved from the IABP 376 
buoys. 377 

 378 

The cost component of SID accounts for 1.45% of the total cost function, which is slightly reduced to 1.42% and 379 

1.43% in opti-SE and opti-SPE, respectively. As shown in Figure 8b and c, the statistics of CTRL, opti-SE, and opti-380 

SPE with respect to the zonal and meridional sea ice velocities from the drifting buoys show slightly differences. As 381 

from the statistics, these buoys can be categorized into two groups: 1) the buoys drifting in regions with compact ice 382 

(NO. 1-14 in Figure 9a); and 2) the buoys drifting into the region with low SIC gradually (NO. 15-22 in Figure 9a). 383 

In the first groups (1-14 in Figure 9a), the RMSEs (0.0429, 0.0417, 0.0423) and correlation coefficients (0.8226, 384 

0.8232, 0.8229) of CTRL, opti-SE, and opti-SPE are similar. For individual buoys, their statistics in the Taylor 385 

diagrams (Figure 9b, c) are also very close in CTRL, opti-SE, and opti-SPE, and the root mean square errors are mostly 386 

smaller than prior uncertainties (0.06 m s-1). 387 

Unlike the first group, the simulated ice velocities match the buoy observations (NO. 15-22 in Figure 9a) much 388 

worse in the second groups, with RMSEs of 0.0880, 0.0973, 0.0959 and the correlation coefficients of 0.5691, 0.4863, 389 

0.4911 in CTRL, opti-SE, and opti-SPE. Besides,  the statistics of the second groups in the Taylor diagrams are more 390 

dispersed, which indicates that two assimilation runs increase the sea ice velocity errors and degrade the correlations.  391 
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In Figure 10, we further analyze two buoy representatives (NO. 16 and 21 in Figure 9a) which gradually drifted 392 

toward the ice edge. The buoy-16 was deployed on April 12 2012 in the southeastern Beaufort Sea (72.38°N, -393 

127.47°E), which drifted westward along the south periphery of the Beaufort Gyre, and ceased the data reporting by 394 

November 10 2012 at the Alaska coast (71.34°N, -160.55°E). The buoy-21 was deployed on April 15 2012 in the 395 

central Arctic Ocean. It was advected along the transpolar stream and out through the Fram Strait, and finally ceased 396 

the data reporting by November 06 2012 in the Greeland Sea.  397 

The sea ice velocity differences are very small over regions with compact ice because the ice internal stress would 398 

attenuate the response of ice motion to wind forcing. Toward the marginal ice zone, SIC decreases from ~100% to 0 399 

(Figure 10a, d) together with reduced ice internal stress. Sea ice is therefore becoming more sensitive to wind stress 400 

(Figure 10b-f). The sea ice velocity differences are very small over regions with compact ice. At the sea ice marginal 401 

zone, it is not possible for the three model simulations to reproduce the weakening ice field perfectly upon current sea 402 

ice model physics, resulting in visible errors in sea ice velocities. Along the buoy-16 trajectory, the satellite-observed 403 

SIC approached near zero by the early August (Figure 10a) while the buoy still drifted independently until the end of 404 

October (Figure 10b, c). During this period, the sporadic ice floes, including the ice floe with the buoy, cannot be 405 

detected by the satellite passive microwave observation; while the fragmented ice floes should enter a complete free-406 

drift state, which means that the speed ratio of sea ice motion to wind reaches the maximum (e.g., Zhang et al., 2022). 407 

This ice condition increases the comparison uncertainty. We also suspect that the size of the ice floe with the buoy is 408 

too small to be captured by the satellite and the numerical model with resolutions of ~10 km. Therefore, the numerical 409 

simulation of sea ice and the characterization of heat and  momentum exchange between the atmosphere and the ocean 410 

are extremely challenging for the margional ice zone. 411 

 412 

Figure 10. Changes in (a, c) SIC and (b, d) sea ice velocity along the buoy trajectories (NO. 16 and 21 in Figure 9a). 413 
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 414 

5 Conclusions and Discussion 415 

In the coupled sea ice-ocean model, the parameters in the parameterization schemes describes the physical 416 

properities of the ocean and sea ice. Uncertainties of these parameters are a major sources of model errors. At the 417 

current stage, globally uniform values for model parameters are used as default which are tuned based on the sea ice 418 

state decades ago. 419 

In this study, we attempted to estimate the mode state and parameter simultaneously using satellite and 420 

hydrographic observations in a coupled sea ice-ocean model. We extended the study of Lyu et al. (2023) by including 421 

the spatiotemporally varying model parameters in the control variables and optimized them together with the 422 

atmospheric forcing and the model initial conditions by assimilating large scale observations.  423 

By assimilating satellite-measured SIC, SIT, SIV, along-track SLA, SST, and in-situ temperature and salinity 424 

profiles in 2012, the year with the recorded low summer Arctic extent, we explored the added effects of simultaneously 425 

state and parameter estimation (opti-SPE) over the tradiational state estimation (opti-SE). opti-SPE further reduces 426 

the cost function by 10.5%, especially for the SIC. In the control run and opti-SE, we note that the sea ice grows much 427 

slower over the open water in the Pacific sector during October, resulting in large negative SIC errors. By reducing 428 

the leads closing parameter Ho (orders of 0.1 m), opti-SPE acceralates the lateral sea ice growth in the open water. 429 

Since the sea ice cover impacts the heat flux from the ocean to the atmosphere heat flux significantly in Autumn, 430 

values of this parameter should be calibrated delicately for better simulating the ocean-sea ice-atmosphere interactions 431 

and quantifying the ocean and atmosphere heat fluxes. 432 

Considering SIT, opti-SE and opti-SPE bring the simulated SIT within prior uncertainties of CS2SMOS data. 433 

Comparing with the independent ULS-measured SIT at the BGEP moorings, the two assimilation runs reproduce the 434 

seasonal sea ice evolution well. The differences of the assimilation run with respect to the ULS measurements are 435 

much smaller than that between CS2SMOS data and ULS measurements, especially from October to December. From 436 

the perspective of Lagrangian comparison, considering the sea ice evolutions along the six IMB trajectories, opti-SPE 437 

performs slightly better than opti-SE. Howevere, both the representativeness of IMB observations on local-scale ice 438 

thermodynamic processes and the contributions of sea ice dynamic deformation to ice thickening will affect the 439 

objective comparison between the simulation results and buoy measurements. 440 

The overall improvements of data assimilation on sea ice velocities are not significant. In regions with compact 441 

ice, the two assimilation runs slightly improve the simulated sea ice velocity. However, as the buoys drifting into the 442 

marginal ice zone or the almost ice-free regions, the model simulations and the satellite may fail to simulate or monitor 443 

the small ice floes, resulting in large errors in sea ice velocities. 444 
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Despite that we use a relatively low-complex sea ice model as compared to the modern sea ice models such as 445 

the Los Alamos sea ice model (CICE; Hunke et al., 2020), the assimilation results demonstrate that the model 446 

simulations are brought into consistent with the satellite observations efficiently, which is also close to independent 447 

observations. Zampieri et al. (2021) also demonstrated that the low-complex sea ice model can be optimized more 448 

efficiently and the overall performance after optimization is mostly in line with the complex CICE configuration. 449 

Therefore, the low-complex sea ice model remains a suitable tools to for Arctic ocean and sea ice assimilation studies 450 

at the current stage. Indeed, we will update the sea ice module with the more complex CICE model in the next state 451 

and reconstruct the Arctic Ocean and sea ice changes using SPE.  452 
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