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Abstract. The community Noah with multi-parameterization options (Noah-MP) land surface model 7 

(LSM) is widely used in studies from uncoupled land surface hydrometeorology and ecohydrology to 8 

coupled weather and climate predictions. In this study, we developed NMP-Hydro 1.0, a hydrological 9 

model written in CSharp(C#). NMP-Hydro was developed by faithfully translating the FORTRAN 10 

version Noah-MP from the uncoupled WRF-Hydro 3.0, and was coupled with a river routing model. 11 

NMP-Hydro has the capacity of execution on Windows systems, utilizing the multi-core CPUs 12 

commonly available in today's personal computers. The code of NMP-Hydro has been tested to ensure 13 

that it produces a high-degree of consistency with the output of the original WRF-Hydro. High-resolution 14 

(6 km) simulations were conducted and assessed over a grid domain covering the entire Yellow River 15 

Basin and the most part of North China. The spatial maps and temporal variations of many state variables 16 

simulated by NMP-Hydro 1.0 and WRF-Hydro/Noah-MP demonstrate consistent results, with 17 

occasionally minor discrepancies. The river discharge for the Yellow River under various scheme 18 

combinations of six Noah-MP parameterizations exhibits general agreement with the natural river 19 

discharge at the Lanzhou station. NMP-Hydro can be regarded as a reliable replica of Noah-MP in 20 

WRF-Hydro 3.0, but it can leverage the modern, powerful, and user-friendly features brought by 21 

the C # language to significantly improve the efficiency of the model users and developers.  22 

1. Introduction. 23 

In contemporary hydrological prediction and flood warning applications, the effectiveness of 24 

hydrological models hinges on their ability to delineate intricate energy and water processes on the land 25 

surface, surpassing the capabilities of traditional rainfall-runoff models. To address this demand, certain 26 

land surface models (LSMs) utilized by atmospheric science communities have been bolstered with 27 

hydrological simulation features, as observed in WRF-Hydro (Lin et al., 2018), or conventional rainfall-28 

runoff models have been enriched with more comprehensive descriptions of land surface processes, 29 

exemplified by the VIC model (Liang et al., 1994). 30 

The Noah Land Surface Model with multi-parameterizations (Noah-MP) (Niu et al., 2011; Yang et al., 31 

2011)stands out as a robust tool for studying global water issues, serving as the foundation for models 32 

like WRF-Hydro, which incorporates Noah-MP (Gochis, 2020). However, the code for Noah-MP and 33 

WRF-Hydro is written in FORTARN, a 'legacy' language, posing challenges for code analysis and 34 

editing, unlike more modern languages such as CSharp(C#) or Java. This limitation makes it arduous for 35 

users unfamiliar with FORTRAN to comprehend and modify the code. Additionally, Noah-MP and 36 

WRF-Hydro necessitate a UNIX-like operating system, causing inconvenience for users and developers 37 
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relying on Windows systems. Therefore, there is a compelling need to code Noah-MP in a contemporary 38 

modern programming language. 39 

We designed NMP-Hydro 1.0, a hydrological model based on Noah-MP but coded using the CSharp (C#) 40 

language. This model was crafted by creating a framework and accurately translating the original Noah-41 

MP LSM code from WRF-Hydro 3.0 and coupling with a Muskingum method-based river routing 42 

model(Liu et al., 2023). C#, recognized for its modern and object-oriented approach, is widely used for 43 

software development across various platforms, particularly on the Windows operating system.  44 

NMP-Hydro offers several advantages over the original WRF-Hydro/Noah-MP. Unlike the original 45 

version that requires compiling for each computer and predominantly relies on Unix-like systems, NMP-46 

Hydro can seamlessly run on Windows systems supporting the Microsoft Dotnet Framework. The 47 

executable files, once compiled, can be easily packaged and distributed to other Windows computers, 48 

providing convenience for users less familiar with Unix-like operations. The utilization of the C# 49 

language facilitates advanced software programs for code visualization and analysis, enhancing user 50 

convenience for code reading and modification. The model's design aligns with the input datasets and 51 

settings in the 'namelist' file, ensuring compatibility with WRF-Hydro 3.0. Based on the support of 52 

parallel computation of C#, both the translated Noah-MP LSM simulation and the river routing 53 

simulation in NMP-Hydro support parallel execution on common personal computers. 54 

2 The Noah-MP LSM 55 

Noah-MP is a robust model renowned for its capability to represent diverse physical processes. Since its 56 

initial introduction by Niu et al.  （2011) and Yang et al. (2011), Noah-MP has been seamlessly integrated 57 

into the Weather Research and Forecasting (WRF) model, giving rise to the WRF-Hydro model, as 58 

elucidated by Gochis (2020). Furthermore, the offline WRF-Hydro model plays a pivotal role in the 59 

National Water Model, contributing to the simulation of floods and river flows across the United States, 60 

as highlighted by Bales (2019), Francesca et al. (2020), and Karki et al. (2021). Noah-MP's versatility 61 

extends to applications such as streamflow prediction (Lin et al., 2018) and the estimation of spatial 62 

distributions for evapotranspiration, surface temperature, carbon fluxes, heat fluxes, and soil moisture, 63 

as demonstrated in many studies (Chang et al., 2020; Gao et al., 2015; Li et al., 2022; Ma et al., 2017; 64 

Yang et al., 2021).. 65 

Noah-MP excels in physically representing water and energy dynamics across various environmental 66 

layers, encompassing a vegetation canopy layer, multiple snow and soil layers, and an optional 67 

unconfined aquifer layer for groundwater. Unlike functioning in isolation, Noah-MP is typically coupled 68 

with host models, such as the community WRF-Hydro modelling framework (Lin et al., 2018) and 69 

HRLDAS (Chen et al., 2007), emphasizing its collaborative nature. Additionally, Noah-MP plays a 70 

pivotal role in the National Water Model (Francesca et al., 2020; Gochis, 2020), contributing to real-time 71 

streamflow forecasts for the entire United States of America. To capture specific physical processes, 72 

Noah-MP employs multiple parameterization schemes, offering users the flexibility to select from a total 73 

of 12 parametrizations, as outlined in Table 1. This versatility enables tailored representation of diverse 74 

environmental conditions and processes, enhancing the model's adaptability and applicability. 75 

 76 

 77 

Table 1: Parameterization Options for Noah-MP (an asterisk (*) denotes the recommended default 78 

option). Certain abbreviations correspond to terms used for Parameterization Schemes (PS) in Noah-79 
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MP, and their meanings can be referenced in the Noah-MP user document. For instance, LAI and 80 

FVEG represent the leaf area index and the fraction of vegetation cover, respectively.  81 

 82 

Abbreviation Physical parameterization Scheme 

Code   

Scheme Options 

DVEG Vegetation option 1~5 *1 table LAI, read FVEG;  

2 dynamic LAI, FVEG=f(LAI);  

3 table LAI, FVEG=f(LAI);  

4 table LAI, FVEG=maximum;  

5 dynamic LAI, FVEG =maximum 

CRS Stomatal conductance (controls transpiration 

from leaves) 

1~2 *1 Ball-Berry; 2 Jarvis 

BTR β-factor (soil moisture stress factor controlling 

transpiration) 

1~3 *1 Noah; 2 CLM; 3 SSiB 

RUN Runoff (runoff generation at and below the 

surface) 

1~4 1 SIMGM; 2 SIMTOP; *3 Schaake96; 

4 BATS 

SFC Surface layer drag coefficient  1~2 *1 M-O; 2 Chen97 

FRZ Frozen soil permeability Fixed to 2 *1 NY06; 2 Koren99 

INF Supercooled liquid water Fixed to 2 *1 NY06; 2 Koren99 

RAD Radiation transfer option 1~3 1 gap=F(3D,cosz); 2 gap=0; *3 gap=1-

Fveg 

ALB Snow surface albedo  Fixed to 2 1 BATS; *2 CLASS 

SNF Precipitation partition option (rainfall or 

snowfall) 

Fixed to 2 *1 Jordan91; 2 BATS; 3 Noah 

TBOT Lower boundary of soil temperature 1~2 *1 zero-flux; 2 Noah 

STC Snow/soil temperature time scheme Fixed to 1 *1 semi-implicit; 2 fully implicit;  

3 Ts=f(fsno) 

 83 

3 Development of NMP-Hydro  84 

3.1 Translation of Noah-MP Code 85 

Our primary focus in developing NMP-Hydro involved translating the original FORTRAN code of 86 

Noah-MP into the C# language. The overarching objective of this translation is to create a hydrological 87 

model based on Noah-MP capable of functioning seamlessly on Windows systems. It is essential to 88 

note that this translation is based on a relatively older version of Noah-MP utilized in WRF-Hydro 3.0, 89 

as the process commenced before the release of Noah-MP 5.0 (He et al., 2023). 90 

Converting FORTRAN code into C# is not straightforward due to significant differences in syntax 91 

between the two languages. The reconstruction of the model in the C# language follows a 92 

straightforward object-oriented design. While FORTRAN is traditionally a function-based language, 93 

the core Noah-MP module's functions, subroutines, and state variables are encapsulated as members 94 

within a class named GridCell (Fig. 1(a)). This class represents all Noah-MP behaviors within a grid 95 

box. The variable names, function definitions, data structures, and execution logic have been kept 96 
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largely consistent with the original FORTRAN code, ensuring user-friendliness for those familiar with 97 

Noah-MP. To handle multiple grid boxes, another class named Driver is employed. This class manages 98 

tasks such as initializing model variables, creating multiple grid boxes, reading/writing files, and 99 

controlling the execution of the model. 100 

Throughout the translation process, a key focus was addressing operations on FORTRAN arrays (Fig. 101 

1(b)), crucial for representing the state of soil and snow layers in Noah-MP. Unlike C#, FORTRAN 102 

allows arrays to have user-specified index ranges (e.g., index values from -3 to 4). However, in C#, the 103 

first index of all arrays invariably starts from 0. To streamline the translation, we introduced a new 104 

array class named FortArray, designed to mimic FORTRAN arrays. The inner array data in FortArray 105 

adheres to standard C# conventions, accepting 0 as the inner index of the first element. Yet, externally, 106 

the class allow access to the array values through extra indices. The class provides methods for index 107 

translation from outer indices to inner indices: 108 

 Iin = Iex - Istart                                (1) 109 

Where Iin, Iex and Istart represent the inner index, outer index and the first outer index. The inner index 110 

corresponds to the standard C# arrays, while the outer index corresponds to the FORTRAN arrays. For 111 

instance, if a FORTRAN array of 8 elements has an index range from -3 to 4, this array is translated into 112 

a FortArray that has a standard inner array of 8 elements and accompanied by two arguments representing 113 

the start FORTRAN index (-3) and the end FORTRAN index (4), then the range of its inner indices are 114 

0~7. This array translation technique ensures that all the original execution logic in Noah-MP is 115 

seamlessly preserved in NMP-Hydro. 116 

The model also supports parallel execution, implemented through the native parallel functionality of the 117 

C# language. These functions efficiently allocate computational tasks for distinct grid boxes to different 118 

CPU threads. For instance, if a specific domain requires the execution of 2400 grid boxes, and the tasks 119 

are assigned to 8 threads, each thread is responsible for completing the tasks of approximately 300 grid 120 

boxes. It's crucial to note that if the number of specified threads exceeds the actual number of CPU cores, 121 

multiple threads may end up executing on a single CPU core. Therefore, specifying more threads than 122 

the available CPU cores does not contribute to an overall improvement in execution speed.  123 
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 124 

Figure 1. The architectural diagram of NMP-Hydro (a) and the conversion of FORTRAN arrays to C# 125 

arrays (b) are depicted in the schematic. 126 

3.2 Coupling with a parallel river routing module 127 

In the development of NMP-Hydro, we integrated a parallel river routing module based on the 128 

Muskingum method (Liu et al., 2023), deviating from the previous utilization of the coupled RAPID 129 

model in WRF-Hydro (Lin et al., 2018). This parallel river routing module, implemented using C#, 130 

incorporates our unique techniques:  131 

1) An array-based sequential processing method for Muskingum routing. 132 

2) A straightforward equal-sized domain decomposition method. 133 

3) Three distinct parallelization schemes for river routing. 134 

4）A specific sorting approach for river segments used in domain decomposition. 135 

This approach's primary advantage lies in its ability to straightforwardly decompose any river network 136 

into multiple domains with an equal number of river segments. Achieved by evenly dividing the river 137 

segment list into any number of blocks, this innovation capitalizes on the inherent tree-like structure 138 

present in most river networks. Importantly, it does not necessitate consideration of the topological 139 

conditions specific to a given network, as required in studies such as Mizukami et al. (2021) or David et 140 

al. (2015). This design allows parallel execution of river routing on modern personal computers equipped 141 

with multi-CPU cores. 142 

The integration of the river routing module with the Noah-MP LSM involves assigning lateral inflows 143 

from the LSM-simulated total runoff to the river routing model. In the present NMP-Hydro configuration, 144 

we utilize a straightforward catchment centroid-based coupling interface (David et al., 2015). This 145 

method designates the LSM grid cell containing the catchment centroid (referred to as the "centroid cell") 146 

as the location for a river reach to receive lateral inflows. At a specific temporal step, the computed 147 

contributing runoff discharge Qlat (unit: m3/s) is determined by the following expression:  148 

𝑄௟௔௧ = 𝑅(𝑛𝑥, 𝑛𝑦) × 𝐹 × 1000 149 
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where 𝑅(𝑛𝑥, 𝑛𝑦) is the runoff (mm, surface + subsurface) simulated by the LSM during the time step, 150 

F is the catchment area (km2) contributing water to the current river segment. 151 

Alternatively, employing weighted assignments from different grid boxes, akin to the method utilized in 152 

(Lin et al., 2018), is also a valid approach. However, this method requires the generation of weights from 153 

multiple grid boxes. Given the size of each grid box (equivalent to the resolution of meteorological data, 154 

typically ranging from 25 km to 100 km), and considering that each grid box can encompass the 155 

catchment areas of multiple river segments, the coupling approach using area weighting is unlikely to 156 

yield substantial improvements for most river segments.  157 

3.3 Code Debugging Process 158 

To eliminate any potential code errors resulting from incorrect translation, we conducted a thorough 159 

review of the code by performing model execution benchmark on a grid domain. These tests were carried 160 

out in three stages. Initially, the code underwent a meticulous step-by-step check by examining the 161 

printed values of each variable in WRF-Hydro 3.0 running for specific single grid boxes. This debugging 162 

process was also conducted on each option of multiple physical parameterization schemes. This process 163 

effectively eliminated any code errors arising from inaccurate translation. However, it is important to 164 

note that these tests are only feasible for a limited number of temporal steps and grid boxes. Debugging 165 

the code through years-long simulations across the entire domain is impractical.  166 

In the second phase, we compared the spatial distribution of multiple state variables and the long-term 167 

discharge hydrograph produced at the main river sections by NMP-Hydro with that produced by WRF-168 

Hydro 3.0. After identifying and correcting any erroneous code, the final results indicated that the two 169 

models are capable of generating broadly identical outcomes.  170 

 171 

4. Benchmark Testing of NMP-Hydro 172 

4.1 Application area and data  173 

4.1.1 Application area 174 

The Yellow River Basin in Northern China is used as a test area of NMP-Hydro. The gridded domain, as 175 

illustrated in Fig.2 and Fig.3, encompasses the entirety of the Yellow River Basin (YRB) and the most 176 

part of North China, consisting of 350 columns and 170 rows, featuring a resolution of 6 km in Lambert 177 

conformal conic projection coordinates. Geophysical information essential for the domain, including 178 

digital elevation, land use and land cover, and green vegetation fraction, was extracted from the 179 

WRF/WPS 3.5 input database.  180 
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 181 

Figure 2. The terrain map of the simulation domain and the three grid boxes for comparison of state 182 

variable time series. The three grid boxes are represented by yellow dots, marked with grid box code, 183 

the row number and the column rows 184 

 185 

For the river routing simulation, the digital river network of the Yellow River was obtained from the 186 

HydroSHEDS dataset (version 1) (http://hydrosheds.cr.usgs.gov/). HydroSHEDS is derived from 187 

gridded digital elevation data with a resolution of 15 arc-seconds. Given the substantial human 188 

intervention and the intricate nature of reproducing observed daily or hourly water discharge, uniform 189 

values were assigned to all river segments for the river routing parameters (specifically, the wave celerity 190 

(ck) and another parameter (x) describing the river channel condition, as detailed in (David et al., 2013)). 191 

No precise calibration is required, as monthly or annual river discharge remains unaffected by changes 192 

in routing parameters. 193 

The Yellow River basin experiences significant human impacts, including irrigation, industrial water 194 

usage, and groundwater extraction. Major artificial reservoirs and numerous smaller reservoirs regulate 195 

the river's discharge, serving as the primary water resource during the dry season. However, such 196 

extensive human interference presents substantial challenges in accurately modeling river discharge. 197 

Comparatively, the river discharge upstream of the Lanzhou (In Zone 1 as shown Fig.2) hydrological 198 

station contributes over half of the entire YRB's total discharge, and is relatively less impacted by dams, 199 

enabling us to objectively test the model’s performance.  200 
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 201 

Figure 3. The grid domain covering the Yellow River Basin and the North China area: (a) Geographical 202 

location within China; (b) Elevations; (c) Vector River networks utilized for river routing modeling 203 

(extracted from the HydroSHEDS dataset). The delineation of the boundaries between distinct zones 204 

controlled by four gauging stations (Lanzhou, Toudaoguai, Sanmenxia, Lijin) is represented by red lines. 205 

 206 

4.1.2 Meteorological dataset and river discharge data 207 

To drive the model, a 3-hourly meteorological forcing dataset comprising of shortwave and longwave 208 

downward radiation, wind velocity, air temperature, relative humidity, air pressure at the surface, and 209 

precipitation rate was acquired. The dataset was extracted from the 1.0˚×1.0˚ GLDAS-1 land surface 210 

product (Gan et al., 2019; Rodell et al., 2004), for the period 2000-2016. Given the limited availability 211 

of observational/reconstructed data between 2001 and 2016, the extracted data pertains to this period, 212 

and additional data between 1996 and 2000 was also extracted for the model’s spinning-up.  213 

In previous research, the spinning-up of Noah-MP requires 50 years (Wu et al., 2021) or more than one 214 

hundred years (Zheng et al., 2019) to achieve an equilibrium state. However, in this study, the spin-up 215 

process was conducted in two steps. In the first step, the period from 1996 to 2016 was run three times 216 

to generate a 'restart file' for a 63-year spinning-up, utilizing the initial PS combination (11131-2222-217 

121). In the second step, starting from this initial combination, new schemes were introduced, and the 218 

'restart file' was used to initiate the formal experiments covering the period from 1996 to 2016.  219 

The dataset of Natural River Discharge (RND) reconstructed by the Yellow River Conservancy 220 

Commission of the Ministry of Water Resources was gathered to assess the model output. Annual natural 221 

discharges from the monitoring station of Lanzhou were collected for the period from 2001 to 2016. 222 
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 223 

4.2 Comparing the outputs of NMP-Hydro and WRF-Hydro3.0 224 

It is noteworthy that there are numerous parameterization scheme combinations for Noah-MP, which 225 

makes it unfeasible to compare the results generated under all scheme combinations. Therefore, the 226 

output of NMP-Hydro and WRF-Hydro under the default parameterization scheme combination was 227 

compared, based on the exact same meteorological dataset. The comparison was conducted in two ways. 228 

The first comparison is that of the spatial maps of multiple variables (Table 2) for a specific year or day. 229 

For each state variable, such as SFCRNOFF, the maps of state variables simulated by NMP-Hydro and 230 

WRF-Hydro are presented. The difference (Δ) between the values of the same variables simulated by the 231 

two 'Noah-MP models' is calculated as 232 

Δ= VNMP-Hydro - VWRF-Hydro 233 

Where VNMP-Hydro and VWRF-Hydro are the state variable simulated by the two Noah-MP models, respectively.  234 

For certain variables, such as SFCRNOFF, UGDRNOFF, ECAN and ETRAN, the percentive relative 235 

differences were also calculated as follows: 236 

δ=100·Δ/VWRF-Hydro 237 

The second method is to compare the variations of state variables at specific grid boxes. In this case, only 238 

three grid boxes (Fig. 2) were selected to extract the state variable time series. 239 

 240 

Table 2 The state variables simulated by NMP-Hydro and WRF-Hydro, which is verified by 241 

generating maps  242 

Variable name description unit 

SFCRNOFF Accumulated Surface runoff  mm 

UGDRNOFF Accumulated ground runoff mm 

ECAN Evaporation from canopy mm 

ETRAN Vegetation transpiration mm 

TV Vegetation temperature K 

TG Ground temperature K 

EAH Canopy air vapor pressure Pa 

EVG Ground evaporation heat  W/m2 

CHV Exchange coefficient vegetated  m/s 

CHLEAF   

TR Transpiration heat W/m2 

EVB Evaporation heat to atmosphere bare W/m2 

FIRA Total net long-wave radiation to atmosphere W/m2 

TRAD Surface radiative temperature K 

ALBEDO Surface albedo -- 

 243 

4.2.1 Maps of state variables simulated 244 

To test whether NMP-Hydro can produce the corresponding outputs of the original WRF-Hydro (Fortran-245 

version Noah-MP), many state variables (Table 3) from multiple time slices (10 June 2000, 10 June 2001, 246 

10 June 2004, and 10 June 2008) were checked by drawing maps. The maps for two representative 247 
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variables (SFCRNOFF and TV) are shown in Fig.4 and Fig.6. As can be seen, there is visually little 248 

difference in the spatial patterns of the results. Similarly, no discernable visual difference is also apparent 249 

for the maps of other variables. However, the relative difference of annual surface runoff and annual 250 

underground runoff is significant large at some areas (generally in high-elevation regions), where NMP-251 

Hydro underestimated those values by 10%~30% (Fig.4). Generally, the difference in TV is smaller than 252 

0.2 ˚C, but in some sporadically districted locations, the TV’s difference can be larger than 2 ˚C (Fig.6).  253 

 254 

Figure 4. Maps of annual total values, differences, and relative differences of SFCRNOFF (surface 255 

runoff, mm) and UGDRNOFF (underground runoff, mm) simulated by WRF-Hydro3.0 and NMP-256 

Hydro 1.0, for the year 2005.  257 

 258 

The monthly temporal variations of three representative grid boxes (as shown in Fig.2) indicate that the 259 

two models produced consistent changes (Fig.8). For certain variables, SFCRNOFF、TG、FIRA、CHV， 260 

occasionally, some significant differences was found in certain months for Gridbox2. It is such 261 

occasionally happened differences that caused the spatial disparity as shown in Fig.4-5. We checked the 262 

disparity at certain grid boxes on the daily scale and found that the differences also happen sporadically 263 

(Fig.5). Most of the differences occur during the cold months (November, December, January, and 264 
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February). However, it is worth noting that most of the simulated SFCRNOFF in these months show no 265 

difference, and this difference is also independent of whether precipitation occurred during these days. 266 

Each difference is caused by a mismatch in the simulated peak time (Fig.5), manifested as a one-day lag 267 

effect of NMP-Hydro relative to WRF-Hydro. Meanwhile, this lag effect of NMP-Hydro also causes 268 

underestimated or overestimated total surface runoff. Considering such mismatch usually happens in cold 269 

months and high-elevation regions, it may be caused by the different calculation accuracy for the 270 

processes of ice, snow and frozen soil. Although the code for these processes in Noah-MP is complex 271 

enough, we have checked the code multiple times and have not found any coding difference, so these 272 

differences are likely the result of floating-point errors. 273 

 274 
Figure 5. Simulated difference in daily surface runoff (SFCRNOFF) series simulated by NMP-Hydro 275 

and WRF-Hydro for Gridbox3. (a) the SFCRNOFF difference of NMP-Hydro to WRF-Hydro; (b-c) the 276 

disparities of SFCRNOFF near the day number 350, 1410 and 1790, respectively.  277 

 278 

Given these discrepancies on a monthly scale, no NSE smaller than 0.9 and correlations smaller than 279 

0.98 were identified. For the three representative grid boxes, no significant differences were identified 280 

for certain variables, including TR, EAH, TV, ACCETRAN, UGDRNOFF, and others (Fig.8). The daily 281 

time series from Gridbox3 are extracted, then are compared between the NMP-Hydro and the WRF-282 

Hydro. It is evident that EDIR, SFCRNOFF, soil water content and TV exhibit smaller discrepancies, 283 

whereas TG and ALBEDO demonstrate larger disparities (Fig.7). The discrepancies are pronounced 284 

when TG and TV below zero. 285 

The reason for occasional discrepancies between the outputs of two models remains elusive, as it is 286 

challenging to ascertain through the process of code checking and debugging. Such discrepancies may 287 
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be attributed to a number of factors, including floating-point calculation errors, disparate parameter 288 

configurations, or encoding inconsistencies. The former two are reasonable and acceptable, whereas a 289 

coding mismatch is typically unacceptable. Nevertheless, identifying discrepancies is only feasible 290 

during the initial stages of debugging, but not for tens to hundreds of subsequent iterations. It is not 291 

uncommon for errors to remain undetected even after the execution of numerous time steps. In this study, 292 

in light of the fact that no inconsistencies remained after checking the code many times, it is plausible 293 

that floating-point errors play a significant role in explaining the discrepancies. During the debugging 294 

process, we found inconsistency always arise from the recursive calculation of energy transferring for 295 

vegetated and bare land, such as variables TV and TG. The floating-point error of temperature could 296 

potentially result in markedly divergent outcomes during transitions around frozen temperature.  297 

 298 

Figure 6: Maps of TV (vegetation temperature, K) and TG (ground temperature, ˚C) simulated by 299 

WRF-Hydro3.0 and NMP-Hydro 1.0, for the day Jan. 1st, 2008 300 
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 301 
Figure 7. Daily state variables simulated by NMP-Hydro versus by WRF-Hydro at Gridbox3 302 
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 304 

Figure 8: Monthly surface runoff (mm), underground runoff(mm), transpiration (mm) and vegetation 305 

temperature (K) simulated by WRF-Hydro3.0(Noah-MP, blue) and NMP-Hydro (red) at the three grid 306 

boxes, 2000-2007. 307 

 308 

4.3 Streamflow discharges simulated by multiple experiments 309 

4.3.1 Experimental design of Noah-MP simulation 310 

Here, we present the numerical outputs of NMP-Hydro and the comparison with WRF-Hydro/Noah-311 

MP. The parallel speedup of NMP-Hydro will not be evaluated here, as it is a straightforward 312 

implementation in C# for executing multiple tasks. The description of parallelization of the coupled 313 

river routing models has been clearly described in our previous publication(Liu et al., 2023). 314 

To verify whether the various parameterization schemes (PSs) of NMP-Hydro can produce reasonable 315 

discharge for the Yellow River catchment area, this study conducted 17 Noah-MP simulations using 316 

different PS combinations. Given the challenge of determining the relative importance of each 317 

parameterization and the impracticality of including all possible combinations, we adopted a strategic 318 

approach. A fixed PS combination was established as a foundation, and alterations were made to one 319 

parameterization's scheme at a time (refer to Table 3). 320 

In addition to our selected parameterizations, we considered commonly used PS combinations, including 321 

the 'default' combination proposed by Noah-MP developers. Sensitivity analysis was conducted by 322 

analyzing the differences or variations among these incomplete PS combinations. It is important to note 323 
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that the chosen PS combinations represent only a subset of all possible combinations, and the assumed 324 

sensitivities based on this subset are considered indicative of overall sensitivities based on the complete 325 

set of combinations. 326 

The PS combinations are represented by codes consisting of sequential digital numbers. For instance, the 327 

default combination is denoted as '11131-1132-111', where each number signifies a scheme option. The 328 

initial experiment, arbitrarily set as the PS combination of '11131-2222-121', served as the foundation 329 

for subsequent experiments. Fifteen experiments (refer to Table 2) were then conducted by modifying 330 

one option at a time from the initial experiment. 331 

These experiments are categorized into multiple groups, with the initial experiment '11131-2222-121' 332 

being employed in multiple groups: 333 

Runoff scheme group (four experiments, switching between: 1. SIMGM, 2. SIMTOP, 3. Schaake96, 4. 334 

BATS); 335 

Vegetation scheme group (five experiments, switching between the first option and the fifth option, see 336 

Table 1); 337 

β-factor option group (three experiments, switching between Noah, CLM, and SSiB); 338 

Radiation transfer option group (three experiments, switching between three options); 339 

Group for the scheme of the lower boundary of soil temperature (six experiments); 340 

Group for stomatal conductance scheme (two experiments, switching between two options). 341 

 342 

Table 3. Experiments conducted in this study 343 

Number PS combination 

code 

Abbreviated 

code  

Description 

1 11131-2222-121 11131  

or 11131-222 

or 11131*121 

The first experiment 

2 11111-2222-121 11111 Experiments with RUN  

3 11121-2222-121 11121 

4 11141-2222-121 11141 

5 21131-2222-121 21131 

or 21131*121 

Experiments with DVEG 

6 31131-2222-121 31131 

7 41131-2222-121 41131 

8 51131-2222-121 51131 

or 51131*121 

9 11231-2222-121 11231 Experiments with BTR 

10 11331-2222-121 11331 

11 11131-2212-121 11131-221 Experiments with RAD 

12 11131-2232-121 11131-223 

13 12131-2222-121 12131 Experiments with CRS 

14 11131-1132-111 ‘default’ The default PS combination proposed by Noah-MP 

developers 

15 11131-2222-111 11131*111 Experiments with TBOT 

16 21131-2222-111 21131*111 

17 51131-2222-111 51131*111 
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 344 

4.3.2 Simulated streamflow under various parameterization schemes 345 

We simply use the Taylor diagram (Taylor, 2001) to evaluate the different PS on the river discharge at 346 

the Lanzhou station. Taylor diagram provides a graphical representation of a model’s simulation 347 

performance, encompassing three key indices: correlation coefficient (𝑅), root-mean-square error 348 

(RMSE), and standard deviation (SD).  349 

The streamflow discharges were produced by coupling the NMP-Hydro with the parallel river routing 350 

model. The results showed that, in general, the various scheme combinations of parameterizations can 351 

produce monthly river discharge close to the result of the original Noah-MP (WRF-Hydro) for the 352 

Lanzhou station. A preliminary comparison on the various scheme combinations is presented in Table 4. 353 

The monthly performance is summarized in Table 4 based on the comparison of the different PSs as 354 

shown in Fig. 9. It can be observed that for the majority of parameterizations, the discharges in winter 355 

are not sensitive to the schemes, this is to be expected, given the minimal runoff during this season. The 356 

simulated summer discharges exhibit notable degree of sensitivity with regard to the various 357 

parametrization schemes. In relation to the runoff parametrization, the results obtained through the 358 

utilization of the SIGGM scheme led to overestimation during the winter season and underestimation 359 

during summer, signifying that considering groundwater could enhance the simulation accuracy of the 360 

catchment modulation as opposed to other schemes. 361 

For the Lanzhou station, over 50% of experiments produced discharges with correlations larger than 0.9 362 

(Fig.10). The PS combination '11141-2222-121' yielded the highest correlation, and '11131-2222-111' 363 

showed the highest performance according to Taylor's score. 364 

 365 

 366 
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 367 

Figure 9: Monthly River discharge (m3/s) for Lanzhou. The first subplot displays the results simulated 368 

with varying RUN schemes while the other subplots follow a similar pattern. Reconstructed natural 369 

discharge is denoted as ‘obs’. 370 
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 371 

Figure 10: Taylor diagram for monthly and annual mean river discharge (m3/s) at the Lanzhou 372 

monitoring station 373 

 374 

Table 4: Performance of various parameterization schemes on monthly discharge for Lanzhou station 375 

  scheme Winter summer 

RUN 1.SIGGM Overestimation underestimation 

2.SIMTOP 

underestimation 

Small overestimation 

3.Schaake96 Large overestimation 

4.BATS The Largest overestimation 

CRS 1. Ball-Berry 
Small difference 

Overestimation 

2. Jarvis Underestimation 

DVEG 1.Table LAI, read FVEG 

No significant 

difference 

The largest overestimation 

2.dynamical LAI and FVEG=f(LAI) 
Mostly small 

overestimation 3. table LAI, FVEG=f(LAI) 

4 table LAI, FVEG=maximum 

5.Dynamical LAI, maximum FVEG Unstable overestimation and underestimation 

BTR 1.Noah 
No significant 

difference 

The largest overestimation 

2.CLM The middle overestimation 

3.SSib The smallest overestimation 

RAD 1. gap=F(3D, cosz) 
No significant 

difference 

Large overestimation 

2. gap=0 Slight overestimation 

3. gap=1-FVEG underestimation 

TBOT 1. Zero flux No significant 

difference 

large 

2.Noah small 

 376 

5 Model code and technical documentation for NMP-Hydro 377 

We archive, manage, and maintain the NMP-Hydro at https://github.com/lsucksis/NMP-Hydro for 378 

public access. A technical description was provided at the same site.  379 
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5 Conclusions 380 

This study presents the NMP-Hydro model, which is a reconstructed land surface eco-hydrological 381 

model based on Noah-MP.  The model was developed by translating the FORTRAN code of Noah-MP 382 

(in WRF-Hydro 3.0) into C# and also coupling it with a river routing model. The model has been 383 

designed for parallel execution on Windows systems, thereby capitalizing on the multi-core CPUs that 384 

are now a standard feature of personal computers. The NMP-Hydro code has been subjected to rigorous 385 

testing to ensure that it produces results that are consistent with those of the original WRF-Hydro. The 386 

code is based on the C# language, which facilitates greater user-friendliness and facilitates modification 387 

and expansion. 388 

The development of this software enabled the successful execution of high-resolution simulations 389 

encompassing a 6-km span within the Yellow River Basin (YRB). These simulations were conducted 390 

with a multitude of parameter scheme (PS) combinations within the Noah-MP framework. Maps of all 391 

the outputs (runoff, evaporation, groundwater, energy, vegetation) across the grid domain demonstrate 392 

consistent spatial patterns that are simulated by the two models. The long-term variations of multiple 393 

state variables simulated by the two models also exhibit high consistency, although some differences 394 

are evident. Identifying the cause of this simulation discrepancy in the outputs of the two models is a 395 

challenging task, given the intricate nature of the Noah-MP code. The sporadic occurrence of errors 396 

may be attributed to the accumulation of floating-point numerical calculation errors, especially for the 397 

cases below frozen temperature.  398 

With regard to the Lanzhou hydrological station, the river discharge simulated by NMP-Hydro based 399 

on the multiple scheme combination of parameterizations is found to be in reasonable agreement with 400 

the reconstructed natural river discharge.  401 

Overall, while there are discrepancies in the simulated results when compared to the original model, the 402 

NMP-Hydro model reproduces consistent spatiotemporal distribution of multiple variables as that by 403 

WRF-Hydro. Given the complex nature of long-term state variables in Noah-MP, which reflect multiple 404 

processes including runoff production, energy transfer and dynamical vegetation, the results of NMP-405 

Hydro and WRF-Hydro/Noah-MP remain highly consistent. It can therefore be asserted that NMP-Hydro 406 

can be considered a reliable replica of Noah-MP in the uncoupled WRF-Hydro 3.0. It was inevitable that 407 

minor modifications to the code or model parameters would be required during the testing phase of NMP-408 

Hydro. This presented a significant challenge in reproducing the identical outputs as those generated by 409 

WRF-Hydro. 410 
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