
Spy4Cast: a Python Tool for statistical seasonal forecast based on

Maximum Covariance Analysis. Review: Anonymous Referee #1

Duran-Fonseca, Pablo and Rodriguez-Fonseca, Belen

In this response we have gone through the comments made by Anonymous Referee #1. We appreciate
the effort at revising the manuscript and we have taken into account the corrections and the suggestions
of the referee.

1 General Comments

1. Scientific Context and Justification: While the manuscript provides a thorough description of
MCA, it does not sufficiently position MCA within the broader landscape of statistical climate forecasting
methods, such as Canonical Correlation Analysis (CCA). Given that CCA maximizes correlation-often
the primary metric in forecast validation-it is important to clarify why MCA was chosen over CCA and in
which scenarios it is preferable or less suitable. Additionally, Spy4Cast should be contextualized within
the existing Python ecosystem for climate forecasting and analysis (e.g., XCast, xeofs, climpred), which
similarly leverage xarray/dask. A discussion of the conceptual and practical advantages of Spy4Cast com-
pared to these tools-such as what Spy4Cast offers that XCast does not-would strengthen the manuscript
(see Specific Comments 3 and 8).

Thanks for the comment. In the following sections we have discussed the detailed comments. We present
here a list of advantages of MCA Compared with CCA and PCA:

1. MCA Avoids Variance Masking (vs. PCA):

• PCA, when dealing with multiple variables in a single matrix [6], combines variance and
covariance of variables with different variability, which can obscure covarying patterns.

• MCA focuses only on covariance, identifying 2 different matrices which covariate differently,
preventing dominance by high-variance variables [1].

2. Handles Multicollinearity Better (vs. CCA):

• CCA maximizes temporal correlation but struggles when the number of grid points exceeds
observations.

• MCA avoids this issue and is better suited for climate data with multicollinearity.

3. Better for Coupled Climate Patterns:

• MCA is effective in identifying coupled modes between different climate variables (e.g., SST
and rainfall).

• Useful for analyzing sources of predictability beyond just forecasting.

In summary, MCA is a robust tool for studying climate variability, particularly when analyzing relation-
ships between multiple variables. Singularities in Canonical Correlation Analysis (CCA) arise when the
covariance matrices of the input variables are singular or nearly singular [8, 3, 5], which is common
in climate data due to:
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1. High Dimensionality: Climate datasets often have more grid points (spatial locations) than time
steps (observations), leading to under-determined systems where the covariance matrix is not
invertible.

2. Multicollinearity: Strong correlations between variables (e.g., neighboring grid points in climate
data) cause redundancy, making the covariance matrix nearly singular.

How MCA Avoids This Issue:

• Unlike CCA, MCA does not require inverting individual covariance matrices but focuses
directly on the covariance between the two variable fields.

• This makes MCA more stable and better suited for climate studies where multicollinearity and
singular covariance matrices are common.

Thus, MCA is a practical alternative to CCA when working with high-dimensional climate datasets,
[9].

There are other python APIs with a more operational goal, to be used for producing forecast, as XCast
[4], implementing a diverse set of climate forecasting tools for operational use.

Our idea is not just to produce skillful predictions but to analyze the sources of predictability. Spy4Cast
is designed to be user friendly to work with multiple data sets and provide, in an easy way, the coupled
modes of covariability and the one-year out crossvalidated hindcasts for climate researchers working on
teleconnections.

In addition, comparing with XCast, spy4CAST works with the MCA methodology, which is not included
in XCast.

We have clarified all these aspects in the new version of the paper

2. Scalability and Computational Efficiency: The manuscript states that Spy4Cast can handle
”large” climate datasets, but its reliance on in-memory NumPy arrays for computing the cross-covariance
matrix raises concerns about scalability. High-resolution or global-scale datasets could result in excessive
memory usage, potentially limiting the tool’s applicability to gigabyte- or terabyte-scale datasets. The
authors should clarify the realistic data-size limits of Spy4Cast and discuss potential strategies for im-
proving scalability, such as incorporating dask.array, processing data in smaller subregions, or applying
prior dimensionality reduction techniques like PCA (see Specific Comment 1).

Thanks for the comment. We have clarified these aspects in the specific comments below

3. Scope and Flexibility: The manuscript suggests that Spy4Cast can handle “any kind of predictor,”
yet the current implementation appears tailored to oceanic fields with latitude-longitude-time coordinates.
While the library’s specialized design provides advantages, it also seems to come at the cost of flexibility-
for example, through the use of custom classes such as Dataset and Region. It would be helpful to clarify
whether the tool can process land-based variables, vertical levels (e.g., depth or pressure), or multiple
variables simultaneously (see Specific Comments 21, 22, and 25).

We agree with the comment of the referee and have softened this statement in the new version of the
manuscript. In its current version, Spy4Cast can handle any kind of 2-D predictor (lat-lon) that we want
to use to assess seasonal predictability. In this way, we could use, for example, sea ice cover, snow cover,
sea surface temperature, ocean heat content, or soil moisture. Nevertheless, the predictability of current
seasonal forecast is mainly led by the ocean initial state, and we are using this model to test the sensitivity
of different target variables to changes in the sea surface temperature variability, although we have also
tested its performance to other predictors, as heat content and, whenever the field is 2-D Spy4cast works
with no problem. We have modified accordingly the text. However, it is important to notice that the
preprocessing of the model is in a separate module and that model could be adapted to provide predictors
in 3D as these fields are not useful at seasonal time scales. Nevertheless, as the model is designed for
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testing predictability at seasonal time-scales, we think that we don’t need to provide 3-D fields. If we want
to find coupled patterns in the 3-D dimension, we should adapt the code in the preprocessing part, that
is right. In its current form, Spy4Cast can be used, also to find coupled patterns in climate data at lag 0,
just to identify links between patterns to further analyze the coupling mechanisms, and also if we want
to perform down scaling. For example, we could analyze the predictability of Sea Level Pressure using
SST as predictor and SLP as predictand, and, later on, we could produce predictions of high resolution
rainfall fields in a small region using as predictors large scale sea level pressure fields that have been
predicted using Spy4cast. We further analyze these applications in the new version of the manuscript

4. Clarity, Structure and Documentation: Although Spy4Cast is openly licensed and includes
example scripts, the documentation remains sparse, requiring users to infer key details from the source
code. The manuscript refers to preprocessing steps (e.g., detrending, filtering) but does not fully ex-
plain their implementation. Additionally, some design choices-such as the use of specialized Dataset and
Region classes instead of a pure xarray-based approach-should be more clearly justified, with discussion
of their advantages and limitations. The structure of the manuscript would also benefit from a clearer
distinction between the two validation approaches used: historical split validation and leave-one-year-
out cross-validation. Finally, a more comprehensive user manual-including details on parameter options,
algorithmic considerations (e.g., the use of randomized SVD), and potential pitfalls-would enhance re-
producibility and usability (see Specific Comments 2,18,19,20,29,24,28, and 27).

Thanks for the comment. We might not indicate clearly in the previous version the location of the manual
but the model provides an user manual including all the options indicated by the referee, and including
the implementation. More details are provided in the answers to the specific comments.

2 Specific Comments

Comment 1 (L7; also L48-53, 67, 69)

The manuscript states that Spy4Cast enables large dataset manipulation,” yet the internal computations
appear to rely on in-memory NumPy arrays for constructing the cross-covariance matrix. To clarify the
tool’s practical limits, please specify:

• The maximum feasible input size (e.g. grid dimensions) before memory constraints become prohibitive.

• Whether Spy4Cast integrates with dask.array or chunked xarray computations, specifically the compu-
tation of the SVD. If not, consider explicitly stating that Spy4Cast is suited for moderate-scale datasets
but may not efficiently handle very large (gigabyte-scale and beyond) datasets.

Additionally, please revisit the use of the term ”scalability” (L69). While static type-checking improves
code maintain-ability, it does not directly enhance the tool’s ability to handle large datasets. Consider
rephrasing for accuracy.

Dataset class has a chunks argument that gets passed to xaray.open_dataset. This way, dask.array is
utilized for the slicing and some part of preprocessing. For MCA and filtering the arrays are “computed”
and dask is no longer utilized. For this reason, it is not possible to operate on very large datasets with
the current implementation. In the future it could be implemented so that dask.array is fully leveraged.

In terms of memory usage, given our limited usage of dask, the covariance matrix has to be stored in
memory so we are limited to shapes around 104 to 105 spatial data points. As we are working mainly
with 2-D data sets we could be able to work with global data with resolutions of 0.1◦ lat-lon, which is
very common. Nevertheless, we mainly perform simulations with sliced regions so we could also work
with higher resolution data in smaller regions.

We have made sure that the manuscript reflects these limitations and puts more emphasis on the main
advantage of the package, that is convenience.

Comment 2 (L13) ... well documented for beginners and experience programmers.
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The statement about the documentation being suitable for both beginners and experienced program-
mers may need reconsideration. The current documentation appears quite minimal-while one notebook
demonstrates the general workflow, there is little to no explanation of the individual preprocessing steps
and their implications. Expanding the documentation to provide clearer descriptions of these steps would
greatly enhance usability.

In terms of documentation, we have taken into consideration this comment. To provide the necessary
explanations we have included a new file called Tutorial.ipynb in the Spy4CastManual repository.
This file performs preprocessing and MCA using only xarray and shows what the abstractions Spy4Cast
provides. In our opinion this makes clear what the focus of Spy4Cast is: improve convenience and provide
abstractions that reduce the users’ task for configuration. During research, Spy4Cast has been proven to
be helpful by eliminating bureaucracy when analyzing the relations. This way research, can be focused
on the results.

For documentation we have created a webpage at https://spy4cast.readthedocs.io/. In there, you
can find detailed descriptions of the API as well as installation instructions and examples. We have made
sure that the manuscript makes focus on this.

Comment 3 (L16-40)

The manuscript provides a detailed discussion of MCA, while Canonical Correlation Analysis (CCA) is
mentioned only briefly. Since many operational forecasting systems rely on CCA-given that it maxi-
mizes correlation, which often aligns more directly with forecast evaluation criteria-please expand on the
rationale for focusing on MCA.

Specifically, clarify the trade-offs between MCA and CCA in statistical forecasting. Additionally, consider
citing or discussing more recent literature (e.g., [1]) that compares these methods.

If feasible, a brief note on whether Spy4Cast could be extended or adapted for CCA-or if it is specifically
designed for MCA-would be valuable.

Thanks for the comment. It is true that the CCA is broadly used in statistical seasonal forecast. Nev-
ertheless, our aim is not to provide skillful predictions but to evaluate predictability. We think that
the maximization of the covariance is more interpretable than the correlation when analyzing coupled
patterns in climate data. In addition, the correlation calculation can produce non-interpretable values
in regions of low variability. We have experience in the use of this methodology and we did not find this
methodology implemented in other tools as XCast. Nevertheless, it is not difficult to add CCA to the
application, because we would just need to change the matrix to be diagonalized [9]. Wilks (2014) com-
pares different methodologies, including CCA and MCA and they state that “Overall, the three methods
exhibited generally similar skill levels”...“ There was, however, a tendency for the MCA forecasts to be
somewhat more skillful when trained on the full (1895 onward) predictand data record, as well as yield-
ing better forecast calibration. MCA forecasts were decisively preferred when trained on a shorter (1951
onward) record” There are many statistical techniques that are useful when making predictions for a
number of different stations or gridpoints. Canonical correlation analysis (CCA) is a statistical method
creating pairs of linear combinations of the variables that have maximal correlation.

Maximum covariance analysis (MCA) is, as well, a statistical method which creates a pair of linear combi-
nations of the variables that have maximum covariance. Rieger et al (2021) discuss the advantages of using
MCA with other techniques as multivariate PCA. In this way, they state that “Climate phenomena with
different expression in oceanic and atmospheric variables, such as El Niño–Southern Oscillation (ENSO),
however, require the simultaneous analysis of several variables for a more comprehensive description. In
principle, multivariate PCA [6] makes it possible to extract the patterns of covariability of more than
one variable. However, multivariate PCA accumulates the variance and the covariance of variables with
very different variability in the same quantities. In consequence this may mask covarying patterns as
low-variability patterns of one variable can be erroneously accumulated in very dominant structures of
one of the other, large-variability variables [1]. Maximum covariance analysis (MCA) avoids this problem
masking by taking into account only the covariance between two sets of variables. As such, it bears
similarity to canonical correlation analysis (CCA), which aims at maximizing the temporal correlation
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between both variables. When the number of grid points (i.e., number of time series) is higher than the
number of observations (i.e., number of time steps) and the data exhibit multicollinearity, as is often the
case for climate data, CCA fails as it requires the individual variance matrices to be non-singular unless
regularized [8]; [3] ; [5]. If the two fields of variables are identical, MCA reduces to PCA, the former thus
being a natural generalization of PCA.” (see also [7].

If the predictands are inter-correlated, it is possible for predictions at one or more of the locations to
be somewhat inconsistent with those at others because of different sampling errors in the estimated
regression coefficients, or even in the selection of predictors, for models at neighboring sites. There are
various techniques that can be used to make predictions at a set of locations. These techniques include
canonical correlation analysis (CCA), redundancy analysis, and maximum covariance analysis (MCA).

Covariance is a statistical parameter which indicates the direction of the linear relationship between two
variables and how they vary, while correlation measures both the strength and direction of the linear
relationship between two variables. It is also worth noting that covariance indicates how two variables
change together, not whether one variable is dependent on another. Covariance is useful for determining
the relationship; however, it is ineffective for determining the magnitude.

MCA is more useful in identifying coupled modes of, for example, SST fields and rainfall that may provide
a basis for seasonal forecasting [7].

Comment 4 (L21 onward)

The manuscript consistently refers to one field as the ”predictor” and the other as the ”predictand,”
though MCA itself is inherently symmetric and does not imply a directional causal relationship. To avoid
potential misunderstanding, consider clarifying that this terminology is used specifically in the context
of forecasting rather than as a fundamental property of MCA.

Thank for this comment. We totally agree that MCA does not imply a directional causal relationship
just a statistical link that maximized the covariance between two fields. We have clarified this in the
paper, indicating that we use this terminology in the context of forecasting.

Comment 5 (L21) In this context, MCA analysis provides spatial patterns of the predictor and predic-
tand field which are related by teleconnections.

The text suggests that all MCA modes inherently represent teleconnections or causal relationships. Please
clarify that these modes primarily capture statistical covariance and do not necessarily indicate causal
links.

Thanks for this clarification. In the same way that in the previous question, we have rewritten the text to
clarify it and put in context the terminology used. MCA finds couple patterns linked by having maximum
covariance, finding patterns that are coupled, and more physical analysis is needed to justify the causal
relation found. It is a technique that has been broadly suggested for when analyzing impacts and drivers
for teleconnections. In the context of forecast, we can use a variable that we name “predictor field” which
leads in time a variable to be predicted (that we name “predictand field”). Due to the lagged relation,
we can infer a hypothesis about causal links, and use this information to produce predictions. We have
clarified these aspects in the corrected version.

Comment 6 (L33) ... it has the advantage of being easily interpretable ...

Higher-order MCA modes can become increasingly difficult to interpret due to the orthogonality con-
straints of SVD, potentially leading to so-called ”Buell patterns” (similar to PCA) [e.g., 2]. Please
acknowledge this limitation when discussing the interpretation of the second or third MCA modes.

Thanks for this clarification. We have added this limitation in the text. In most of the applications that
we have done of this methodology we have just used the first mode. Nevertheless, for some teleconnections,
the second and third modes have been found to be interpretable and add skill when including these modes
in the calculation of the skill. We include here 2 cases:
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Case 1: Sahel rainfall-Pacific SSTs for which the addition of more modes do not add information figure:
1.

Figure 1: Top: coupled modes of variability identified using Spy4CAST for anomalous JAS SST in the
Pacific and anomalous JAS rainfall in the West African region. Bottom: anomaly correlation coefficient
(ACC) calculated using a leave-out-one year crossvalidation technique in which in the first column just
one mode is included, in the second 2 modes are included and in the third 3 modes are included. The
reconstruction of the rainfall data is skillful if we just consider one month. The inclusion of more modes
do not improve the results.

Case 2: European SLP impact on rainfall in spring. We know that European rainfall variability can
be led by different modes of variability affecting differently (North Atlantic Oscillation, East Atlantic
pattern etc). The identification of these coupled modes and their inclusion in the prediction can improve
the predictability 2.

Comment 7 (L41) ... a new paradigm of research in climate variability studies has emerged ...

This statement is vague for readers unfamiliar with Cai et al. (2019). Please specify what this paradigm
entails (e.g., cross-basin interactions, trans-basin teleconnections) and clarify how Spy4Cast relates to it.

When using Spy4CAST for illustrating an example, we decided to apply it for the case of tropical basin
interactions, as this is a new paradigm of research in which Pacific El Niño (La Niña) has been found to be
predictable in certain decades, with 6 months in advance. The predictor found is the equatorial Atlantic.
This tropical basin interactions and others are described in [2]. Spy4cast can be used to assess this
predictability by using the tropical Atlantic SST anomalies in JAS as “predictor field” and the tropical
Pacific SST anomalies as “predictand field” corroborating that the potential predictability of Pacific El
Niño (La Niña) based on the Atlantic SSTs.

6



Figure 2: Top: coupled modes of variability identified using Spy4CAST with SLP and rainfall in FMA
. Bottom: anomaly correlation coefficient (ACC) calculated using a leave-out-one year crossvalidation
technique in which in the first column just one mode is included, in the second 2 modes are included and,
in the third, 3 modes are included The reconstruction of the rainfall data is skillful if we consider more
than the first modes.

Comment 8 (L48-53)

The manuscript would benefit from a more thorough discussion of other Python-based forecasting and
dimensionality-reduction packages, such as XCast [3], climpred [4], and xeofs [5]. Please compare
Spy4Cast’s approach, strengths, and limitations relative to these tools-for example, in-memory vs. dis-
tributed computing or a specialized feature set vs. a more general framework. Expanding this discussion
would help clarify Spy4Cast’s positioning within the broader climate data analysis software ecosystem.

We have included in the new version the advantages of the use of Spy4CAST and MCA compared with
other packages

In general these are the advantages

1. Climpred is used to analyse the skill produced by operational seasonal forecasts but do not produce
seasonal forecast and do not identify coupled modes of variability in climate data. It is designed to
evaluate predictions.

2. Spy4cast just need the files and a few parameters to produce coupled patterns and crossvalidated
hindcast together with skill parameters, as for example when relating SST and rainfall providing a
basis for seasonal forecasting [7]. All preprocessing and data management is included in Spy4cast
(not in xEOF and more complicated in Xcast)

3. Spy4cast uses MCA which is not implemented in Xcast.
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4. Xcast has a more operational goal, to be used for producing forecast [4], implementing a diverse
set of climate forecasting tools for operational use. Spy4cast is not designed to produce skillful
predictions but to assess sources of predictability and coupled patterns in climate data. Spy4CAST
is designed to be user friendly to work with different types of data sets and provide, in an easy
way, these coupled modes of covariability and the one-year out crossvalidated hindcasts for climate
researchers working on teleconnections.

Comment 9 (L83)

The definition of the cross-covariance matrix assumes zero-mean time series. Additionally, the formulation
appears to be missing a normalization factor of 1/nt or 1/(nt − 1) for an unbiased covariance estimation.
Please clarify or correct this as needed.

Thanks for the clarification. It has been corrected

Comment 10 (L89) The information of this matrix is redundant ...

It would be more precise to describe this as a high degree of redundancy-or even better, as multicollinear-
ity.

Thanks for the clarification. It has been rewritten following this suggestion.

Comment 11 (L89) ... produce the same maps ...

This statement is generally incorrect. You likely mean “similar maps” rather than identical ones. The
claim would only be true if two time series were exactly equal, which is unlikely in practice.

Thanks for the clarification. We agree that this statement is not correct and has been corrected accord-
ingly.

Comment 12 (L89) Also it is a complex matrix as it takes into account all possible relations between
points.

Are you certain this includes all possible relationships, or only linear ones? Consider revising for accuracy.
Additionally, rather than making this statement, it may be more useful to emphasize that the matrix
grows rapidly in size, with dimensions nyxnz.

Thanks for the suggestion. We have added the fact that all possible “linear” relations are included and
also that the matrix grows rapidly in size.

Comment 13 (L94) ... matrix of eigenvalues ...

The result of SVD provides a diagonal matrix containing the singular values, not eigenvalues. Please
correct this terminology.

We have changed the name accordingly.

Comment 14 (L94) ... which represents the squared covariance fraction ...

Each singular value represents the covariance explained, while the squared singular values correspond
to the squared covariance. The Squared Covariance Fraction (SCF) can be computed from the singular
values, but it is not provided directly.

We infer the SCF from the singular values. We have pointed out this fact to be more precise.

Comment 15 (L100) ... fraction of variance ...

fraction of squared covariance

We infer the SCF from the singular values. We have pointed out this fact to be more precise.
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Comment 16 (L101) ... which are linked by having maximum covariance.

More precisely, the first mode is linked by maximum covariance. Subsequent modes follow these principles:
(i) Mode i+1 captures the maximum covariance of the remaining data after the first i modes have been
removed. (ii) This is subject to the constraint that the patterns Ri+1 and Qi+1 are orthogonal.

Thanks for this suggested text. We have added it in this new version “More precisely, the first mode is
linked by maximum covariance. Subsequent modes follow these principles: (i) Mode i + 1 captures the
maximum covariance of the remaining data after the first i modes have been removed. (ii) This is subject
to the constraint that the patterns Ri+1 and Qi+1 are orthogonal.”

Comment 17 (L120) ... where n is the number of observations.

I assume that n refers to the number of grid points or spatial locations. The term ”observations” may
imply a temporal scale, which does not seem to be the case here. Please clarify.

We really appreciate all these inputs. We have changed ”observations” by ”number of grid points”

Comment 18 (L134-135) Spy4Cast is organized in three steps: setup, preprocess and methodology. The
procedural workflow is illustrated in figure 1.

The text appears to contradict Figure 1, which explicitly separates configuration and methodology, while
treating preprocessing as part of methodology (see Specific Comment 46). Please clarify or revise for
consistency.

We have changed this figure to address this comment and the other one relating to Figure 1. In the
revised manuscript we have included figure 3.

Figure 3: New workflow diagram

Comment 19 (L135-136)

Figure 1 presents a logical workflow, yet this structure does not appear to be reflected in the design of
the software. Could you clarify the reasoning behind this discrepancy?

The new workflow diagram attempts to solve this issue.

Comment 20 (L139) Configuration: loading data and slicing region.

I would argue that loading data and slicing a region are distinct from configuration. Shouldn’t configu-
ration be limited to defining metadata, with data loading and preprocessing occurring separately based
on that configuration? Merging these logically different concepts seems confusing. Could you clarify the
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reasoning behind this design choice?

Thanks for the comment. We have rethought the name “configuration”. We have made it clearer in the
revised manuscript.

Comment 21 (L140-165)

It seems that some functionalities, such as temporal and spatial slicing, are already available in xarray.
Could you clarify why you chose to introduce custom classes like Dataset and Region instead of relying
on xarray’s native methods?

Additionally, does Spy4Cast support advanced xarray features like openmfdataset, which are essential
for working with climate datasets distributed across multiple files?

Finally, for users who need custom preprocessing steps (e.g., weighting, detrending), can they seamlessly
revert to or integrate with standard xarray workflows?

The reason why we introduce these classes is to remove the users’ need to know how to slice properly the
dataset. In some cases, datasets may use different conventions and your code will be different for each
dataset. Also, this API allows unexperienced users to slice a dataset easily. In the new tutorial https://
github.com/pabloduran016/Spy4CastManual/blob/main/Tutorial.ipynb we show how much easier
is to use Spy4Cast than xarray to slice the array.

In the current implementation we don’t work with open_mfdataset. We have not needed it, even though
we have tested this API in big datasets (we have run Spy4Cast on CMIP6 datasets). If anyone needs
that functionality we would be glad to modify the code accordingly.

To implement custom preprocessing steps you can create a subclass of Preprocess. We have created a
new example in the repository to show it https://github.com/pabloduran016/Spy4Cast/blob/main/
examples/how_to_use_custom_preprocessing_steps.py.

Comment 22 (L140-165)

Currently, Spy4Cast appears to support only 2D or 3D ocean-centric data (longitude, latitude, time).
If the intention is to allow ”any kind of predictor” (L9,10), please clarify whether different variables
(e.g., global soil moisture) or multi-dimensional data (e.g., depth, forecast members) can be seamlessly
incorporated.

Additionally, do the constraints for the predictor apply equally to the predictand?

If the current implementation is specialized (e.g., limited to ocean-only fields or requiring specific naming
conventions), please make these limitations explicit in the user documentation.

Thanks for this comment. As we clarified previously, Spy4Cast, in its present form, is being used to
work with 2D variables but not necessarily oceanic ones. They can be also sea ice cover, snow cover, soil
moisture or any other variable that can drive the variability of a target climate variable. Also, we can
work in lag 0 to identify coupled patterns in climate data, without doing predictions (just reconstructions,
for example, to do downscaling), using, for example sea level pressure and rainfall, as Y and Z variables
respectively. Spy4Cast is designed also to work with different forecast times and start dates and can be
used to compare operational seasonal forecast with a prediction done with Spy4Cast.

We present here an example, in Fig2, in which we compare the skill of the SEAS5 predictions (seasonal
hindcasts produced by the European Center for Medium Range Weather Forecast, ECMWF) and those
produced by Spy4CAST. We can see the power of Spy4CAST in the ACC maps, as we compare the
skill produced by both predictions. Oerational seasonal prediction systems (in the example done we test
it for the prediction of Nov-Dec sea level pressure at global scale using, as predictor field, the October
SSTs). In addition, we have recently coupled the Spy4CAST to the ESMValtool to analyze predictability
of European rainfall in future scenarios compared with historical runs. We want to highlight that power
of the tool is its simplicity as it just need some parameters to be run. The user just needs to indicate
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Figure 4: Forecast skill, expressed in terms of the anomaly correlation coefficient (ACC) between (top)
anomalies in ERA-5 sea level pressure in November-December predicted using a one-year out crossvali-
dated hindcast with Spy4Cast using as predictor the anomalies in HadISST SST in October. (bottom)
SEAS5 ensemble mean in SLP in early-winter (Nov-Dec) using the initialization of October. Only areas
where the skill is significant at the 95% confidence level are represented

the location of 2 data sets, the name of the files, the regions for the 2 variables to be linked, the seasons
to be considered in the relation, the cut off frequency for the filter, the start date, the forecast time and
significance level of the results.

Comment 23 (L144) This method will not load the data-set into memory, because it internally uses
xarray function xarray.opendataset

xarray.opendataset does not inherently prevent loading the dataset into memory. The key factor is
whether the chunks argument is specified. Please clarify this point.

I don’t think I understand this comment. In my opinion, open_dataset won’t load the dataset into
memory. By using open_dataset, the dataset can be sliced before loading it into memory and the speed
can be noticed in the code when using it (without passing any chunks argument).

According to xarray documentation (https://docs.xarray.dev/en/stable/generated/xarray.open_
dataset.html):

open_dataset opens the file with read-only access.

As opposed to load_dataset (https://docs.xarray.dev/en/stable/generated/xarray.load_dataset.
html):
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Open, load into memory, and close a Dataset from a file or file-like object. It differs from open_dataset in
that it loads the Dataset into memory, closes the file, and returns the Dataset. In contrast, open_dataset
keeps the file handle open and lazy loads its contents. All parameters are passed directly to open_dataset.
See that documentation for further details.

Comment 24 (L168-179) This preproccesing includes calculation of seasonal means, computation of
seasonal anoma-lies and filtering. [... ] Next, the MCA is applied, with a time linear-detrending of the
data by default.

The methods for time filtering and linear detrending require more detail:

• Is the linear detrending applied gridpoint-wise, or across the monthly or seasonal time series?

• What does ”frequency filtering” entail (e.g., Butterworth filter parameters, cutoff frequencies)?

• How is missing data handled (e.g., masked land areas)?

Consider including these details in the ”Preprocessing” section for clarity.

Additionally, if Spy4Cast is primarily designed for ocean variables, please specify how continental points
and other 3D dimensions (e.g., depth or altitude) are treated.

We have made sure the revised manuscript clarifies these points. In particular, the linear detrending is
done for the time series of each particular grid points. The filter is a high pass butterworth filter, in
which you can choose, as inputs, the order and the period (cut off frequency). The masked areas are not
included in the computation. For oceanic variables, the land points are not used in the calculation.

Comment 25 (L172) All the data can be stored in .npy format.

Storing preprocessed data in .npy format may reduce compatibility with xarray/dask workflows and is
less common for data exchange within the climate science community. Could you clarify the rationale for
choosing .npy over standard formats like netCDF or Zarr, which are widely used for large-scale climate
data? If this choice is primarily for internal convenience, please state that explicitly.

The choice of .npy format is due to internal convenience in the sense that it is a easy to use format. You
just need to understand two functions: np.save and np.load. The output of np.load is the same as
using the corresponding attribute of the objects created (MCA, Crossvalidation, ...).

It is true that it can be convenient to use other formats. If a user wants to do so, they can do it in a few
lines of code.

With our workflows we found it worked fine for us, but if we find that a number of users request that
functionality, we can implement it.

Comment 26 (L187) MCA and Crossvalidation

It would be clearer to separate MCA and cross-validation into two distinct sections. In the MCA section,
please specify that you use approximate algorithms based on randomized linear algebra to accelerate
singular value decomposition and provide relevant references.

Thanks for the comment. We have separated both methodologies in separate sections and, also, clarify
the explanation in the revised manuscript, providing relevant references.

Comment 27 (L190) MCA uses test-t significance technique ...

How is the t-test applied-one-sided or two-sided? What is the target variable? I assume it is the correlation
coefficients of the homogeneous/heterogeneous correlation patterns. Additionally, please account for
multiple testing when interpreting p-values or discuss how this issue is addressed.

Thanks for the comment. T-test is used for assessing significance of the correlation coefficients either as
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an score or in each grid point when calculating the homogeneous and heterogeneous correlation map. It
is a two-tailed test. This has been clarified in the new version.

Comment 28 (196) ... can be used to calculate other regression maps using different variables and
datasets for the same period analysed (see mca and indexregression in Duran-Fonseca and Rodriguez-
Fonseca (2024b)).

Please clarify this statement in more detail. Referring readers to the mca and indexregression submodules
of Spy4Cast without further explanation makes it difficult to understand the intended meaning without
digging through the code. Providing a brief description of how these regression maps are computed would
improve clarity.

Thanks for the comment. We have modified this in the new version of the manuscript, indicating the
way the regression maps are calculated.

Comment 29 (L211) Arguments mapy and mapz were used to create a global regression along a larger
region.

Please elaborate on the meaning of mapy and mapz. What exactly do these arguments represent? Addi-
tionally, the phrase ”global regression along a larger region” is unclear-a larger region is not necessarily
global. Could you clarify what is being regressed against what?

Thanks for the comment. This calculation is done for plotting global maps for the regression, in stead of
plotting the regression for the region used in the MCA. We have modified the manuscript in this regard.

Comment 30 (L205-225)

The manuscript would benefit from a more structured explanation of validation and cross-validation:

• I suggest consolidating both discussions into a single section, as they are closely related. While cross-
validation employs classical leave-one-out cross-validation (LOO-CV), the validation approach instead
partitions the dataset into concurrent (historical) time slices to account for long-term temporal autocor-
relation.

• Additionally, please clarify the apparent contradiction between ”Spy4Cast is not designed to assess
stationarity”(L56) and ”Spy4Cast is able to [...] look for non-stationary relations” (L215). Clearly
defining the tool’s actual capabilities and limitations in this context would improve consistency.

Thanks for the comment. There is no contradiction, although we have changed the text to avoid miss-
interpretations. The tool can be used for performing sensitivity experiments analyzing the different modes
of co-variability changing the period. In this way, it can be used for analyzing non stationary relations
by comparing the results obtained in different periods. Nevertheless, it cannot be used for analyzing non
stationarities directly,in a single realization, as it is necessary to perform different analysis for that.

Comment 31 (L226,227): Using spy4cast, sensitivity experiments could be defined, training with dif-
ferent periods to identify those validating periods which follow the same modes of covariability

I find this sentence difficult to understand (apologies, as I am not a native English speaker). Could you
rephrase it to clarify the intended meaning?

Thanks for the comment. The sentence has been rephrase as: ”Using spy4cast, sensitivity experiments
could be defined, training with different periods and comparing the modes of covariability to identify
the periods that identify the same modes. For example, Tropical Atlantic can be related or not with
anomalies in the Pacific. Thus,by performing MCAs in different training periods we can identify those
periods following this teleconnection. ”.

Comment 32 (L229-240)

To provide broader context and strengthen the demonstration of Spy4Cast’s applicability, consider in-
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corporating recent references on Atlantic Niño weakening under climate change (e.g., Crespo et al. [6]).
This would further highlight the tool’s relevance to current climate research questions.

Thank you very much for this suggestion. We have included the references suggested. In addition, we
are currently using this tool for analyzing CMIP6 experiments under different climate change scenarios,
so it could be used, for sure, to better understand changes in Atlantic Niño impacts in recent decades.

Comment 33 (L241) ... all these features are well represented by spy4cast.

Could you clarify what is meant by this statement? For example, earlier, you mention that the Atlantic
phenomenon peaks in boreal summer, but this appears to be an a priori choice in the modeling process
rather than an outcome inherently produced by the software.

Do you mean that these features can be accommodated by the researcher when using Spy4Cast, implying
that the key strength is its flexibility? If so, please rephrase for clarity.

Thanks for the comment. We have clarified this fact. We mean that the results found by other authors in
which the boreal summer Atlantic Niño was found to be a predictor of La Niña (and viceersa for Alantic
La Niña) is validated using this methodology (applying Spy4CAST)

Comment 34 (L244) ... different variables are created.

Please specify which variables are created. Are these evaluation metrics, MCA results, or something else?
Figure 4 only displays file names, making it difficult to determine this with certainty.

Thanks for the comment. We have described the variables accordingly in the revised manuscript.

Comment 35 (L244) Spy4cast identifies the Atlantic Niño in JJA as the main mode of covariability
with DJF Pacific SST anomalies.

While Spy4Cast does identify the Atlantic Niño in JJA as the main mode of covariability with DJF Pacific
SST anomalies, this result is largely determined by the specific choice of seasons and regions (tropical
Pacific and tropical Atlantic) in the analysis. Given these constraints, what alternative outcomes could
have emerged? Would the result change if the predictor region were expanded?

In the introduction, you mention that MCA can help guide more advanced prediction algorithms by
identifying potential predictor regions. However, your case study presupposes prior knowledge of the
predictor region. Would it be more aligned with your introduction to assume little to no a priori knowledge
and let MCA reveal potential predictors (e.g., Atlantic El Niño)?

This is not necessarily a suggestion for the revised manuscript, but rather a potential idea for future
exploration.

Thanks for this comment. It is true that this method is more useful if the user knows a priori some
connections found and lags. Nevertheless, we can start an analysis in lag 0 and repeat the MCA and the
crossvalidation with different lags in order to find predictability patterns. We have clarified these aspects
in the new version of the paper

Comment 36 (L246-247) This expansion coefficient is highly correlated with all grid points in the
equatorial Atlantic, shaping the Atlantic Niño phenomenon.

For example, you could compute the Pearson Please provide a quantitative measure to support this
statement.

correlation coefficient between the expansion coefficients and the Oceanic Niño Index (ONI) to quantify
their similarity to ENSO.

Yes, one can correlate the expansion coefficients with the ONI but, I do not think that it is necessary as
the SUY regression map spatial configuration is telling us that we have found a Pacific El Niño , giving
even more information than the ONI. For example, using MCA different El Niño flavor could emerge as
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separate modes, for example, Eastern Pacific (EP) and Central Pacific (CP) Niños (Niñas).

Comment 37 (L247) This leading mode explains almost the 60 % of the covariability

60 % of the squared covariance.

Thanks. It has been corrected

Comment 38 (L249)

squared covariance

Done

Comment 39 (L257-258) This fact does not hold for the whole period, suggesting that the linear nature
of this methodology cannot always produce accurate predictions, as there are other non-linear relationships
that the MCA is not able to capture.

You could note that a discrepancy between different evaluation metrics (e.g., high ACC but high RMSE)
often indicates a bias in the error distribution. This bias may stem from the inherent linear assumptions
of MCA, which, as you correctly point out, can limit its ability to predict nonlinear extreme events.

Thanks for the clarification. We have noted this interesting fact in the text.

Comment 40 (L263) This API [... ] has proven effective in increasing productivity and the quality of
research.

Unless there is concrete evidence supporting this claim, I would suggest softening the statement. Instead,
you could say that the API has the potential to improve productivity and reproducibility in research.

You are right. The statement was too strong. We have changed it following your suggestion by: ”this
API has the potential to improve productivity and reproducibility in research.”

Comment 41 (L265) Spy4Cast represent the beginning of a new approach to statistical seasonal fore-
casting ...

What exactly do you mean by ”new approach”? MCA itself is not new-are you referring to the use
of predefined routines for analysis? If so, this is also not entirely novel, as operational forecast centers
routinely employ such methods for statistical seasonal forecasting. To ensure accuracy, consider avoiding
broad claims about ”new approaches” unless specific evidence or metrics are provided.

Sorry about this statement. With new approach we wanted to stress the fact that Spy4cast could be used
as a tool to test different data sets in an easy and rapid way, in order to make assessment of seasonal
predictability. But, we totally agree, reading again the sentence, and we have omitted this sentence.

Comment 42 (L267) ... this API is more versatile ...

Please clarify what makes this API ”more versatile” compared to existing open-source solutions. Provid-
ing specific examples or comparisons would help substantiate this claim.

versatil means ”Able to adapt easily and quickly to various functions” Although there are other APIS
this is faster and very easy to install and use.

Comment 43 (L270) Indeed, within the OFF project, it is being integrated into ESMValTool.

Could you provide more details on the planned integration with ESMValTool, such as the expected
timeline and intended functionality? Additionally, if ”OFF” refers to a specific project, please define the
acronym for clarity.

We have added more details about the functionality of integrating ESMValTool with Spy4CAST. OFF
refers to a spanish project ”Oceans for Future: Integrating tools for .....”. We have indicated it in the
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aknowledgements and in the text.

Comment 44 (Conclusion and Discussion)

Consider separating the discussion of the tool’s limitations and future directions from the concluding
remarks to follow a more standard ”Conclusion and Outlook” structure.

We have done this separation in the new version of the manuscript.

Comment 45 (Listings 1-10)

The numerous short code listings may quickly become outdated if the API changes. Consider moving
them to an online supplement or user guide while keeping only a concise set of essential examples in the
main text. This would help maintain the paper’s focus while ensuring comprehensive examples remain
accessible in the documentation. Additionally, reassess whether all listings are necessary in their current
form-Listing 2, for instance, provides limited information.

Thanks for the comment. We have taken it into account and removed the listings from the revised version
of the manuscript. We agree it improves readability.

Comment 46 (Figure 1) Could you clarify the meaning of the left-hand-side arrow? Additionally,
there appears to be an inconsistency between the manuscript (L134) and Figure 1 regarding the workflow
structure. The text describes three steps: configuration, preprocessing, and methodology (which includes
MCA and validation). However, in the figure, the workflow is grouped into only two categories: config-
uration and methodology, with preprocessing included under methodology. I would argue that temporal
and spatial slicing operations are also part of preprocessing.

Please explain and justify why the workflow is structured this way. Additionally, the different abstraction
levels implied by the colors, boxes, and shapes are somewhat unclear. A more explicit explanation of
how these visual elements correspond to the workflow’s logical structure would improve clarity.

We have changed the figure refering to the structure of the API.

Comment 47 (Figure 4)

This figure is difficult to interpret without additional context. If it is meant as a quick reference, consider
adding a brief explanation in the caption about the typical use and content of each array. Otherwise,
reassess whether the figure is essential for the manuscript’s long-term clarity and sustainability (cf.
Specific Comment 45).

It is true that it needs more context, we have provided it.

Comment 48 (Figure 5)

It appears that this figure presents the output of the MCA (expansion coefficients and homogeneous/heterogeneous
correlation patterns for modes 1 to 3), yet the caption states ”predicting Niño.” However, no actual pre-
diction is shown-only the covarying patterns of variability between time-lagged SST in the tropical Pacific
and Atlantic.

The idea is to predict El Niño, so that is the reason of indicating that in the figure. It is true that, a
priori we do not know what is going to be the result,so this is not correct. We have changed the title by
”Figure 5. Fast plot of MCA outputs. Spy4CAST is applied for sea surface temperature of the equatorial
Atlantic and Pacific oceans, with a lag of 7 months between the Atlantic and the Pacific (leading the
Atlantic).modes 1 to 3 are represented. Period: 1977 to 2001.”

Comment 49 (Figure 6)

When presenting ACC and RMSE, please clarify the temporal dimension over which they are computed
and specify the reference variable or index. Additionally, provide units for RMSE (presumably◦C).
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It would also be helpful to briefly discuss the error in the context of SST variability-is the RMSE relatively
low or large compared to typical SST variations?

Thanks for the comment. In the new version, we have clarified the temporal dimensions and provide the
units. In general, the RMSE obtained by this methodology is big, because the methodology maximizes
the variance between the expansion coefficients, prioritizing this and not minimizing the error. Thus, the
ACC is high but also the RMSE. In this new version, we have briefly discussed these aspects.

Comment 50 (Figure 6)

Please provide a more detailed description in the caption. Specifically, what do the orange dots in
the upper-right panel represent? Do they indicate uncertainties in ACC values? If so, how are these
uncertainties calculated?

Thanks for the comment. Orange dots indicate the times where the correlation is significative, pval < α.
The caption of the equivalent figure (now figure 4) is: ” Results from the Crossvalidated hindcast produced
for the MCA between Pacific SST anomalies in DJF and Atlantic SST anomalies in the previous JJA.
Top panel represent the spacial skill as anomaly correlation coefficient (ACC), with black dots indicating
the regions which are significance. Right figure on the top represents the ACC for each of the years, as
a result of correlating the observed and crossvalidated maps in each time step. Indicated with orange
dots, the years where the correlation is significative, pval < α. In the bottom, the left figure represents
the maps of Root Mean Squared Error (units in units of Z, ◦C) between the observed SSTs and the
crossvalidated hindcast. The right figure in the bottom represents the RMSE for each of the years, as a
result of calculating this RMSE between the observed and crossvalidated maps in each time step. Period:
1977 to 2001”.

Comment 51 (Figure 7)

RMSE is typically non-negative. Could you clarify how a negative RMSE appears in the figure?

Thanks for the comment. There was an error that has been solved in this new version.

Comment 52 (Figures-General)

• Some figures (particularly Figures 2, 3, 6, and 7) appear to use jet colormaps. Consider using per-
ceptually uniform alternatives, as jet can introduce visual distortions that misrepresent the data [7]. A
better approach would be to match the colormap to the data type-e.g., using sequential colormaps for
continuous data and diverging colormaps for anomalies. The cmocean package [8] provides useful options.

We have changed the figure referring to the structure of the API.

• Label each sub-panel clearly (e.g., A, B, C, etc.).

In the new version we have labeled each of the sub-pannels. Thanks for the suggestion.

• Specify the plotted variables, units, and relevant domain, either within the figure or in the caption. If
using shorthand notations (e.g., R, U ), provide a brief explanation in the caption.

Thanks for the comment. In this new version of the manuscript we have followed all these suggestions
when plotting variables and better explained figure captions

• Consider whether all figures are essential to the discussion. For example, Figure 2 (climatology) and
Figure 3 (anomaly pattern) depict standard visualizations that can be easily produced with xarray.
While demonstrating quick visualization is useful, these figures may not add significant value to the
manuscript. At a minimum, climatology and anomaly plots could be combined into a single figure to
improve conciseness.

We took this into account and combined the two figures into one.

Technical Corrections
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L47: Please check the reference.

Thanks for the comment. Sorry for not including that reference. The reference was: Counillon, F.,
Keenlyside, N., Toniazzo, T., Koseki, S., Demissie, T., Bethke, I., & Wang, Y. (2021). Relating model
bias and prediction skill in the equatorial Atlantic. Climate Dynamics, 56, 2617-2630.

Section 4: The title seems incomplete. Consider rephrasing the section title to something like ”Applica-
tion: Atlantic-Pacific Teleconnections for ENSO Prediction” to more accurately describe the scope.

thanks for the correction. It is true that the title was not complete. The title of the section is : Application
to the study of the Equatorial Atlantic impact on the tropical Pacific

L140: Please check the reference. Do you mean Rew & Davis [9]? Yes we did. We have corrected it

L225: Do you mean hot topic? Yes, we have changed to ”hot topic” in the new version

L247: phenomenon Thanks for the comment. We have changed it accordingly
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