
Reviewer 1 (RC1)
The paper by Hartung et al. describes a new library that is developed to couple exter-

nal software, ranging from Python diagnostics to ESM components, to the ICON model.
The article provides an extensive description of the ComIn library’s capabilities, under-
lying motivations and an overview of potential applications that can benefit the ICON5

community. I think the paper is well structured, providing necessary details to describe
the ComIn library and the reasoning behind the software design. I recommend this arti-
cle for a publication in GMD, however some minor comments should be addressed.

Thank you for this positive review of our manuscript. We respond to the specific minor
comments below and highlight additions to the manuscript in bold font.10

Specific comments:

– L187-193: Could you specify in which cases plugins are executed asynchronously?
Is this possible for couplers and I/O servers when used as plugins through ComIn
v0.1.0 or do these tasks also rely on blocking callbacks such as for synchronous
plugins?15

– At the moment no plugins have been tested asynchronously. We mainly wanted
to make the point here, that this is technically possible. On the ICON side all
callbacks are executed as blocking functions, so any asynchronicity needs to be
handled by the plugin. Indeed, couplers and I/O servers present potential appli-
cations that could run asynchronously to ICON. However, this functionality is20

outside the scope of the presentation of the design principles of ComIn within
this manuscript.

– The authors cautiously point out that plugin implementation and the use of addi-
tional resources to run plugins are the user’s responsibility. Indeed, synchronous
execution of a plugin can pause the ICON model for quite some time for a computa-25

tionally inefficient plugin, which is indicated in the manuscript. On the contrary, the
article does not really show evidence of efficient execution of ICON/ComIn for an
“efficient plugin” (e.g. a simple monitoring Python script to generate a map or com-
pute a mean field value). A test with ComIn disabled in ICON-NWP is described
and shows that the ICON/ComIn implementation introduces very little overhead for30

ICON, which is an important result to stress. But the current test runs do not show
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the impact of activating ComIn for ICON. An additional testcase would be desirable
to show how much of a typical ICON timestep is spent on running a fast plugin.

– The main test simulation has ComIn enabled but no plugin attached, i.e. all entry
points are called from the ICON-side but are not connected to an execution of a35

plugin routine. In one way this setup thus corresponds to an extremely efficient
plugin (i.e. one with no time and memory overhead). To clarify this, we extend
the description in section 4 (from line 397 in the old version) as

– “This model setup was executed for ICON and ICON/ComIn, i.e. the only dif-
ference is, whether data preparation for plugins and execution of callback rou-40

tines is included, which are encapsulated by ComIn pre-processor directives.
For measuring the overhead added by ComIn itself to ICON, no plugin is at-
tached to ICON via ComIn in the setup ICON/ComIn. So, no callbacks are
triggered at any entry point but since the ComIn setup and data preparation
are still executed, the overhead of ComIn to ICON can be determined. This45

setup thus practically corresponds to an extremely efficient plugin (i.e. one
without any runtime or memory overhead). It should be noted, that in real-
istic configurations with ComIn plugins, total performance is also impacted by
the computational efforts from the plugins themselves.”

– In this paper on the design of ComIn we think that this basic test of the perfor-50

mance is sufficient. Further simulations with simple and complex plugins are
planned for the future.

– L255: Compatibility between the ICON-ComIn versions is verified by ComIn but
what about the ComIn-plugin(s) compatibility? Does the software development pro-
cess guarantee API backward compatibility so that plugins can be used with newer55

versions of ICON/ComIn? If not, do users need to develop several versions of a
plugin depending on the ICON version in use?

– The approach of the ComIn Application Programming Interface (API) is to
guarantee backward compatibility for minor ComIn version updates. A major
release version indicates that the interface was changed in such a way that back-60

ward compatibility can not be guaranteed. We realise that this information was
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missing from the manuscript. We will add a few sentences on this, also regarding
the dependency on the ICON version, in Section 3.2:

– “Ensuring compatibility when building ICON and plugins separately with ComIn,
and thus potentially several versions of ComIn at the same time, is handled by65

ComIn version checks during the initialisation phase of ICON. The ComIn
API design is independent of the ICON version. ComIn versioning follows
the Semantic Versioning[1] and ComIn is released in major versions, mi-
nor versions and patches. A major version indicates that the interface was
changed in such a way, that backward compatibility is not guaranteed,70

but plugins remain compatible with the ComIn API for different minor
versions. Checking compatibility on the plugin side is encouraged but not
enforced by ComIn. Similarly, consistency of the definition of standard data
types, such as floating point precision, between ComIn and plugin(s) can be
tested.”75

1 : Semantic Versioning 2.0.0, https://semver.org/, last access: 21.11.2024

– Sect 3.4.2: It can be complex for a Python script developer to work with ICON
data produced on an unstructured grid in a parallel setup. Providing data post-
processing functionalities (or at least guidelines on how to proceed) would improve
the user experience and facilitate ComIn adoption. Does ComIn provide function-80

alities (through its API or as plugin examples) to reconstruct fields globally and to
regrid fields on the target grids of plugins? Could you clarify how plugin developers
should work with ICON data provided by ComIn? Sect 5 provides a valuable list of
possibilities offered by the library but lacks details on how users should proceed.

– At the moment there is a simple plugin that uses YAXT (also mentioned in Sec-85

tion 3.9), which processes the global mean temperature from all participating
MPI processes. Users can start off from this example for their applications. For
regridding of the target grids, ComIn in combination with YAC might be inter-
esting.

– Similar to the question about a lightweight example plugin, we think that in-90

structions on this question are not in line with the intention of this manuscript,
namely to give an insight into the design process of ComIn and not to showcase
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example plugins. However, we take this questions as feedback for the documen-
tation, were some hints can be provided to plugin developers.

– L438-441: Prototyping with Python to develop parametrizations would first require95

a translation of the Fortran code into Python. This may not be straightforward, con-
sidering that the two programming languages handle efficient array computations
very differently. It is unclear why switching languages would speed-up the model
development process, not to mention the optimization process which can only be
carried out in the model’s native language. Nevertheless, I wonder to what extend100

parametrization development could rather benefit from ComIn when carried out in
Fortran and outside the model, given that the library provide access to input/output
parametrization fields and separate program build.

– The point “prototyping with Python” was not referring to a possible exten-
sion or update of an existing parameterisation written in Fortran but rather to a105

completely new development. When developing a new parameterisation, some
physically-motivated experiments need to be done (e.g. deciding on the correct
range of parameters) before optimising the setup numerically. The first exper-
iments can be done more efficiently in Python and speed up the development
process overall. With ComIn, the parameterisation can then be either used as a110

Python plugin or translated to Fortran, if desired. It is of course also true that
with ComIn Fortran parameterisations can be developed outside of ICON.

– We will rephrase the point in the manuscript, as follows: Fast-prototyping can
be used to develop parameterisations. Based on the ICON-independent API
of ComIn, parameterisations can be developed outside of a complex NWP115

or climate model and extensively tested. Once the implementation of the
parameterisation is finalised as a stand-alone code, it can easily be attached
via ComIn for further testing and productive application in the complex nu-
merical model. Fast-prototyping is possible in all the supported program-
ming languages but especially efficient with the intuitive programming lan-120

guage Python.
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– L459-462: Opening up the possibility of using or developing Python packages (AI,
ML, . . . ) to emulate parametrized processes should be of interest to the ICON com-
munity. I think this point should be put forward instead of L438-441.

– Thank you for your comment. Apart from the first points, which are already125

implemented in test setups, there is no reason for the ordering of these list of
possible applications. We will add a corresponding point in line 424 (“and also
introducing some which are possible with ComIn (in no particular order)”) to
emphasise this.

– L434-437: The purpose of the evaluation and performance analysis referred to here130

is unclear. Do you employ the mentioned tools (a sentence to describe these tools
is missing) to monitor the use of computing resources for the simulation job (com-
puting time, memory usage, . . . )? Or do you intend to compute relevant metrics to
analyze physical phenomena of the simulation (perhaps in the form of timeseries)?
Could you also clarify the statement “a well set-up simulation does not need to be135

restarted after evaluation”?

– Thank you for the hint on the confusing phrasing. We reformulate the sentence
“a well set-up simulation does not need to be restarted after the simulation” to
“... a simulation with satisfactory performance can be continued and does
not need to be restarted after the evaluation.”140

– To clarify the first point we update the text as follows:

– “Similarly to online visualisation to evaluate physical results of a simulation
while it is ongoing, it is possible to perform online performance analysis during
a model simulation [. . . ]. Information on the computing resources consumed
by a simulation (for example computing time and memory/energy usage)145

are available right away so that inefficiencies become apparent quickly [. . . ]”

– As the performance analysis is not the main focus of the work presented in
the manuscript, we will not add further details on the described tools. More
information can be obtained from their respective websites.

– L160-167: You could add a statement emphasizing that the interface library ap-150

proach depends mainly on the model data structure and the model execution flow.
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– Thank you for this idea to summarise this section. We add at the end of this
paragraph:

– “In general, implementing an interface to a model system depends to a large
extent on the model system’s data structures and control flow. However, the155

design concepts applied are expected to be largely independent and thus
easily transferable to other models.”

– L185: Could you explain on how the dynamical loading works in ComIn? Does
it require usage of specific dependency management tools and other libraries that
were not previously part of ICON-NWP?160

– Dynamic loading is a functionality provided by the operating system. It can be
used independently of ICON. For dynamic loading, libraries are compiled not as
so-called static libraries and linked into one executable, but as shared libraries,
which are only loaded at run-time by the main executable.

– We think that an introduction to the concept of dynamic loading is outside of165

the scope of this manuscript.

– L225: The goal of limiting software maintenance effort (ICON, ComIn) is a valu-
able one and this is mentioned several times. Could you provide an estimate of the
number of lines added to ICON in response to the inclusion of ComIn v0.1.0? Or
perhaps provide the fraction of lines of code that were modified/added for ComIn170

into ICON relative to the ICON codebase?

– We are not sure this is relevant for the design document but we can still provide
the number of added lines. In the version used in the manuscript, ICON, more
specifically the “src” directory, consists of about 800 Fortran90 files which con-
tain a bit more than half a million lines of code. For the introduction of ComIn175

twelve files were touched and less than 1000 lines of code added (around 870).

– We add in line 225 of the original version of the manuscript: “The number of
lines added to the ICON source code is considered as well. For the about half
a million lines of Fortran code present in ICON (src/), less than 1000 lines
(around 870 lines) were added related to ComIn (excluding comments in180

both cases and runscript/namelist updates).“
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Minor comments:

– L16: host model model -> host model?

– L66: from each of these process -> processes?

– L478: you may want to add a definition or link for CMOR185

– L507: adapted -> adopted?

We have adapted these minor comments in the manuscript.
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Reviewer 2 (RC2)

The article details a plugin functionality added to the ICON model, based on a com-
mon adaptor library to be used by both the ICON model and the plugins. Entry point190

hooks are inserted in the ICON model to execute the plugins at various places. The au-
thors introduce the concepts in a structured manner comparing all possible approaches
to extend models with external components. The described code is open-source and read-
ily available to explore, including documentation and examples. Various conceivable
scenarios are considered in how plugins operate with the given ICON data fields. The195

article fits well in the context of this journal and is of high quality. I therefore recommend
it for publication.

One question. Given that it is possible for plugins to share the data pointers with
ICON, is there an optional safety mechanism provided (e.g. by checksumming the data)
in order to ensure or verify that no data has been modified inadvertently?200

Thank you for this positive evaluation of our work.
At the moment no such safety mechanism is provided, as ComIn is operating with

Fortran pointers and memory access restrictions are not implemented in the language
standard. The access information provided in ComIn when receiving a data pointer will
be used in the future on the host side for synchronisation operations to provide updated205

variable fields via the pointers according to the requested access patterns. However, a
possible extension of ComIn might use the information if a data field is obtained only
to read or also to write and throw a warning in the former case if the data is indeed
changed. As these checks would add an overhead on a simulation, this option would
only be available in a debug mode, not in the standard configuration. We will provide210

this information in the manuscript and extend Section 3.5 accordingly (changes/updates
are given in bold font below).

"The implementation of how the ICON data fields and descriptive data are made
available to ComIn impacts the overhead and usability of ComIn. The smallest memory
overhead is achieved when sharing pointers to the ICON memory addresses. However,215

this adds the possibility that a plugin can (inadvertently or incorrectly) change the
value of such a field. Via the usage of Fortran pointers, no access restrictions are
implemented, as these are not supported by the language standard. Implementing
memory access restrictions would add additional undesired execution overhead. It
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was thus decided to share pointers to data fields via ComIn without safety mecha-220

nisms.
So far the memory argument (ComIn should be lightweight) was considered more

important also in the case of descriptive data, even though most descriptive data are
constant in time and their size not excessive. Thus, with a few exceptions, pointers
to the ICON descriptive data are shared directly. Another advantage of this approach225

is that inconsistencies in data copies can be prevented. Exceptions include the cell prop-
erties longitude and latitude, as their storage format has been simplified in ComIn to
eliminate a further dependence on the host model’s data structures. It is thus the re-
sponsibility of the user to ensure that the descriptive data are handled correctly and that
descriptive data are not accidentally modified."230

We have also updated the description of the associated point in Section 6 (line 480 in
the old version of the manuscript):

"When a plugin requests an ICON data field it does this for a specific list of en-
try points. This information can be used by ICON to determine the exchange of data
throughout the simulation. With the additional information of the desired access, i.e.235

if data is just read, adapted by a plugin or also required for halo synchronization, the
host model could detect incorrect access patterns and return an error or a warning
if access restrictions are violated. The latter part is currently not implemented but a
potential expansion for the future, probably available only in a debug mode of ComIn
as this option would add an overhead. Additionally, this information can be used to240

support asynchronous execution of plugins and to enable efficient halo synchronization
through ComIn."
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