Comments and Responses Report for RC2
Ms. Ref. No.: gmd-2023-62
Title: “Novel Deep Learning Approaches for Mapping Variation of Ground Level from Spirit Level Measurements”
To the Editor in chief:
The authors are grateful for the Editor constructive comments, which helped the authors to improve the quality and organization of the manuscript. The manuscript has been thoroughly revised and rechecked incorporating the reviewer comments. The response to the reviewer comments is provided as follows:
RC2 comments and responses
The authors claim to develop a deep learning method for mapping variation of ground level from spirit level measurements. There are several major issues with this manuscript as follows:
Comment#1. What is the objective of the work? What are the input and output? How is the model trained? Fig 1,2,3 and Sec 2 are describing known Deep Learning models, the authors have not explained what is the input and output here. 
[bookmark: _Hlk144844451]Response: Thank you for your comment. The study objectives have been separated in section 2; the inputs and outputs have been described and presented in modified figure 3. Figure 3 has been modified to address the reviewer’s concerns. In addition, section 3.6 has been separated with more details to address this explanation. The following text has been revised and improved in the revised manuscript:
[bookmark: _Hlk144927730]2. Study Objectives
This research is motivated by the challenges we encountered while conducting studies on mega sanitary network projects in Egypt. Our main challenge revolves around obtaining comprehensive land elevation data for the streets in various villages. This data is crucial for the preparation of designs and blueprints for the sanitary network projects. During the initial design phase, it is necessary to have a preliminary understanding of the entire village's streets in order to determine which villages are more critical and to assess the available funding. However, traditional land surveying methods are expensive and time-consuming, making them less ideal, particularly for preliminary designs. Therefore, this paper focuses on investigating how a limited number of scattered land elevation observations can be utilized with different types of machine learning networks to predict land surface elevations for the entire village. This approach aims to reduce the time and cost associated with the preliminary design stage, while assisting decision makers in prioritizing critical project stages and villages based on available funding.
[bookmark: _Hlk137146519][bookmark: _Hlk144928483]The input data for this study consists of the East (E) and North (N) coordinates of observed surface elevations, while the output data is the corresponding surface elevation (Z) values. Through experimentation, it was discovered that the model could accurately predict elevations in nearby locations based on the coordinates of the observed surface elevations. This prediction process can be simplified as a regression process. However, unlike traditional interpolation methods, the proposed deep artificial neural network (ANN) models have the ability to uncover hidden pattern features within the study region. For instance, it can identify the relationship between the spatial distribution of points and surface gradients. This is particularly important because points located in open areas exhibit different patterns compared to those situated near buildings or other structures. The deep ANN models are capable of capturing and utilizing these complex patterns to improve the accuracy of elevation predictions. Deep learning techniques have a high ability to learn massive amounts of data, which motivates geography studies and their computation complexity (Grekousis 2019; Alzubaidi et al. 2021; Ahmed et al. 2023; Joshi et al. 2023). Therefore, this study aims to use deep learning techniques, such as CNN, RNN, LSTM, and BI-LSTM, in the elevation interpolation of grid points and mapping ground levelling. Although deep learning techniques are widely applied in engineering applications, they are still limited to use in SL modeling. With modeling the ground leveling, even in the relative measurements, the time and cost of traditional leveling fieldworks should be decreased. 
[bookmark: _Hlk144927769]3. Methods 
In this study, four input-output deep learning techniques, CNN, RNN, LSTM, and BI-LSTM, are applied and compared to map the leveling based on Latitude and longitude measurements. The advantages of CNN can be summarized as follows: (i) Ability to capture local patterns (ii) Parameter sharing and spatial hierarchy (iii) Parameter sharing and spatial hierarchy (iv) Automatic feature extraction (v) Scalability and parallelization. These advantages are useful in SL modeling, as the data does not follow a fixed sequence that can be relied upon in the prediction process, and the geographical changes of the place on it require extrapolation of changes in the points to be calculated. As the same, the rest of the three models (i.e., RNN, LSTM, and Bi-LSTM) follow the same rules of CNN with more advantages in processing un-sequential datasets. The disadvantage of standard RNNs is that they suffer from the "vanishing gradient" problem, where gradients diminish as they propagate back through time, leading to difficulties in learning long-term dependencies. LSTM is a variant of RNN that addresses the vanishing gradient problem. It introduces a memory cell with separate input, forget, and output gates. Bi-LSTM extends the LSTM architecture by incorporating information from both past and future time steps. The proposed techniques have not been used for ground level measurements based on SL. Here, the input data for this study consists of the East (E) and North (N) coordinates of measured points are used as input to predict surface elevation (Z) values.  The following is a theory summary of the proposed models.


[bookmark: _Hlk144927794]3.6. Design models and data processing  
To design the proposed models, CNN, RNN, LSTM, and BI-LSTM, trial-and-error runs were performed. The Python language has been used for creating all the models, and for this, Jupyter Notebook software has been used. Table 1 proposes the details of the model`s configuration. The optimum CNN consists of two input layers, one convolutional layer with 32 neurons followed by a flat layer, a dense layer with 64 neurons, and an output layer. For the best model fit and optimization, square error and Adam were used. For a simple RNN, the number of hidden neurons in the hidden layers was investigated in the range of 2 to 40 using trial and error approach, the appropriate value of hidden neuron was determined to be 20 and 8 for the two hidden layers, respectively. The optimum RNN model consists of two input layers, a simple RNN hidden layer with 20 neurons followed by a dense layer with 8 neurons, and an output layer. In each hidden layer, ReLU (rectified linear unit) was used as the activation function. In particular, "mean square error" and "rmsprop" were utilized in the processes of model fitness and optimization, respectively. To achieve optimal performance, LSTM neural networks are structured into the following layers: two input layers, one LSTM hidden layer consisting of 50 neurons each, and an output layer. Similarly, the optimal BI-LSTM network consists of a two-input layer, one hidden BI-LSTM layer with 64 neurons, and one output layer. Notably, the 'sigmoid' function was utilized in each hidden layer, while the Adam and mean squared errors were used for model fitness and optimization, respectively, in both of the models. It is also noted that different epoch numbers of 100, 300, and 500 were tested in each run of the LSTM and BI-LSTM models, with the optimum epoch found to be 500.   
Table 1. Parametric configuration of the developed models
	Model
	Optimum model configuration

	CNN
	1D convolutional layer, flatten layer, dense layer, learning rate = 0.0001 batch size = 10, epoch = 500

	RNN
	20 hidden neurons in simple RNN layer, 8 hidden neurons in dense layer, input shape = (2,1), learning rate = 0.0001, batch size = 16, epoch = 500

	LSTM
	100 hidden neurons, input shape = (2,1), learning rate = 0.01, batch size = 15, epoch = 500

	BI-LSTM
	64 hidden neurons, input shape = (2,1), learning rate = 0.01, batch size = 15, epoch = 500



[bookmark: _Hlk137147203]
Figure 3 presents a three-stage approach for data processing and mapping. The first stage involves data collection, adjustment, and improvement. The data collection process includes gathering E (East) and N (North) coordinates using total stations (TS) in urbanized regions. These coordinates are then connected to control stations observed by GPS, which are established in open areas. The Z (leveling) values are calculated at the observed points using SL equipment. To train the proposed models, a dataset of 3253 leveling points from SL measurements was used, including 229 benchmarks of precise leveling (PL). These measurements were obtained from a project conducted in the Manzalla region, Egypt. It's important to note that the accuracy of the proposed models may vary depending on the volume of data and the topography of the study area. However, the underlying concept of the models can be applied in similar areas. In the second stage, the dataset was divided into training and testing subsets. The training dataset was utilized to design and train the proposed models. The last stage involved evaluating the performance of the models using both the training and testing datasets. Furthermore, the entire dataset was employed to validate the best-fit model. In addition to the model evaluation, grids with a resolution of 500 m were generated to map the ground level of the study area. These grids provide a spatial representation of the estimated surface elevation based on the input E and N coordinates.

	[image: A diagram of a model

Description automatically generated with medium confidence]

	Figure 3. Data processing and modeling flowchart


 

Comment#2. Since the objective of the model is not clear, the results and discussion section cannot be followed. What result are the authors discussing? 
Response: Thank you for your comment. In the discussion, a comprehensive analysis was conducted to evaluate the modeling results and accuracies of four deep learning networks: Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), and Bidirectional LSTM (BI-LSTM). Through this analysis, it was determined that LSTM demonstrated the highest accuracies in predicting surface elevations within the study regions. The results from LSTM outperformed the other three networks in terms of accuracy and precision. This finding suggests that LSTM is particularly effective in capturing and utilizing the patterns present in the surface elevation data. It showcases the ability of LSTM to effectively model and predict the complex relationships between the input coordinate data and the corresponding surface elevation values. The superior performance of LSTM in this study highlights its potential as a powerful tool for accurately predicting surface elevations in similar geographical regions. In addition, the following text has been revised and improved to connect the results with the main objective of the modeling SL:
Figure 9 shows the map estimation of the study area for ground levels and the error of the estimation levels. The error is the difference between levels of mapping and measurements. From the map, it can be seen that the ground level is smooth and slopes from 0 to 6 m in one direction. From the measured errors, it can be seen that the absolute mean error of the estimated ground levels is 0.187 cm, and the standard deviation of error is 0.666 m. The error distribution is roughly normal, and the majority of the confidence in the model error falls within the 95% confidence interval. This indicates that the estimated levels are acceptable, and that LSTM can be accurately applied to estimate the ground level of the study area. These results reveal the proposed model is accurate in estimating ground level, and LSTM can be applied in similar areas to decrease the cost and time of SL field works.
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Description automatically generated]
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Description automatically generated]
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	Figure 9. Mapping of the ground level, (a) contour map and (b) model error



Comment#3. Section 3 of data collection needs to have more details of the collected data and how to access it. A generic statement of it can be found in the supplementary information is not enough.
Response: Thank you for your comment. section 3, which become section 4 in the revised manuscript, has been modified to address this explanation:
[bookmark: _Hlk144928249]4. Data collection
The ground level observations were collected in 2019 as part of a national Egyptian project focused on rehabilitating the sanitary networks in small cities. Expert land surveyors utilized the Sokkia B40 Automatic level for data collection. The surveyors were divided into four working groups and supervised by an experienced land surveying consultant.
The data collection occurred during the actual studies of the sanitary network project in the Manzala region. The collected data can be classified into two main groups. The first group consists of Bench-Mark (BM) points, serving as reference points for the project. These points were meticulously observed and supervised by experts. Closed network techniques were employed, and adjustments were made using the least squares method to ensure accuracy. The second group comprises surface elevation points, measured using an automatic spirit level and referenced to the adjusted BMs. The data is provided in CSV format as supplementary data, including East and North coordinates in UTM 36 N projection, along with surface elevation values in meters relative to a local benchmark.
Figure 4 illustrates the study area, the Manzala region, and the distribution of leveling points. The project commenced by establishing over 250 benchmarks throughout the entire study region. These benchmarks were precisely connected to form a comprehensive leveling network. Professional surveyors carefully observed and calibrated spirit level instruments during this process. The network leveling observations underwent analysis, filtering, and correction using the principles of random error theory, with the exclusion of outlier observations. The least squares method was then applied to further refine the precise leveling network, resulting in an estimated standard deviation of approximately 6 millimeters for the benchmark observations. Benchmarks with a standard deviation exceeding 1 centimeter were excluded from the network, resulting in 229 benchmarks utilized in the ground level observations.
After estimating the corrected reduced levels of the selected benchmarks, they served as references for ground leveling observations. These observations were conducted along the longitudinal center of each street within the study region, with intervals ranging from 10 to 20 meters. The ground level observations were collected, analyzed, and filtered to remove any erroneous data points.

A clearer explanation is necessary including the novelty of the work. Thus, the manuscript cannot be published in its current form.
Response: The authors are grateful for the Editor constructive comments, which helped the authors to improve the quality and organization of the manuscript. The novelty of the study has been presented in the revised manuscript. In addition, the organization of the manuscript has been modified to address the editor concerns. 
[bookmark: _Hlk144928526]“It is important to highlight that the current methods of estimating ground surface levels using spirit leveling measurements through soft computing techniques are still limited, as noted in our literature review. Therefore, the objective of this study is to develop a novel soft computing technique that can facilitate the estimation of ground levels in engineering projects, specifically targeting surveyor engineers. The proposed technique aims to provide a more efficient and effective approach for estimating ground levels in such applications.”
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