Comments and Responses Report for RC1
Ms. Ref. No.: gmd-2023-62
Title: “Novel Deep Learning Approaches for Mapping Variation of Ground Level from Spirit Level Measurements”
To the Editor in chief:
The authors are grateful for the Editor and reviewer constructive comments, which helped the authors to improve the quality of the manuscript. The manuscript has been thoroughly revised and rechecked incorporating the reviewer comments. The response to the reviewer comments is provided as follows:
RC1 comments and responses
The authors investigated mapping variation in ground levels using machine learning techniques. They compared the ordinary spirit levelling (SL) measurements using four MLs, including Convolution Neural Network (CNN), Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and bi-directional LSTM (BI-LSTM), in the Manzalla region, Egypt. Their results showed the developed LSTM model outperforms CNN, RNN, and BI-LSTM in modeling ground leveling in the training and testing stages. While the subject is relevant and interesting, some details have been missing. Furthermore, it is unclear what are novelties of this paper. The authors should highlight the novelties of this paper. 
Thank you for your comments. The manuscript has been revised and improved based on highlights comments. The novelty of this study is in using deep learning techniques in SP modeling and decreasing the cost of survey engineering works for estimating elevation of ground through SL. The following text has been revised and modified:  
[bookmark: _Hlk137146519]“Therefore, this study aims to use deep learning techniques, such as CNN, RNN, LSTM, and BI-LSTM, in the elevation interpolation of grid points. Although deep learning techniques are widely applied in engineering applications, they are still limited to use in SL modeling. With modeling the ground leveling, even in the relative measurements, the time and cost of traditional leveling fieldworks should be decreased.”




The reviewer lists some comments as the below:
· This paper presents a comparison of estimating SL using several MLs. However, there are many ML algorithms. It is unclear why the authors selected these methods. What advantages of every method did you select them?
# Response: Thank you for your comment. the following text has been modified to address this explanation:
“In this study, four input-output deep learning techniques, CNN, RNN, LSTM, and BI-LSTM, are applied and compared to map the leveling based on Latitude and longitude measurements. The advantages of CNN can be summarized as follows: (i) Ability to capture local patterns (ii) Parameter sharing and spatial hierarchy (iii) Parameter sharing and spatial hierarchy (iv) Automatic feature extraction (v) Scalability and parallelization. These advantages are useful in SL modeling, as the data does not follow a fixed sequence that can be relied upon in the prediction process, and the geographical changes of the place on it require extrapolation of changes in the points to be calculated. As the same, the rest of the three models (i.e., RNN, LSTM, and Bi-LSTM) follow the same rules of CNN with more advantages in processing un-sequential datasets. The disadvantage of standard RNNs is that they suffer from the "vanishing gradient" problem, where gradients diminish as they propagate back through time, leading to difficulties in learning long-term dependencies. LSTM is a variant of RNN that addresses the vanishing gradient problem. It introduces a memory cell with separate input, forget, and output gates. Bi-LSTM extends the LSTM architecture by incorporating information from both past and future time steps. The proposed techniques have not been used for ground level measurements based on SL. The following is a theory summary of the proposed models.”
***
· L77-82, these should be merged with Method section since they are description of methods.
# Response: Thank you for your comment. the following text has been modified to address this explanation:
[bookmark: _Hlk137147203][bookmark: _Hlk137148102]“ Figure 3 proposes the data processing and mapping in three stages. Data collection, adjustment, and improvement are implemented in the first stage using the least squares method and PL benchmarks. E (east) and N (north) are collected using GPS observation networks. Z (leveling) was calculated at observed points using SL equipment. Here, E and N are used as input to estimate Z value. To train the proposed models, 3253 datasets leveling points of SL, including 229 benchmarks of precise levelling (PL), were used. These measurements were collected from a project in the Manzalla region, Egypt. The accuracy of the proposed models was evaluated based on the collected datasets; this means the accuracy should be changed based on the volume of data used and the topography of the study regions. However, the concept of the proposed models can be used in a similar area. The data were divided into training and testing stages. The training datasets were used to design the proposed models in the second stage. In the last stage, training and testing datasets were used to assess the performance of the proposed models. In addition, the whole datasets were used to validate the best-fit model. Also, grids of 500 m were generated to map the ground level of the study area.”
***
· L86-124, the following paragraphs are a brief description of several methods rather than a theory summary. I would suggest you add more details of every algorithm used in this study.
#Response: Thank you for your comment. the following text has been modified to address this explanation:
“In general, a CNN is a hierarchical neural network that has a number of completely connected layers after the pooling and convolutional layers. Here, the CNN algorithm, which applied in this study, can be represented as follows: (1) Convolutional Layers that extract features from input data. Multiple learnable filters, also known as kernels, make up each layer. By moving across the input data and performing element-wise multiplications and summations, each filter performs a convolution operation. (2) The CNN model gains non-linearity via activation functions, which enables it to learn intricate representations. Rectified Linear Units (ReLU), which maintain positive values intact while setting negative values to zero, are a common activation function used in CNNs. (3) Pooling layers down sample the feature maps generated by convolutional layers, reducing the spatial dimensions. (4) CNNs often feature fully connected layers after numerous convolutional and pooling layers. These layers, like those in classic neural networks, are responsible for making predictions based on the learned features. Every neuron in a completely connected layer is linked to every neuron in the preceding and following layers. (5) for regression task loss function mean square error and other function can be employed (6) for optimization, like Adam, RMSprop, and Adagrad can be employed to minimize the loss function (7) Backpropagation is an important algorithmic step in CNN training. It uses the chain rule of derivatives to calculate the gradients of the loss function with respect to the model's parameters, layer by layer.”
And 
“The convolutional model works with a fixed number of inputs and produces a fixed vector as an output with a predefined number of steps. We can manipulate vector sequences at both the input and the output thanks to return grids (Hang et al. 2019; Sorkhabi et al. 2022; Amalou et al. 2022). In the case of the RNN, the link between the units forms a direct cycle. The inputs and outputs of a recursive neural network are connected rather than independent, in contrast to conventional neural networks. Additionally, each layer of the RNN uses the same standard settings. RNN design is shown in Figure 1.b. The backpropagation method can be used to train the return network to mimic a conventional neural network (Hang et al. 2019). Here, the flow step is only one factor that is considered in the computation of the gradient. The two-way neural network takes into account both the expected future output and the prior output. Deep learning can be achieved in two-way and direct RNN by adding numerous hidden levels. With a lot of learning data, these deep networks have a greater learning capacity (Sorkhabi et al. 2022). For more details, in RNN, Figure 1.c shows the complete architecture of RNN in a folded and unfolded way. The folded part is a neural network, where inputs are passed one by one. This will give one output, and it will also produce an activation, which will be passed to the next time step, as can be seen in the unfolded diagram of RNN. Both of the diagrams represent the same thing, but the unfolded diagram represents time. In other NNs like ANN, the activation for the next is calculated by multiplying the weight of the activation of the previous layer adding a bias and passing that to an activation function. Now for RNN the equation will be similar but here RNN have two inputs one inputs is the activation from the previous layer and one input which is . Let  ,  and  represent the input, hidden, and output vectors at sampling instant t, respectively. The hidden and output vectors at sampling time t can be calculated as:
                                                                                                       (1)
                                                                                                                      (2)

Where U represents the weight between input and hidden vectors; W stands for the weight matrix in between different time steps of the hidden vectors; V depicts the weight matrix that connects hidden layer to the output layers, b and c are the corresponding bias of W and V, respectively.  is the activation function. ”
***
· It is unclear how you implement the simulations, such as training, testing, input and output variables. You should present what software of MLs have been used for this study if your codes were not in-house. The authors should add a section to present your implementation or describe them after each algorithm.
#Response: Thank you for your comment. the python codes have been submitted to address this point. In addition, the following text has been modified to address this explanation:
“To design the proposed models, CNN, RNN, LSTM, and BI-LSTM, trial-and-error runs were performed. The Python language has been used for creating all the models, and for this, Jupyter Notebook software has been used. Table 1 proposes the details of the model`s configuration. The optimum CNN consists of two input layers, one convolutional layer with 32 neurons followed by a flat layer, a dense layer with 64 neurons, and an output layer. For the best model fit and optimization, square error and Adam were used. For a simple RNN, the number of hidden neurons in the hidden layers was investigated in the range of 2 to 40 using trial and error approach, the appropriate value of hidden neuron was determined to be 20 and 8 for the two hidden layers, respectively. The optimum RNN model consists of two input layers, a simple RNN hidden layer with 20 neurons followed by a dense layer with 8 neurons, and an output layer. In each hidden layer, ReLU (rectified linear unit) was used as the activation function. In particular, "mean square error" and "rmsprop" were utilized in the processes of model fitness and optimization, respectively. To achieve optimal performance, LSTM neural networks are structured into the following layers: two input layers, one LSTM hidden layer consisting of 50 neurons each, and an output layer. Similarly, the optimal BI-LSTM network consists of a two-input layer, one hidden BI-LSTM layer with 64 neurons, and one output layer. Notably, the 'sigmoid' function was utilized in each hidden layer, while the Adam and mean squared errors were used for model fitness and optimization, respectively, in both of the models. It is also noted that different epoch numbers of 100, 300, and 500 were tested in each run of the LSTM and BI-LSTM models, with the optimum epoch found to be 500.”
***
· L229-232, what means E, N and Z in Table 1? Why did you not use input and output variables that have physical meaning?
#Response: Thank you for your comment. E,N, and Z are the geographic coordinates of SL points. They are commonly used in survey engineering applications. The following text has been modified to define the meaning of these parameters.
 “Figure 3 proposes the data processing and mapping in three stages. Data collection, adjustment, and improvement are implemented in the first stage using the least squares method and PL benchmarks. E (east) and N (north) are collected using GPS observation networks. Z (leveling) was calculated at observed points using SL equipment. Here, E and N are used as input to estimate Z value. To train the proposed models, 3253 datasets leveling points of SL, including 229 benchmarks of precise levelling (PL), were used.”
***
·  In Table 2, how did you calculate “Total Score”?
# Response: Thank you for your comment. The total score is the total rank of statistical parameters. 
***
· I would suggest you add a figure to show results of CNN and RNN.
# Response: Thank you for your comment. Figure 7 has been modified to include CNN and RNN performances in modeling SL.
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	Figure 7. Modeling performance of the proposed models in in the testing stage
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