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Abstract. The graphics processing units (GPUs) are becoming a compelling acceleration strategy 20 

for geoscience numerical model due to their powerful computing performance. In this study, AMD’s 21 

heterogeneous compute interface for portability (HIP) was implemented to port the GPU 22 

acceleration version of the Piecewise Parabolic Method (PPM) solver (GPU-HADVPPM) from the 23 

NVIDIA GPUs to China’ s domestically GPU-like accelerators as GPU-HADVPPM4HIP, and 24 

further introduced the multi-level hybrid parallelism scheme to improve the total computational 25 

performance of the HIP version of CAMx (CAMx-HIP) model on the China’ s domestically 26 

heterogeneous cluster. The experimental results show that the acceleration effect of GPU-27 

HADVPPM on the different GPU accelerator is more obvious when the computing scale is larger, 28 
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and the maximum speedup of GPU-HADVPPM on the domestic GPU-like accelerator is 28.9 times. 29 

The hybrid parallelism with a message passing interface (MPI) and HIP enables achieve up to 17.2 30 

times speedup when configure 32 CPU cores and GPU-like accelerators on the domestic 31 

heterogeneous cluster. And the OpenMP technology is introduced to further reduce the computation 32 

time of CAMx-HIP model by 1.9 times. More importantly, by comparing the simulation results of 33 

GPU-HADVPPM on NVIDIA GPUs and domestic GPU-like accelerators, it is found that the 34 

simulation results of GPU-HADVPPM on domestic GPU-like accelerators have less difference than 35 

the NVIDIA GPUs, and the reason for this difference may be related to the fact that the NVIDIA 36 

GPU sacrifices part of the accuracy for improved computing performance. All in all, the domestic 37 

GPU-like accelerators are more accuracy for scientific computing in the field of geoscience 38 

numerical models. Furthermore, we also exhibit that the data transfer efficiency between CPU and 39 

GPU has an important impact on heterogeneous computing, and point out that optimizing the data 40 

transfer efficiency between CPU and GPU is one of the important directions to improve the 41 

computing efficiency of geoscience numerical models in heterogeneous clusters in the future. 42 

1. Introduction 43 

Over the recent years, GPUs have become an essential part of providing processing power for 44 

high performance computing (HPC) application, and heterogeneous supercomputing based on CPU 45 

processors and GPU accelerators has become the trend of global advanced supercomputing 46 

development. The 61st edition of the top 10 list, released in June 2023, reveals that 80% of advanced 47 

supercomputers adopt the heterogeneous architectures  48 

(https://www.top500.org/lists/top500/2023/06/, last access: 20 October 2023), and the Frontier 49 

system equipped with AMD Instinct MI250X GPU at the Oak Ridge National Laboratory remains 50 

the only true exascale machine with the High-Performance Linpack benchmark (HPL) score of 51 

1.194 Exaflop/s (https://www.top500.org/news/frontier-remains-sole-exaflop-machine-and-retains-52 

top-spot-improving-upon-its-previous-hpl-score/, last access: 20 October 2023). It is worth noting 53 

that in addition to the second-place Fugaku supercomputer using a general-purpose CPU 54 

architecture, the third-ranked LUMI system also uses AMD Instinct MI250X GPUs as accelerators 55 

and its HPL score reaches 309.1 PFlop/s. The much-watched AMD Instinct MI250X GPU achieves 56 
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95.7 TFlop/s for peak double precision matrix performance 57 

(https://www.amd.com/en/products/server-accelerators/Instinct-mi250x, last access: 20 October 58 

2023), and its performance is 2.7 times that of EARTH-SIMULATOR which is the top 1 59 

supercomputer in 2003. How to realize the large-scale parallel computing and improve the 60 

computational performance of geoscience numerical models on the GPU has become one of the 61 

significant directions for the future development of numerical models.  62 

In terms of the heterogeneous porting for the atmospheric chemical models, many scholars 63 

have carried out research on chemical modules. For example, Sun et al. (2018) used CUDA 64 

technology to port the second-order Rosenbrock solver of chemistry module of CAM4-Chem to 65 

NVIDIA Tesla K20X GPU and achieved up 11.7x speedup for computation alone. Alvanos and 66 

Christoudias (2017) developed a software that automatically generates CUDA kernels to solve 67 

chemical kinetics equation in the chemistry module for the global climate model ECHAM/MESSy 68 

Atmospheric Chemistry (EMAC) and performance evaluation shows a 20.4x speedup for the kernel 69 

execution. Linford et al. (2011) presented the Kinesthetic PreProcessor: Accelerated (KPPA) to 70 

generate the chemical mechanism code in CUDA language which can be implemented on NVIDIA 71 

Tesla C1060 GPU. The KPPA-generated SAPRC’99 mechanism from CMAQ model achieved a 72 

maximum speedup of 13.7x and KPPA-generated RADM2 mechanism from WRF-chem model 73 

achieved an 8.5x speedup over the serial implementation. Horizontal advection module for the 74 

atmospheric chemical models, Cao et al. (2023) used the Fortran-C-CUDA C scheme and 75 

implemented a series of optimizations, including reduce the CPU–GPU communication frequency, 76 

optimize the GPU memory access, and thread and block co-indexing, to increase the computational 77 

efficiency of the HADVPPM advection solver in the CAMx model by 18.8 times on the NVIDIA 78 

Tesla V100 GPU. 79 

The CUDA technology was implemented to carry out heterogeneous porting for the 80 

atmospheric chemical models from the CPU processors to different NIVIDA GPU accelerators. In 81 

this study, the Heterogeneous-computing Interface for Portability (HIP) interface was introduced to 82 

implement the porting of GPU-HADVPPM from the NVIDIA GPU to the China’ s domestically 83 

GPU-like accelerators based on the research of Cao et al. (2023). First, we compared the simulation 84 

result of Fortran version CAMx model with CUDA version of CAMx (CAMx-CUDA) and CAMx-85 
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HIP model which were coupled with CUDA and HIP version of GPU-HADVPPM program, 86 

respectively. And then, the computing performance of GPU-HADVPPM programs on different 87 

GPUs are compared. Finally, we tested total coupling performance of CAMx-HIP model with multi-88 

level hybrid parallelization on the China’ s domestically heterogeneous cluster. 89 

2. Model and experimental platform 90 

2.1. The CAMx model description and configuration 91 

The Comprehensive Air Quality Model with Extensions version 6.10 (CAMx v6.10; 92 

ENVIRON, 2014) is a state-of-the-art air quality model which simulates the emission, dispersion, 93 

chemical reaction, and removal of the air pollutants on a system of nested three-dimensional grid 94 

boxes (https://www.camx.com/, last access: last access: 20 October 2023). The Eulerian continuity 95 

equation is expressed as shown Cao et al. (2023), the first term on the right-hand side represents 96 

horizontal advection, the second term represents net resolved vertical transport across an arbitrary 97 

space and time varying height grid, and the third term represents turbulent diffusion on the sub-grid 98 

scale. Pollutant emission represents both point source emissions and grided source emissions. 99 

Chemistry is treated by solving a set of reaction equations defined by specific chemical mechanisms. 100 

Pollutant removal includes both dry deposition and wet scavenging by precipitation.  101 

In terms of the horizontal advection term on the right-hand side, this equation is solved using 102 

either the Bott (1989) scheme or the Piecewise Parabolic Method (PPM) (Colella and Woodward, 103 

1984; Odman and Ingram, 1996) scheme. The PPM horizontal advection scheme (HADVPPM) was 104 

selected in this study because it provides higher accuracy with minimal numerical diffusion. The 105 

other numerical scheme selected during the CAMx model running are listed in Table S1. As 106 

described by Cao et al. (2023), the -fp-model precise compile flag which can force the compiler to 107 

use the vectorization of some computation under value safety is 41.4% faster than -mieee-fp compile 108 

flag which comes from the Makefile of the official CAMx version with the absolute errors of the 109 

simulation results are less than ±0.05 ppbV. Therefore, the -fp-model precise compile flag was 110 

selected when compiling the CAMx model in this research. 111 
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2.2. CUDA and ROCm introduction 112 

Compute Unified Device Architecture (CUDA) (NVIDIA, 2020) is a parallel programming 113 

paradigm which was released in 2007 by NVIDIA. CUDA is a proprietary application programming 114 

interface (API) and as such is only supported on NVIDIA’s GPUs that are based on Tesla 115 

Architecture. For the CUDA programming, it uses a programming language similar to standard C, 116 

which achieves efficient parallel computing of programs on NVIDIA GPUs by adding some 117 

keywords. In the previous study, CUDA technology was implemented to port the HADVPPM 118 

program from CPU to NVIDIA GPU (Cao et al., 2023). 119 

Radeon Open Compute platform (ROCm) (AMD, 2023) is an open-source software platform 120 

developed by AMD in 2015 for HPC and hyperscale GPU computing. In general, ROCm for the 121 

AMD GPU is equivalent to CUDA for NVIDIA GPU. On the ROCm software platform, it uses the 122 

AMD’s HIP interface which is a C++ runtime API to allows developers to run programs on AMD 123 

GPUs. Table 1 shows the difference between the CUDA programming and HIP programming on the 124 

NVIDIA GPU and AMD GPU. In general, it is very similar between the CUDA and HIP 125 

programming and their code can be converted directly by replacing the character “cuda” with “hip” 126 

in the most cases. More information about HIP API can be available on 127 

https://rocm.docs.amd.com/projects/HIP/en/latest/index.html (last access: 20 October 2023). 128 

Similar to AMD GPU, developers can also use ROCM-HIP programming interface to implement 129 

programs running on the China’ s domestically GPU-like accelerator. 130 

Table 1. The difference between the CUDA programming and HIP programming on the NVIDIA GPU and AMD 131 

GPU. 132 

 CUDA programming HIP programming 

Header file  cuda_runtime.h hip_runtime.h 

Gets the number of compute-capable 

GPUs. 

cudaGetDeviceCount hipGetDeviceCount 

Set device to be used for GPU 

executions. 

cudaSetDevice hipSetDevice 

Allocates memory on the GPU. cudaMalloc hipMalloc 

Copies data between CPU and GPU. cudaMemcpy hipMemcpy 
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Kernel function mykernel<<< >>> hipLaunchKernelGGL(mykernel) 

Frees memory on the GPU. cudaFree hipFree 

 133 

2.3. Hardware components and software environment of the testing system 134 

Table 2 listed four GPU clusters which are conducted the experiments, two NVIDIA 135 

heterogeneous clusters which have the same hardware configuration as Cao et al. (2023) and two 136 

China’ s domestically heterogeneous clusters newly used in this research. The NVIDIA K40m 137 

cluster is equipped with two 2.5 GHz 16 cores Intel Xeon E5-2682 v4 CPU and one NVIDIA Tesla 138 

K40m GPU. Each NVIDIA Tesla K40m GPU accelerator has 2880 CUDA cores with 12 GB of 139 

video memory. The NVIDIA V100 cluster contains two 2.7 GHz 24 cores Intel Xeon Platinum 8168 140 

processors and eight NVIDIA Tesla V100 GPU accelerators. Each NVIDIA Tesla V100 GPU 141 

accelerator is configured with 5120 CUDA cores and 16 GB video memory. 142 

For the China’ s domestically heterogeneous cluster A (domestic cluster A), each compute node 143 

contains a 2.0 GHz China’ s domestically CPU processor A of 32 cores (domestic CPU processor 144 

A) and four China’ s domestically GPU-like accelerator A (domestic GPU-like accelerator A). Each 145 

CPU processor A has 32 cores with 4 Non-Uniform Memory Access nodes, each NUMA node has 146 

8 X86 based processors. The GPU-like accelerator A has 64 compute unit, for totaling 60 threads 147 

on each compute unit. The China’ s domestically heterogeneous cluster B (domestic cluster B) is 148 

the next generation of cluster A, and its CPU and GPU hardware have been upgraded, especially the 149 

data transfer bandwidth between CPU and GPU. The CPU and GPU configuration scheme on the 150 

cluster B is the same as the cluster B, with one 2.5 GHz China’ s domestically CPU processor B 151 

(domestic CPU processor B) on a single node equipped with four China’ s domestically GPU-like 152 

accelerator B (domestic GPU-like accelerator B). The domestic GPU-like accelerator B also 153 

contains 64 compute units with 128 threads each. 154 

In term of the software environment, the Intel Toolkit (including compiler and MPI library) 155 

version 2021.4.0, 2019.1.144, and 2021.3.0 are employed for compiling on Intel CPU and China’ s 156 

domestically series CPU, respectively. The drivers and libraries of NVIDIA Tesla K40m and V100 157 

GPU accelerator, domestic GPU-like accelerator A and B were CUDA version 10.2, CUDA version 158 
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10.0, ROCm version 4.0.1/ DTK toolkit version 23.04, and DTK toolkit version 23.04. DTK toolkit, 159 

like ROCm, supports developers to develop GPU-like applications using HIP programming 160 

interface in C++ language. 161 

Table 2. Configurations of NVIDIA K40m cluster, NVIDIA V100 cluster, China’ s domestically cluster A, and China’ 162 

s domestically cluster B.  163 

 Hardware components 

 CPU GPU 

NVIDIA K40m cluster Intel Xeon E5-2682 v4 CPU @2.5 

GHz, 16 cores 

NVIDIA Tesla K40m GPU, 2880 CUDA 

cores, 12 GB video memory 

NVIDIA V100 cluster Intel Xeon Platinum 8168 CPU @2.7 

GHz, 24 cores 

NVIDIA Tesla V100 GPU, 5120 CUDA 

cores, 16 GB video memory 

China’ s domestically 

cluster A 

China’ s domestically CPU processor 

A, 2.0GHz, 32 cores 

China’ s domestically GPU-like accelerator 

A, 3840 stream processors, 16 GB memory 

China’ s domestically 

cluster B 

China’ s domestically CPU processor 

B, 2.5GHz, 32 cores 

China’ s domestically GPU-like accelerator 

B, 8192 stream processors, 16 GB memory 

 Software environment 

 Compiler and MPI Programming model 

NVIDIA K40m cluster Intel Toolkit 2021.4.0 CUDA-10.2 

NVIDIA V100 cluster Intel Toolkit 2019.1.144 CUDA-10.0 

China’ s domestically cluster A Intel Toolkit 2021.3.0 ROCm-4.0.1/ DTK-23.04 

China’ s domestically cluster B Intel Toolkit 2021.3.0 DTK-23.04 

 164 

3. Implementation details 165 

This section mainly introduced the strategy of porting HADVPPM program from CPU to 166 

NVIDIA GPU and domestic GPU-like accelerator, as well as the proposed multi-level hybrid 167 

parallelism technology to make full use of computing resources.  168 
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3.1. Porting the HADVPPM program from CPU to NVIDIA GPU and domestic 169 

GPU-like accelerator 170 

Fig. 1 shows the heterogeneous porting process of HADVPPM from CPU to NVIDIA GPU 171 

and domestic GPU-like accelerator. First, the original Fortran code was refactored using standard C 172 

language. And then the CUDA and HIP technology were used to convert the standard C code into 173 

CUDA C and HIP C code to make it computable on the NIVIDA GPU and domestic GPU-like 174 

accelerator. To facilitate the portability of applications across different GPU platforms, ROCm 175 

provides hipify toolkits to help transcode. In this studying, the ROCm HIP technology was used to 176 

implement the operation of GPU-HADVPPM on domestic GPU-like accelerator based on the 177 

CUDA version of GPU-HADVPPM which was developed by Cao et al. (2023). During the 178 

compiling, the HIP code was compiled using the “hipcc” compiler driver with the library flag “-179 

lamdhip64”. 180 

 181 

Figure 1. The heterogeneous porting process of HADVPPM Fortran code from CPU to NVIDIA GPU and domestic 182 

GPU-like accelerator. 183 

 184 
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3.2. Multi-level hybrid parallelization of CAMx model on heterogeneous 185 

platform 186 

The original CAMx model running on the CPUs supports two types of parallelization 187 

(ENVIRON, 2014): (1) OpenMP (OMP), which supports multi-platform (e.g., multi-core) shared-188 

memory programming in C/C++ and Fortran; (2) Message Passing Interface (MPI), which is a 189 

message passing interface standard for developing and running parallel applications on the 190 

distributed-memory computer cluster. In the original CAMx model, MPI+OMP hybrid parallel can 191 

be used to maximize computational efficiency. 192 

In the previous studying, Cao et al. (2023) adopt a parallel architecture with an MPI and CUDA 193 

(MPI+CUDA) hybrid paradigm to expand the parallel scale of CAMx-CUDA model in NVIDIA 194 

heterogeneous cluster. Adopting this strategy, GPU-HADVPPM can run on multiple NVIDIA GPUs. 195 

When the CUDA C code of GPU-HADVPPM is converted to HIP C code, GPU-HADVPPM with 196 

an MPI and HIP (MPI+HIP) heterogeneous hybrid programming technology can also run on 197 

multiple domestic GPU-like accelerators. The MPI and HIP hybrid parallel scheme can configure 198 

one GPU-like accelerator for each CPU process participating in the computation. However, the 199 

number of GPU-like accelerators in a single compute node is usually much smaller than the number 200 

of CPU cores in the super-large heterogeneous cluster. Therefore, in order to make full use of the 201 

remaining CPU computing resources, OMP technology is further introduced into the CAMx-HIP 202 

model which was coupled the HIP version of GPU-HADVPPM. In the framework of the multi-level 203 

hybrid parallelism, the horizontal advection module is accelerated by MPI and HIP technology, and 204 

the other modules are accelerated by MPI and OMP. 205 

4. Results and evaluation 206 

The coupling performance experiments of CUDA and HIP version GPU-HADVPPM were 207 

conducted in this section. First, we compared the simulation result of Fortran version CAMx model 208 

with CAMx-CUDA and CAMx-HIP model which were coupled with CUDA and HIP version of 209 

GPU-HADVPPM program, respectively. Then, the computing performance of GPU-HADVPPM 210 

programs on the NVIDIA GPU and domestic GPU-like accelerator are compared. Finally, we tested 211 
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total coupling performance of CAMx-HIP model with multi-level hybrid parallelization on the 212 

domestic cluster A. For ease of description, the CAMx versions of the HADVPPM program written 213 

in Fortran, CUDA C and HIP C code are named F, CUDA and HIP, respectively.  214 

4.1. Experimental setup 215 

There are three test cases were used to evaluate the coupling performance of CUDA and HIP 216 

version GPU-HADVPPM. The experimental setup for the three test cases is shown in Table 3. The 217 

Beijing case (BJ) covers Beijing, Tianjin, and part of the Hebei Province with 145 × 157 grid 218 

boxes, and simulation of BJ case starts on 1 November, 2020. The Henan case (HN) mainly covers 219 

the Henan Province with 209 × 209 grid boxes. The starting date of simulation in HN case is 1 220 

October, 2022. The Zhongyuan case (ZY) has the widest coverage of the three cases, with Henan 221 

Province as the center, covering the Beijing-Tianjin-Hebei region, Shanxi Province, Shaanxi 222 

Province, Hubei Province, Anhui Province, Jiangsu Province, and Shandong Province, with 531 × 223 

513 grid boxes. ZY case started simulation on 4 January, 2023. All of the three performance test 224 

cases are 3km horizontal resolution, 48 hours of simulation, and 14 vertical model layers. The 225 

number of three-dimensional grid boxes in BJ, HN, and ZY cases are totally 318,710, 611,534 and 226 

3,813,642, respectively. The meteorological fields inputting the different versions of the CAMx 227 

model in the three cases were provided by the Weather Research and Forecasting Model (WRF). In 228 

terms of emission inventories, the emission for BJ case is consistent with the Cao et al. (2023), HN 229 

case uses the Multi-resolution Emission Inventory for China (MEIC) and ZY case uses the emission 230 

constructed by Sparse Matrix Operator Kernel Emission (SMOKE) model in this study. 231 

Table 3. The experimental setup for the BJ, HN, and ZY case. 232 

 BJ  HN ZY 

Start date November 1, 2020 October 1, 2022 1 January, 2023 

Horizontal resolution 3km 3km 3km 

Grid boxes 145 × 157 × 14 209 × 209 × 14 531 × 513 × 14 

Meteorological fields WRF WRF WRF 

Emission Cao et al. (2023) MEIC SMOKE 

 233 

https://doi.org/10.5194/gmd-2023-222
Preprint. Discussion started: 17 January 2024
c© Author(s) 2024. CC BY 4.0 License.


presumably these test cases have been used already in previous studies. Please refer to them for completeness.



11 

 

4.2. Error analysis 234 

The hourly concentrations of four major species, i.e. O3, PSO4, CO, and NO2, outputted by 235 

Fortran, CUDA, and HIP version of CAMx for the BJ case are compared to verify the results 236 

reasonableness before testing the computation performance. Fig. 2 present the four major species 237 

simulation results of three CAMx version, including Fortran version on the Intel E5-2682 v4 CPU, 238 

CUDA version on the NVIDIA K40m cluster and HIP version on the domestic cluster A, after 48 239 

hours integration, as well as the absolute errors (AEs) of their concentrations. The species’ spatial 240 

pattern of three CAMx versions on different platform are visually very consistent, and the AEs 241 

between the HIP and Fortran version is much smaller than the CUDA and Fortran version. For 242 

example, the AEs between the CUDA and Fortran version for O3, PSO4, and NO2 are in the range 243 

of ±0.04 ppbV, ±0.02 �� ∙ ���, and ±0.04 ppbV. And the AEs between the HIP and Fortran 244 

version for above the three species are fall into the range of ±0.01 ppbV, ±0.005 �� ∙ ���, and 245 

±0.01 ppbV. For CO, AEs is relatively large due to its high background concentration. However, 246 

the AEs between the HIP and Fortran versions is also less than that between the CUDA and Fortran 247 

versions where were in the range of ±0.4 ppbV and ±0.1 ppbV, respectively. 248 
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 249 

Figure 2. O3, PSO4, CO, and NO2 concentrations outputted by the CAMx Fortran version on the Intel E5-2682 v4 250 

CPU, CUDA version on the NVIDIA K40m cluster and HIP version on the domestic cluster A under the BJ case. 251 

Panels (a), (f), (k), and (p) are from the Fortran version of simulation results for four species. Panels (b), (g), (l), and 252 

(q) are from the CUDA version of simulation results for four species. Panels (c), (h), (m), and (r) are from the HIP 253 

version of simulation results for four species. Panels (d), (i), (n), and (s) are the AEs between the Fortran and CUDA 254 

versions. Panels (e), (j), (o), and (t) are the AEs between the Fortran and HIP versions. 255 

 256 

Fig. 3 presents the boxplot of the relative errors (REs) in all grid boxes for the O3, PSO4, CO, 257 

and NO2 during the 48 hours simulation under the BJ case. Statistically, the REs between the CUDA 258 

version on the NVIDIA K40m cluster and Fortran version on the Intel E5-2682 v4 CPU for the 259 

above four species are in the range of ±0.002%, ±0.006%, ±0.002%, and ±0.002%. In terms of 260 
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REs between the HIP version on the domestic cluster A and Fortran version on the Intel E5-2682 v4 261 

CPU, the values are much smaller than REs between CUDA and Fortran versions which are fall into 262 

the range of ±0.00006%, ±0.0005%, ±0.00004%, and ±0.00008%, respectively.  263 

 264 

Figure 3. The distribution of REs in all grid boxes for the O3, PSO4, CO, and NO2 under the BJ case. The red boxplot 265 

represents the REs between the CUDA version on the NVIDIA K40m cluster and Fortran version on the Intel E5-266 

2682 v4 CPU, and blue boxplot represents the REs between the domestic cluster A and Fortran version on the Intel 267 

E5-2682 v4 CPU.  268 

 269 

Wang et al. (2021) verified the applicability of the numerical model in scientific research by 270 

computing the ratio of root mean square error (RMSE) between two different model versions to 271 

system spatial variation (standard deviation, std). If the ratio is smaller, it is indicated that the 272 

difference in the simulation results of the model on the GPU is minimal compared with the spatial 273 

variation of the system, that is to say, the simulation results of the model on the GPU are accepted 274 

for scientific research. Here, we compute the standard deviation of O3, PSO4, CO and NO2 on the 275 

Intel Xeon E5-2682 v4 CPU, and their root mean square error (RMSE) between the NVIDIA V100 276 

cluster, NVIDIA K40m cluster and domestic cluster A and the Intel Xeon E5-2682 v4 CPU, which 277 

are presented in Table 4. The std for the above four species on the Intel Xeon E5-2682 v4 CPU are 278 

9.6 ppbV, 1.7 �� ∙ ���, 141.9 ppbV, and 7.4 ppbV, respectively, and their ratios of RMSE and std 279 

on domestic cluster A are 5.8 × 10��%, 4.8 × 10��%, 5.7 × 10��%, and 2.1 × 10��%, which 280 
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are smaller than two NVIDIA clusters, especially much smaller than the NVIDIA V100 cluster. For 281 

example, the ratio on the NVIDIA K40m cluster for four species are 1.2 × 10��%, 6.6 × 10��%, 282 

7.0 × 10�� %, and 4.1 × 10�� %, and ratio on the NVIDIA V100 cluster are 1.5 × 10�� %, 283 

2.5 × 10��%, 6.4 × 10��%, and 1.3 × 10��%, respectively. 284 

From AEs, REs, and ratio of RMSE and std between different CAMx versions, it can be 285 

identified that the HIP version of the GPU-HADVPPM program runs on domestic cluster A with 286 

less difference, and the reason for this difference may be related to the fact that the NVIDIA GPU 287 

sacrifices part of the accuracy for improved computing performance. In other words, domestic 288 

cluster A are more accuracy for scientific computing in the field of the geoscience numerical models. 289 

Table 4. The standard deviation (std) of O3, PSO4, CO and NO2 on the Intel Xeon E5-2682 v4 CPU, root mean 290 

square error (RMSE) and its ratio on the NVIDIA V100 cluster, NVIDIA K40m cluster and domestic cluster A 291 

  NIVIDA V100 cluster NIVIDA K40m cluster domestic cluster A 

 std RMSE RMSE/std RMSE RMSE/std RMSE RMSE/std 

O3 (ppbV) 9.6 1.5 × 10�� 1.5 × 10�� 1.1 × 10�� 1.2 × 10�� 7.4 × 10�� 7.7 × 10�� 

PSO4 (�� ∙ ���) 1.7 4.3 × 10�� 2.5 × 10�� 1.1 × 10�� 6.6 × 10�� 2.5 × 10�� 1.5 × 10�� 

CO (ppbV) 141.9 9.0 × 10�� 6.4 × 10�� 1.0 × 10�� 7.0 × 10�� 4.4 × 10�� 3.1 × 10�� 

NO2 (ppbV) 7.4 9.3 × 10�� 1.3 × 10�� 3.0 × 10�� 4.1 × 10�� 2.0 × 10�� 2.7 × 10�� 

 292 

4.3. Application performance 293 

4.3.1. GPU-HADVPPM on a single GPU accelerator 294 

As described in Sect. 4.2, we validate the 48 hours simulation results outputted by the CAMx 295 

model which coupling the Fortran version HADVPPM, CUDA and HIP version of GPU-296 

HADVPPM. And then, the coupling computational performance of the Fortran version of 297 

HADVPPM on the Intel Xeon E5-2682 v4 CPU and domestic CPU processor A, the CUDA version 298 

of GPU-HADVPPM on the NVIDIA Tesla K40m and V100 GPU accelerators, and the HIP version 299 

of GPU-HADVPPM on the domestic GPU-like accelerator A were compared under BJ, HN, and 300 

ZY case. The simulation time in this section is 1 hour unless otherwise specified. 301 

Table 5 listed the elapsed time and speedup of the different versions of HADVPPM on the CPU 302 
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processors and GPU accelerators for BJ, HN, and ZY cases. Using CUDA and HIP technology to 303 

port HADVPPM from CPU to GPU can significantly improve its computational efficiency. 304 

Moreover, the optimization of thread and block co-indexing is used to simultaneously compute the 305 

grid point in the horizontal direction (Cao et al., 2023), the larger the computing scale, the more 306 

obvious the acceleration. For example, for the BJ case, the elapsed time of HADVPPM on the 307 

domestic CPU processor A and Intel Xeon E5-2682 v4 CPU was 57.8 and 37.7 seconds, and it takes 308 

the only 29.6, 6.8, and 1.6 seconds when porting to the NVIDIA Tesla K40m GPU, the domestic 309 

GPU-like accelerator A, and NVIDIA Tesla V100 GPU, with speedup of 2.0x, 8.5x, and 36.1x. The 310 

HN case has a slightly larger grid number, the acceleration of GPU-HADVPPM on NVIDIA Tesla 311 

K40m GPU, the domestic GPU-like accelerator A, and NVIDIA Tesla V100 GPU is obvious which 312 

were 2.7x, 11.5x, and 41.8x, respectively. The ZY case had the largest number of grids in the three 313 

cases and exceeded the memory of a single NVIDIA Tesla K40m GPU accelerator, so it was not 314 

possible to test its elapsed time on it. But as far as the domestic GPU-like accelerator A and NVIDIA 315 

Tesla V100 GPU are concerned, the ZY case gets 28.9x and 80.2x acceleration on it compared to 316 

the domestic CPU processor A. 317 

Table 5. The elapsed time and speedup of the Fortran version of HADVPPM on the Intel Xeon E5-2682 v4 CPU 318 

and the domestic CPU processor A, the CUDA version of GPU-HADVPPM on the NVIDIA Tesla K40m GPU, 319 

NVIDIA Tesla V100 GPU, and the HIP version of GPU-HADVPPM on the domestic GPU-like accelerator A for BJ, 320 

HN, and ZY case. The unit of elapsed time is in seconds (s). 321 

  BJ case HN case ZY case 

 

 
Elapsed 

time (s) 
Speedup 

Elapsed 

time 

(s) 

Speedup 

Elapsed 

time 

(s) 

Speedup 

CPU 

processor 

domestic 

CPU 

processor A 

57.8 1.0x 71.1 1.0x 609.2 1.0x 

Intel Xeon 

E5-2682 v4 

CPU 

37.7 1.5x 48.1 1.5x 395.7 1.5x 

GPU 

accelerator 

NVIDIA 

Tesla K40m 

GPU 

29.6 2.0x 26.3 2.7x - - 

domestic 

GPU-like 
6.8 8.5x 6.2 11.5x 21.1 28.9x 

https://doi.org/10.5194/gmd-2023-222
Preprint. Discussion started: 17 January 2024
c© Author(s) 2024. CC BY 4.0 License.


table 5 might be more informative for the reader in the form of a bar chart.

If I understand this correctly, speed up is computed relative to the elapsed time of the domestic CPU processor A times. Please state this explicitly. Please also state explicitly whether the runs on the CPU (both with the Chinese CPU and the Intel CPUs) are using OpenMP or serial.


I think this information is redundant to Table 5. I would suggest to remove it from the text.
It seems the point you intend to highlight is that the speed up is larger for the larger case. I would suggest to write a sentence specifically on that. The readers can check the numbers in the table.



16 

 

accelerator 

A 

NVIDIA 

Tesla V100 

GPU 

1.6 36.1x 1.7 41.8x 7.6 80.2x 

In the above experiments to test the coupling performance of GPU-HADVPPM on NVIDIA 322 

GPU and domestic GPU-like accelerator, the data transfer time between CPU and GPU was not 323 

considered. However, the communication bandwidth of data transfer between the CPU and GPU is 324 

one of the most significant factors that restrict the performance of numerical model on the 325 

heterogeneous cluster Mielikainen et al., 2012; Mielikainen et al., 2013; Huang et al., 2013). To 326 

exhibit the significant impact of CPU-GPU data transfer efficiency, the coupled computing 327 

performance of GPU-HADVPPM with and without data transfer time for the BJ case is tested on 328 

the domestic cluster A and B with the same DTK version 23.04 software environment. The elapsed 329 

time of GPU-HADVPPM on domestic GPU-like accelerator A with and without taking into account 330 

the data transfer time between CPU and GPU are 6.8 and 93.1 seconds, respectively, which means 331 

that only 7.3% of the time is spent on GPU computing, and the rest of the time is spent on data 332 

transfer. Although, the domestic cluster B upgrade the hardware component and network bandwidth, 333 

and the elapsed time of GPU-HADVPPM on it with and without taking into account the data transfer 334 

time are 5.7 and 23.9 seconds respectively, the GPU computing time is still only 23.8%. Optimizing 335 

the data transfer efficiency between CPU and GPU is one of the most important directions for the 336 

porting and adaptation of numerical models to heterogeneous clusters. 337 

4.3.2. CAMx-HIP model on the heterogeneous cluster 338 

Generally, the super-large heterogeneous clusters have thousands of compute nodes which are 339 

equipped with one or more GPUs on each node. To make full use of multiple GPUs, a parallel 340 

architecture with an MPI and CUDA hybrid paradigm was implemented to improve the overall 341 

computational performance of CAMx-CUDA model (Cao et al., 2023). In this studying, the hybrid 342 

parallelism with an MPI and HIP paradigm was used to implement the HIP version of GPU-343 

HADVPPM run on multiple domestic GPU-like accelerators.  344 

Fig.4 shows the total elapsed time and speedup of CAMx-HIP model which coupled with the 345 

HIP version GPU-HADVPPM on the domestic cluster A under the BJ, HN, and ZY cases. The 346 

https://doi.org/10.5194/gmd-2023-222
Preprint. Discussion started: 17 January 2024
c© Author(s) 2024. CC BY 4.0 License.


( missing


study, explore, illustrate ?


coupled?


coupled?


this means the time that the accelerators are actually computing? Please call it something like kernel execution time or something along these lines. The other time is of course simply the total elapsed time or total runtime.


This is really very inefficient.


how do you propose to do this? 


this seems to imply that you attribute the data transfer issues strictly on the hardware. Implementation, both on the software stack and in the solver itself can play a very large role. Why do you go directly to hardware?


until this point it was unclear to me what you were referring to with "super-large" clusters. Perhaps you could refer to this as heterogeneous supercomputers, or heterogeneous HPC systems.



17 

 

simulation of above three cases for one hour took 488 seconds, 1135 seconds and 5691 seconds 347 

respectively when launching two domestic CPU processors and two GPU-like accelerators. When 348 

the number of CPUs and GPUs reaches 24, the speedup of BJ and HN cases reaches the maximum, 349 

8.1x and 11.6x, respectively. In terms of the ZY case, it can achieve up to the 17.2 times speedup 350 

when equipped with 32 domestic CPU processors and GPU-like accelerators. 351 

 352 

 353 

Figure 4. The total elapsed time and speedup of CAMx-HIP model on the domestic cluster A under the BJ, HN, and 354 

ZY cases. The unit is in seconds (s). 355 

The number of GPU accelerators in a single compute node is usually much smaller than the 356 

number of CPU cores in the super-large heterogeneous cluster. Using the hybrid parallel paradigm 357 

with MPI and HIP to configure one GPU accelerator for each CPU process results in idle computing 358 

resources for the remaining CPU cores. Therefore, the multi-level hybrid parallelism scheme was 359 

introduced to further improve the total computational performance of the CAMx-HIP model. As 360 

described in the Sect. 3.2, the horizontal advection module is accelerated by MPI and HIP 361 

technology and the other modules which runs on the CPU are accelerated by MPI and OMP under 362 

the framework of the multi-level hybrid parallelism.  363 

The ZY case achieved the maximum speed-up when launching the 32 domestic CPU 364 

processors and GPU-like accelerators. In the same configuration, Fig. 5 shows the total elapsed time 365 

and speedup of CAMx-HIP model when further implementing the multi-level hybrid parallelism on 366 
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the domestic cluster A. The AEs of the simulation results between the CAMx-HIP model and 367 

CAMx-HIP model with the OMP technology is within ±0.04 ppbV, and the specified results are 368 

shown in Figure S1. As the number of threads increases, the elapsed time of CAMx-HIP model is 369 

further reduced. When a CPU core launching 8 threads, the one-hour integration time in CAMx-370 

HIP model has been reduced from 338 seconds to 178 seconds, with a maximum acceleration of 371 

1.9x. 372 

 373 

Figure 5. The total elapsed time and speedup of CAMx-HIP model when implementing the multi-level hybrid 374 

parallelism in the ZY case. The unit is in seconds (s). 375 

5. Conclusions and discussion 376 

GPUs have become an essential part of providing processing power for high performance 377 

computing application, especially in the field of geoscience numerical models, implementing super-378 

large scale parallel computing of numerical models on GPUs has become one of the significant 379 

directions of its future development. In this studying, the ROCm HIP technology was implemented 380 

to port the GPU-HADVPPM from the NVIDIA GPUs to China’ s domestically GPU-like 381 

accelerators, and further introduced the multi-level hybrid parallelism scheme to improve the total 382 

computational performance of the CAMx-HIP model on the China’ s domestically heterogeneous 383 

cluster.  384 
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The consistency of model simulation results is a significant prerequisite for heterogeneous 385 

porting, although the experimental results show that the simulation difference of CAMx-CUDA and 386 

CAMx-HIP models are within an acceptable range, the simulation difference of CAMx-HIP model 387 

is smaller, which indicates that the domestic GPU-like accelerator is more accuracy for scientific 388 

computing in the field of geoscience numerical models. Moreover, the BJ, HN, and ZY test cases 389 

can achieve 8.5x, 11.5x, and 28.9x speedup, respectively, when the GPU-HADVPPM program is 390 

ported to the domestic GPU-like accelerator A. And the larger the computing scale, the more obvious 391 

the acceleration effect of the GPU-HADVPPM program, which means that the GPU is more suitable 392 

for super-large scale parallel computing. The data transfer bandwidth between CPU and GPU is one 393 

of the most important factors affecting the computational efficiency of numerical model in 394 

heterogeneous clusters, the elapsed time of GPU-HADVPPM program on GPU only accounts for 395 

7.3% and 23.8% when considering the data transfer time between CPU and GPU on the domestic 396 

cluster A and B. Therefore, optimizing the data transfer efficiency between CPU and GPU is one of 397 

the important directions for the porting and adaptation of geoscience numerical models on 398 

heterogeneous clusters in the future. 399 

There is still potential to further improve the computational efficiency of the CAMx-HIP model 400 

in the further. First, improve the data transfer efficiency of GPU-HADVPPM between the CPU and 401 

the GPU and reduce the data transfer time. Secondly, increase the proportion of HIP C code in 402 

CAMx-HIP model on the domestic GPU-like accelerator, and port other modules of CAMx-HIP 403 

model to the domestic GPU-like accelerator for computing. Finally, the data type of some variables 404 

can be changed from double precision to single precision, and the mixing-precision method is used 405 

to further improve the CAMx-HIP computing performance. 406 

 407 

 408 

Code and data availability. The source codes of CAMx version 6.10 are available at https://camx-409 

wp.azurewebsites.net/download/source/ (ENVIRON, 2023). The datasets related to this paper and 410 

the CAMx-HIP codes are available online via ZENODO 411 

(https://doi.org/10.5281/zenodo.10158214), and the CAMx-CUDA code is available online via 412 

ZENODO (https://doi.org/10.5281/zenodo.7765218, Cao et al., 2023). 413 
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