
Response to Referee #2: We would like to thank the referee for the careful review throughout the paper 

and the meaningful suggestion that helps to improve our paper. 

 

Our Reply follows (the referee’s comments are in italics and blue) 

 

General Comments 

The authors develop an observational operator to improve the agreement between NO2 measurements 

from monitoring stations with low-resolution chemistry transport simulations. The operator uses VIIRS 

nighttime lights to estimate the urban and rural fraction in the grid cells and adjust the NO2 values based 

on fraction of urban/rural monitoring sites. The authors test the approach using GEOS-Chem 

simulations of China. They show that the operator reduces biases in grid cells compared to other 

operators (nearest search and grid means). The paper is within scope of GMD and provides some 

advances and tools that can be of interest to GMD readers. However, the paper is a few severe 

shortcomings that would need to be addressed. 

 

The manuscript does not have a clear structure, which makes it difficult (and sometimes impossible) to 

follow the arguments of the authors. The "method" section includes many elements that would fit better 

to the "introduction" (motivation for the study) or the "result and discussion" section. For example, 

Section 2.3 is about the validation of GEOS-Chem with satellites and monitoring stations. Likewise, the 

result section includes element that would better fit into the method section. The manuscript is not very 

concise with many statements repeated at different places. The language is sometimes difficult to 

understand and inappropriate for a scientific paper (e.g.,: "achieving perfection", "intriguing 

phenomena", "truth revealed"). 

Reply: We have reorganized the structure of this manuscript accordingly and polished the English 

languages thoroughly. The structure is revised as follows. Section 2.1 and Section 2.2 describe the study 

domain, observations, and model used. Details on the urban/rural factors and the LUBR algorithm are 

provided in Section 2.3 and Section 2.4. Section 3.1 first provides the model validation, followed by the 

revelation of discrepancies between observations and model simulations in Section3.2. The 

comprehensive evaluation of LUBR operator is then presented in Section 3.3. The OMI data is discussed 

only in Section3.2 and Section 3.3. Note that we have distinguished the ground observations and ground 

simulations into two types. One type is averaged only from 13:00-14:00 local time, which is specifically 

for comparison with OMI data. The other type is averaged from all times to evaluate the LUBR algorithm. 

After evaluation of LUBR, Section 3.4 discusses the spatial and temporal model evaluations of NO2 and 

PM2.5 pollutants either using LUBR or using the traditional grid mean/nearest search methods. Statistical 



metrics that specifically focus on these observational operators, quantifying their performance, are also 

analyzed. 

 

The authors make heavy use of the term "model calibration". I have not seen the term anywhere before 

nor could I find a reference where the term is explained. The authors cite Zhu et al. (2021), who does 

not use the term, and Kalnay (2002), who writes that "…representativeness errors can be systematic or 

random. Systematic errors and biases should be determined by calibration or other means such as time 

averages." (p199). I interpret this as calibration of the observations and not the model. The suggested 

LUBR operator is also applied to adjust the observations and not the model. I think it would be a good 

idea to use a more common term. 

Reply: It is indeed that the LUBR operator is specifically designed for observations. With that, we can 

fairly compare the model simulations against the observations. We now use a more general term ‘model 

evaluation’ instead of ‘model calibration’ and the title is now changed to “Observational operator for 

fair model evaluation with ground NO2 measurements”. 

 

The validation of the GEOS-Chem with OMI NO2 in Section 2.3 is not reproducible from the provided 

information. The authors mention their previous study without adding a reference. OMI observations are 

mentioned for the first time in Section 2.3. It is not clear which OMI product (NASA, Dutch or a custom 

product) is actually used for validation. However, when comparing OMI NO2 columns data with model 

simulations it is necessary to update the air mass factors (AMFs) using the averaging kernels or 

scattering weights provided by the product. OMI NO2 can be biased for various reasons (NO2 profile 

shapes, surface reflectance and aerosols), which are not considered in the validation. Importantly, the 

OMI standard products tend to underestimate NO2 columns in China, which can explain the discrepancy 

(e.g., Lin et al. 2015, https://acp.copernicus.org/articles/15/11217/2015/). 

Reply: Thanks for the comments. The detailed information about OMI product is given in Section 2.1.2. 

The NO2 simulation from GEOS-Chem is uploaded in Zenodo to ensure reproducibility now. Comments 

remarking this are adding in page 5, line 10-14 and page 6, line 1-6 by saying: “Launched aboard the 

NASA EOS Aura satellite on July 15, 2004, OMI operates within a sun-synchronous ascending polar 

orbit. OMI conducts simultaneous measurements across a swath spanning 2600 km, partitioned into 

60 Fields of View (FOVs). These FOVs range in dimension from approximately 13km x 24km near 

nadir to around 24km x 160km at the outermost FOVs. OMI provides observations only around 

13:45(local time) overpassing window and is most reliable under clear-sky conditions. The NO2 total 

column concentrations utilized in this study were sourced from NASA Goddard Space Flight Center, 

specifically from the Goddard Earth Sciences Data and Information Services Center (GES DISC), 

through the OMI/Aura Nitrogen Dioxide Total and Tropospheric Column 1-orbit L2 Swath 13x24 km 



V003 (OMNO2) (Krotkov et al., 2019). The OMI NO2 algorithm retrieves estimated columns (total, 

tropospheric, and stratospheric) of nitrogen dioxide from OMI Level-1B calibrated radiance and 

irradiance data. The current version, v4.0, improves on the retrievals in prior versions in several 

significant ways. The OMNO2 algorithm aims to infer as much information as possible about 

atmospheric NO2 from OMI measurements, with minimal dependence on model simulations.” And in 

page 10, line 8-10 by saying: “We averaged the model output between 13:00 and 14:00 local time for 

consistency with the timing of the Aura overpass for comparison with OMI observations.” And in 

“Code and data availability” by saying: “The simulation results of NO2 from GEOS-Chem are archived 

on Zenodo (Fang, 2024).” 

Since the "previous work" is still incomplete at the moment, the sentence is poorly constructed, and thus 

we have removed it. We now recognize the significance of ensuring the same sampling time for modeled 

NO2 and clear-sky conditions for OMI retrievals. Additionally, we now understand the importance of 

Aerosol Air Mass Factors in OMI retrievals and the necessity of substituting the priori NO2 profile shape 

in OMI retrieval with one simulated by GEOS-Chem. Therefore, we utilize the OMI L2 product instead 

of L3 to realize them. Comments remarking this are adding in page 6, line 7-24 by saying: “The following 

filters of pixels are applied, following Dang et al. (2023): (1) nearly clear-sky scenes, with effective 

cloud5 fraction < 0.3; (2)surface reflectivity < 0.3; (3)solar zenith angles < 75°; (4)viewing zenith 

angles < 65°. In addition, we also ensure that the ’vcdQualityFlag’ possesses an even integer value to 

align with recommended data quality standards. The air mass factor (AMF) converts the satellite-

observed slant column density (SCD) into the vertical column density (VCD) using the NO2 vertical 

profile (n) as follows: 

𝑉𝑉𝑉𝑉𝑉𝑉 =  
𝑆𝑆𝑉𝑉𝑉𝑉

𝐴𝐴𝐴𝐴𝐴𝐴(𝑛𝑛)
(1) 

AMF is mainly determined by atmospheric path geometry, NO2 vertical profile, surface reflectance, 

and atmospheric radiative transfer properties. NO2 exhibits optical thinness in the visible spectrum, 

facilitating the calculation of AMF (Lamsal et al., 2014). This calculation involves altitude-dependent 

scattering weights (sw) derived from a radiative transfer model and a priori profile shape of NO2 as 

follows: 

𝐴𝐴𝐴𝐴𝐴𝐴 =  
∑ 𝑠𝑠𝑠𝑠 ∙ 𝑥𝑥𝑎𝑎𝑙𝑙

∑ 𝑥𝑥𝑎𝑎𝑙𝑙
(2) 

where xa is the partial NO2 column, l denotes each layer, extending either from the ground to the 

tropopause or from the tropopause to the stratropopause. We updated the AMF of both tropopause 

and stratropopause separately using the NO2 vertical profile simulated by GEOS-Chem in this study. 

The total column NO2 concentration is calculated as the sum of the updated tropospheric vertical 

column density and stratospheric vertical column density. We regridded the total column amount of 

NO2 to match the horizontal resolution of GEOS-Chem used in this study, which is 0.5 degrees latitude 



by 0.625 degrees longitude. Note that for comparison with OMI observations, we restrict our analysis 

to the time window between 13:00 and 14:00 local time, ensuring consistency with the OMI 

observation window.” 

We should not consider the OMI product as providing true column observations, as uncertainties from 

different retrieval algorithms can vary significantly. Regarding your last comment concerning "the OMI 

standard products tend to underestimate NO2 columns in China," we will address it in the following 

comment. After updating the air mass factors using the scattering weights provided by the product, we 

re-plotted the comparison figure as shown in Fig. 4. 



 

Figure 4. The inconsistency between the observations and GEOS-Chem simulations is evident. Panels a and b 

depict the spatial distribution of ground-level NO2 from GEOS-Chem and monitoring sites, while panels c and d 

show the distribution of column-level NO2 from GEOS-Chem and OMI. The NCP region, depicted by the black 



box, exhibits the most severe NO2 pollution. The ground observations and model simulations represent the 

average conditions between 13:00 and 14:00 local time from 2015 to 2017. Panels e and g display scatter plots of 

the GEOS-Chem simulations and observations (monthly value), while panels f and h focus on the NCP region. 

 

We also re-plotted Fig. 5, which only contains ground observations averaged over the entire month rather 

than 13:00-14:00, to avoid direct comparison with OMI observations. Fig.6, utilizing the LUBR 

algorithm, is solely used to compare with Fig. 5 to maintain consistency. 

 
Figure 5. The spatial distribution and scatter plot of ground observations and GEOS-Chem simulations. Panels 

a and b depict the spatial distribution of ground-level NO2 from GEOS-Chem and monitoring sites (average 

from 2015 to 2017). Panel e displays scatter plots of the GEOS-Chem simulations and ground observations 

(monthly value), while panel d focuses on the NCP region. 

 

The authors conclude from their validation with OMI data that the GEOS-Chem simulations are 

overestimated, which, as written above, might be wrong. However, this is assumption is used to argue 

the improvements in the RMSE and MAE from the LUBR operator. Given this importance in the paper, 

the potential problem with the OMI data need to be addressed and the impact on the statistical evaluation 

(Section 3.2.2) reassessed. 

Reply: Followed you last comment, we believe the bias can be attributed to both OMI products especially 

the retrieval algorithms and the model simulations which have many unavoidable uncertainties. In this 



work, the comparison result was only based this simulation results of GEOS-Chem and the specific OMI 

standard product we used. To clarify this, comments now are adding in page 11, line 3-9 by saying: “The 

bias arises from uncertainties in both the retrieval algorithms of OMI products and the simulation of 

GEOS-Chem. For instance, Shah et al. (2020a) compared two OMI NO2 retrievals, namely the 

European Quality Assurance for Essential Climate Variables (QA4ECV) project’s NO2 ECV 

precursor product (Boersma et al., 2018) and the Peking University POMINO product version 2 (Lin 

et al., 2015), with GEOS-Chem. They found that GEOS-Chem overestimates OMI NO2 when using 

the QA4ECV retrieval, while underestimating it when using POMINO. In addition, MEIC tends to 

overestimate NOx emissions in cities with lower industrial emission intensities or fewer industrial 

facilities (Wu et al., 2021), which may contribute to the overestimation of GEOS-Chem in these areas.” 

For you second point, it’s totally true this assumption should not be used to argue the improvements. In 

“Section 3.4 Model evaluation”, the comparisons no longer involve NO2 column concentrations but 

instead focus on the three ground operators for ground NO2. I think you mean the “Section 3.3 LUBR 

operator evaluation” should not based on this assumption either. So we reassess the corresponding 

content in this Section in page 11, line 28-34 and page 13, line1-2 by saying: “In panels (f) and (h) of 

Fig. 3, inconsistencies between observations and GEOS-Chem simulations in the NCP are evident: 

GEOS-Chem underestimates ground-level NO2 while overestimating NO2 column concentrations. 

Although the bias between model and satellite observations may not align with the bias between model 

and ground-based observations, as satellites measure the column density of NO2, which captures 

information not only from the surface but also from the troposphere and stratosphere, it’s worth 

noting that considering the model is the same and is popular and reliable, they should not diverge in 

opposite directions. The spatial disparity between model simulations and ground observations can 

indeed result in poor representation of grid cell observations, which is certainly one of the reasons for 

the differences. Therefore, our work primarily focuses on correcting the representativeness of ground 

observations and ensuring that the true correction direction closely aligns with the comparison results 

between model and satellite observations.” And in page 13, line 6-8 by saying: “This result aligns more 

closely with the trend of comparing GEOS-Chem and OMI observations. Despite these improvements, 

most of the ground observations are located in urban areas sparsely, and cannot be directly compared 

to OMI observations, which provide comprehensive spatial coverage at the national scale.” 

 

 

The references often do not support the statement in the manuscript (see specific comments for examples). 

The authors should check there references especially when making general statements. Several links are 

not working. 

Reply: Thank you for reminding and we will recheck seriously. 



 

The authors provide Python code and NO2 measurements, but no GEOS-Chem fields. It is therefore not 

possible to test the new operator even on a small dataset. It would be great if at least a test dataset can 

be provided that demonstrates the application of the operator. In the current version, the datasets are 

very small and it would easier to add them as a supplement directly to the manuscript. 

Reply: Certainly, we are willing to provide the GEOS-Chem fields. Since the model outputs are quite 

large, we initially extract and calculate the ground NO2 and column NO2 results and upload them to 

Zenodo. Additionally, if someone wishes to conduct the simulation themselves, we are happy to provide 

the model setting file upon request. Comments remarking this now are adding in “Code and data 

availability” by saying: “The simulation results of NO2 from GEOS-Chem are archived on Zenodo 

(Fang, 2024).” 

 

Specific comments 

P2L23: Many measurement techniques (incl. remote sensing) are not direct measurements. 

Reply: Right, we will remove “direct”. 

 

P2L29: The references do not support the statement that "satellite remote sensing […] made it possible 

to observe near-surface air pollutant […] from space". Zhang et al. 2020 describes the EMI NO2 

retrieval algorithm and Jin et al. 2023a describes top-down NH3 emission estimates based on IASI. 

Possible references are Xu et al. 2019 (https://doi.org/10.1016/j.scitotenv.2018.11.125), Kim et al. 2021 

(https://doi.org/10.1016/j.rse.2021.112573) and many other studies. 

Reply: We apologize for the misuse of citations, and we will incorporate your suggestions to replace 

them. 

 

P3L1ff: The rest of this section discusses monitoring stations, but what is the role of the satellite 

observations introduced in the previous paragraph? 

Reply: Thanks for the comment. We do miss to introduce the role of satellite observations here. They 

are characterized as full and fine spatial resolution compared with ground observations. Comments 

remarking this will be added in page 3, line 3-6 by saying: “Observations from satellites typically have 

finer spatial resolution than model simulations, so the comparison between them is less affected by 

spatial scale disparity. Conversely, ground observations are sparse and uneven, making it more 

challenging to compare them with model gridded simulations.” 

 

P3L4ff: A third approach is only using stations that spatially and temporally representative for the model 

grid. 



Reply: Thanks for the comment. The third approach sounds promising and can effectively represent the 

observations of model grid cells. The 'grid mean' and 'nearest search' methods are widely used because 

they are simple to implement in practice. However, there is no standard definition for determining the 

extent to which monitoring stations can represent model grids. Additionally, this method may result in 

unavoidable loss of valuable ground observations. Comments remarking this will be added in page 3, 

line 9-11 by saying: “A third approach could be only using monitoring stations that are spatially and 

temporally representative for the model grid cells. However, there is no standard definition for 

determining the extent to which monitoring stations can represent model grids. Additionally, this 

method may result in unavoidable loss of valuable ground observations.” 

 

P3L15: What does it mean when an approach is "unfair"? 

Reply: We also think “unfair” is not appropriate here, and the sentence now is revised as “The 

aforementioned two commonly used methods for model evaluation can potentially cause large 

representative errors of observations.” in page 3, line 20-21. 

 

P3L16f: A more common interpretation of grid cells is that they represent the mean state in a region. I 

do not think that Tessum et al. (2017) claim that a grid cell corresponds to distinct spatial location. 

Reply: We will take your advice and comments remarking this are added in page 3, line 21-22 by saying: 

“The CTMs divide the atmosphere into a series of horizontal and vertical grid cells. Each grid cell 

represents the mean state in a specific region (Yan et al., 2016).” 

 

P3L17f: A spatial resolution of 0.5° is not very high for regional chemistry simulations, which nowadays 

are often run at about 10 km simulations. 

Reply: We admit that if the model resolution is about 10 km or even small would greatly reduce the 

observational representative error. However, when considering relatively large regions or long-time 

simulations, or when using ensemble models for data assimilation, computational costs increase rapidly. 

Thus, we must strike a balance between computational complexity and computing power. We explained 

it in page 7, line 10-13 by saying: “It is worth noting that the choice of this resolution is a common 

practice when using the GEOS-Chem classic version, striking a balance between computational 

complexity and computing power. In addition, it is also the finest resolution that remains 

computationally affordable when a substantial ensemble of models is required for data assimilation.” 

 

P3L23ff: Wu et al. 2021b do not claim that anthropogenic NO2 emissions primarily occur in the 

troposphere. They actually write on the spatial variability NO2 emissions: "traffic-related pollutants in 



urban environments can vary substantially within a few meters (Pattinson et al., 2014; Targino et al., 

2016)." 

Reply: Thanks for the comment. The reference has now been changed to “Meng Li, Huan Liu, Guannan 

Geng, Chaopeng Hong, Fei Liu, Yu Song, Dan Tong, Bo Zheng, Hongyang Cui, Hanyang Man, 

Qiang Zhang, Kebin He, Anthropogenic emission inventories in China: a review, National Science 

Review, Volume 4, Issue 6, November 2017, Pages 834–866, https://doi.org/10.1093/nsr/nwx150,” as 

this paper provides a table to support the statement. 

 

P4L19f / Figure 1: The country borders in the figure do not follow the rules for GMD papers: "Please 

adhere to United Nations naming conventions for maps used in your manuscript. In order to depoliticize 

scientific articles, authors should avoid the drawing of borders or use of contested topographical 

names." (https://www.geoscientific-model-development.net/submission.html#mapsaerials) 

Reply: We will replace the country name with "the study area" to avoid any potential political issues. 

 

P5L1ff: The first sentences of the paragraph repeat partly the introduction. 

Reply: We will remove the first sentences to remain concise. 

 

P6L16f: The model validation with monitoring stations should not be in the supplement, but in the main 

part of the paper. 

Reply: Sure, we will move it to Section 3.1 Model validation. 

 

P7L13f: The vertical profiles of NO2 and PM2.5 should be quite different, exactly because of their 

different lifetimes. Therefore, you cannot argue that incorrect vertical profiles cannot be the reason for 

the differences.  

Reply: Yes, the corresponding sentences are removed now. 

 

P7L23f: Do the stations are grouped by GEOS-Chem grid cells? Please also clarify if Figure 3 depicts 

GEOS-Chem or measurement stations.  

Reply: The urban/rural factor is solely based on ground measurements obtained from the China MEP. 

While refining the factors to each grid cell would be meaningful, many grid cells lack ground 

observations. Therefore, we derive the factor based on regions to obtain a relatively coarse estimate. We 

have clarified that Fig. 3 (now Fig. 2) depicts ground observations in the caption. 

 

P7L29ff: The motivation and meaning of the "dynamic urban/rural factor" needs to be explained in more 

details here. 

https://doi.org/10.1093/nsr/nwx150


Reply: We will stress the importance of urban/rural factor in page 7, line 29-30 by saying: “It is 

important to note that the urban/rural factor must be dynamic, as it is determined not only by the level 

of urbanization but also by the level of pollution.” 

 

P10L5ff: Since it is unclear if OMI NO2 observations are not biased (see previous comment), I think 

the statement that the simulations overestimate atmospheric NO2 needs to be reassessed. The statement 

that the "truth revealed by the OMI comparison" is also very bold and should be rephrased.  

Reply: Yes, indeed. We have reassessed it in a different way and answered it in the major comments.  

 

P11L10f: The model calibration should be explained in the method section. 

Reply: We have taken more general term “model evaluation” to replace “model calibration”. 

 

P15L15ff: Please provide an explanation why "grid mean" and "nearest search" have different statistics. 

Reply: We do forget to explain it more explicitly in previous version. We will explain it in page 18, 

line 5-6 by saying: “The different statistics of the 'grid mean' operator and the 'nearest search' 

operator indicate that sites within a specific grid cell can exhibit varying observations, particularly in 

grid type of Mix.” 

 

Technical correction (incomplete) 

P3L27 ("grid pattern"): Do you mean grid cell? 

Reply: Yes, and replaced for more common language. 

 

P5L9 (also P9L8ff): grids -> grid cells 

Reply: Corrected. 

 

Figure 1: "lightning" -> "night lights" and "blue" -> "purple" 

Reply: Corrected. 

  

P6L9f: The statement repeats P3L19f 

Reply: The statements in ‘P6L9ff’ are not appropriate in ‘Materials and methods’ section and are 

removed. 

 

P7L22: "locales" -> "sites" 

Reply: Replaced. 

 



Figure 3a: The colors of the dashed black and blue lines are reversed. 

Reply: Corrected. 

 

References: Please check your references. Several of the links in the references are badly formatted or 

at not working. 

Reply: Rechecked thoroughly. 

 


