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Thank you very much for your patient and detailed comments on our work [1]. These valuable

comments are very helpful for us to improve this paper. After carefully reading all the questions,

we have answered each of them and will make appropriate corrections in the revised version of our

manuscript.

In this attachment, the blue paragraphs represent your comments, and the black paragraphs below

are our corresponding replies.

1 Replies to 1-5 questions

Replies to these questions are as follows:

1. The presentation of the algorithm and techniques could be more concise. It would further

benefit from clear mathematical notation and equations, a clear nomenclature, and a clearer order.

For instance, RMSE is used before properly introduced. The calculation of Vŝ and Vd̂ are hard to

follow and not right away clear.

Thanks for your comment. CAND (candidate points) strategy is proposed in [2], has been widely

used in surrogate model-based optimization method [3, 4]. It is used for balance the global exploration

and local exploitation. Please note that the terms “global and local” represent characters

of the optimal solution in optimization methods rather than “best parameter for global

precipitation or region precipitation”.The inputs of the strategy are a set of generated points Ω,

a set of initial sampling points A, and the output of the strategy is the best candidate point selected

from the generated points Ω.

In each iteration step, there are two criteria in CAND to select to select the best candidate point:

1). Estimated function value obtained from the surrogate model.

2). Minimum distance from previously evaluated points.

The first criterion represents the exploitation, which means that search a better solution based

on known regions. The second criterion represents the exploration, which means that search a better

solution in an unknown region. Please note that in this sentence “region” represents a part

of parameter space rather than precipitation simulation results over each “region” like

East Asia. In order to find the next candidate for evaluation, we do not minimize that fitness function

over a continuous set. Instead, we select the best among a finite set of randomly generated points.

Fitness functions are made up from these two criteria: the value of fitness function obtained from the

surrogate model at each point and its minimum distance to existing data points.

The description of CAND is described in Algorithm 1:

Where, the Ω represents the random samples generated in this iteration process. S(x) represents

the predict value of point x generated by surrogate model. ∆(x) is the minimum distance from point

x to the current sampling point set A and y represents each point in set A. In line 1, fitness function

values of generated point sets are calculated according to the surrogate model and their maximum
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Algorithm 1 Candidate point strategy

1: Compute smax ← maxx∈Ω s(x) and smin ← minx∈Ω s(s)
2: for each x ∈ Ω do

3: V S(x) =

{
s(x)−smin

smax−smin if smax > smin

1 else

4: Calculate corresponding value of objective function for each sample.
5: end for
6: for each x ∈ Ω do
7: ∆(x) = miny∈Ad(x, y);
8: end for
9: Compute ∆max ← maxx∈Ω s(x) and ∆min ← minx∈Ω s(x)

10: for each x ∈ Ω do

11: V D(x) =

{
∆(x)−∆min

∆max−∆min if ∆max > ∆min

1 else

12: end for
13: return argminx∈ΩwV

S(x) + (1− w)V D(x)

and minimum are marked. In line 2-4, the value of V S is calculated and the for loops represents the

criterion 1, a smaller value of V S means that the current point is an effective exploitation. In line 6-8,

the minimum distance ∆(x) between the point sample Ω and current sampling point set is calculated

in the for loops. The maximum and minimum of ∆(x) are marked in line 9. The for loops in line

10-12 represent the criterion 2, a smaller value of V D means that the current point is an effective

exploration. The last line means the weighted sum to balance the exploration and exploitation.

We will add these to the revised manuscript in section 3.2.3.

We will improve the structure of the study in revised manuscript.

2. The paper lacks describing links between the physics and the choice of parameters. Why do

certain parameter combinations perform better (for instance, what do they affect, how does that affect

the general performance etc.)

Thanks for your comment. We try to reply to this comment from the following points.

1).The purpose of this work is to improve the CAM5 precipitation simulation result accord to

parameter tuning method, rather than analyzing the mechanism of physics process. We believe that

the goal has been achieved and it is a complete work. In general, the calibration of parameters

in parameterization schemes relies on statistical models and expert knowledge, leading to significant

uncertainty. Small variations in parameter values can result in substantial changes in simulation results.

In this paper, we propose a surrogate model based method which can quickly calibrate parameters,

and improve CAM5 precipitation using the proposed multi-level surrogate model method. During the

optimization process, we found that the same parameter value has different effects on simulation results

in different regions, called “rocker effect”. This suggests that it is challenging to achieve precipitation

optimization for all regions using the same set of parameters. Therefore, we design a non-uniform

parameterization scheme, employing different parameter values for distinct regions. We find a more

suitable set of parameters for each region according to the multi-level surrogate model-based method

and integrate these different sets of parameter values into one case.

2).We do not change the physical process in the parameterization schemes, we only changed the

values of the parameters, or different values in different regions. In this paper, we use CAM5 and

the selected parameters belong to three different parameterization schemes: The cloud microphysics

parameterization scheme is proposed by [5, 6, 7]. The deep convective parameterization scheme is

proposed by [8] and modified by [9]. The cloud fraction parameterization scheme is proposed by [10].
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We believe that these studies have analyzed the physical meanings of each parameter and their effects

on simulation results. While maintaining these physical processes, we improve the parameterization

scheme based on the optimal values obtained for each region through the proposed tuning methods.

In the improved parameterization scheme, the parameter values for each selected region are set to the

tuned values, while the values for other regions remain at default parameters. In the parameterization

scheme file, there have been no changes to the descriptions of physical processes. The modifications

we made involve selecting different numerical values based on the judgment of region latitudes and

longitudes. So that we believe that these positive improvements achieved by changing the values of

the parameters. In [11], there is more introduction to the mechanism of physics process, including

the impact of each parameter on precipitation results in different regions. We also refer to this work

when selecting parameters and determining the range of these parameters. We will try to explain these

effects from the parameter value changes according to this work and any other related works.

3. The paper does not discuss that in general tuning for a single metric is not required as a climate

model has many different metrics that need to be fulfilled. Thus, it is required to discuss how the

precipitation tuning might degrade other fields. For instance, what is the effect on the global mean

temperature from this tuning etc.

Thank four your comment. We try to reply to this comment from the following points.

1) In this paper, we propose a surrogate model-based parameter tuning method to improve CAM5

precipitation simulation results. The proposed method belongs to a single objective optimization

method. Throughout the entire optimization process, all methods, strategies, and objective functions

are aimed at reducing the Root Mean Square Error (RMSE) between CAM5 simulated precipitation

and reanalysis data. Precipitation is a key physical process linking many aspects of climate, weather,

and the hydrological cycle, and changes in precipitation regimes and characteristics are of great im-

portance to energy, society, and ecosystems[11]. So that in this paper, precipitation is selected as the

target for analysis and research. The final experimental results demonstrate that our approach can

improve the simulation of CAM5 precipitation. This method maybe cannot optimize multiple objec-

tives simultaneously. Multi-objective surrogate model-based parameter tuning method is also one of

our future research topics. Therefore, in this paper, for the analysis of the optimization results, we

only consider tuning the parameter values to change the simulation results of precipitation.

2) In our experiments, the selected compset is F 2000 CAM5, and its sea surface temperature (SST)

input data is in the form of climatology, which is fixed. If we use the CMIP case with variable SST

data, we may observe more changes in temperature or other simulation results. We believe that in

this situation, it is possible to more significantly observe changes in other metrics. By using different

compsets , we aim to study more variables, and combine with the multi-objective parameter tuning

methods mentioned earlier, it is one of our future research plans.

3)Although we propose a single-objective parameter tuning method, and select the compset with a

climatological sea surface temperature (SST) as input data, we will attempt to discuss, in the simulation

results of non-uniform parameterization schemes, the impact of parameter changes on indicators other

than precipitation, such as temperature, pressure and specific humidity. Perhaps these changes are

small or not positive. The discussion regarding these metrics will be added to section 4.4 in the revised

manuscript.

4. The presentation of introducing the non-uniform parameter values is not entirely clear. Why

should that be? What is the physical explanation for using different parameter values in different

places? Shouldn’t the physics be independent of the location particularly in regions which are relatively

similar (South Pacific, Nino?)? Particularly you tune for different ocean regions; it is not clear why
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different ocean areas should have different parameter tunings. (I could understand a land vs ocean

parameter change, however, different oceans or land masses requires more careful introduction and

physical justification)

Thanks for your comment. We try to reply to this comment from the following points.

1) In this paper, the motivation for the nonuniform parameter parameterization scheme is as follows:

• It is well known that CAM5 is a well tuned model, however the holistic optimal parameters

do not necessarily mean they are the best solutions for every region. The simulation results

over these regions are challenging to improve through global tuning experiments. Please note

that in this sentence “global” tuning represents the CAM5 tuning experiments to

improve the global simulation results of precipitation rather than “global optimal”

in optimization process.

• Regional optimization experiments demonstrate that some regions have optimal parameters,

leading to better results than default parameters. However, applying these parameters to global

simulations may not obtain optimal results; they are effective only within the selected regions

for achieving the best simulation outcomes.

• Our experiments show that there is a “rocker effect” in the influence of parameters on precipita-

tion. The same parameter values have different effects on different regions. When the simulation

results in one region improve due to changes in parameter values, the results in other regions may

decline. This implies that optimizing precipitation for all regions using a single set of parameters

is challenging.

2) In [11], the authors discuss the contributions of different parameters to precipitation in different

regions. The research results indicate that the contribution of different parameters to precipitation

varies across regions. As shown in the figure 1, it can be observed that the contribution of parameters to

precipitation cannot be simply judged based on the relationship with ocean or land. Even in adjacent

regions, there can be some degree of differences. When using globally uniform parameter values, in

order to pursue a holistic optimal solution, approximate mean value is employed to achieve a better

overall simulation performance. If there is a significant difference between the local optimum and mean

value in certain regions, the simulation results for that region will have a large error. Please note

that “local optimum” in this sentence means that the best parameters over this region,

rather than “Local optimum solution” in the optimization process.

3) We must also consider the diversity of the oceans regions. In CAM5, the physical processes

related to the ocean include optical reflection and some complex thermodynamic processes. The

variations in sea surface temperatures have a significant impact on these physical processes, leading to

substantial differences in simulation results across different regions. As can be seen in the Figure 2, the

sea surface temperatures vary significantly across different oceanic regions, such as the Pacific region

and warmpool. In the presence of such differences, dividing parameters based solely on ocean/land

distinctions is not precise enough. Therefore, we try to select multiple regions and utilize faster

parameter tuning method to find better parameters. These papameters are then integrated into the

same case through a non-uniform parameterization scheme.

In summary, we proposed the nonuniform parameter parameterization scheme. We search different

parameter combinations for different regions by surrogate model based tuning method and integrate

them into a single case in a non-uniform parameterization scheme.

5. The presentation is unclear as to why is a GP only used for the regional-level surrogate models

and not for the global?
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Figure 1: Global spatial distributions of relative contributions (%) of parameters to total variance of
annual mean precipitation in [11].

Figure 2: Climatology SST

5



Figure 3: Local surrogate model cross-validation results

Thanks four your comment.

In the process of constructing the global surrogate, because of the relatively large amount of samples,

we chose some relatively complex learning-based models and selected the optimal method based on

cross-validation results. The results in this paper indicates that the GBRT is the best method to

construct global surrogate model.

In the process of building local surrogate models, we take into account the insufficient number of

samples. Using some relatively complex learning-based methods may lead to under-fitting. Therefore,

we consider selecting some relatively simple construction methods. Among them, Polynomial Response

Surface (PRS), Gaussian Process (GP), and Radial Basis Function (RBF) are the most commonly used

regression-based or statistics-based methods, widely used for various complex parameter optimization

problems in the industry [12]. Therefore, we consider choosing one of these three as the method for

constructing local surrogate models. Among them, we first consider PRS. Although it is the simplest

method, the fitting performance of the PRS model to complex curves is relatively poor. PRS model is

a simple model based on polynomials, and it may not perform well for complex, nonlinear, or highly

interactive systems. Its expressive capacity is limited and may not accurately capture certain complex

relationships. According to [13], the polynomial surrogate model does not perform well in terms of

fitting accuracy for multivariate and nonlinear problems. Therefore, we choose either GP or RBF to

construct the local surrogate model.

In order to choose a model that is more suitable for our study, we conducted cross-validation

experiments based on the selection method for the global model. We selected three learning-based

methods: Random Forest (RF), Support Vector Machine (SVM), and Artificial Neural Network (ANN)

for comparison. The results are shown in the figure 3. The results indicate that compared with RBF

method, GP has a smaller error in cross-validation, providing more accurate predictions. Moreover,

the cross-validation results are better than the three learning-based methods. In contrast, the RBF

method not only has a larger error but also a wider range of upper and lower relative error bounds. The

prediction results are unstable, and the predictive performance is lower than the three learning-based

surrogate model construction methods.
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Please note that in these paragraphs, “global” and “local” represent the different

surrogate model, rather than “global/local optimal” in optmization process or simulation

results in “global/region”.

We will add the relevant experimental results to the revised manuscript.

2 Replies to major comments

Replies to major comments are as follows:

1. LL.37-70: it would be worth discussing also the tuning approaches by Hourdin and Williamson

in more detail

(http://link.springer.com/10.1007/s00382-013-1896-4 ;

http://link.springer.com/10.1007/s00382-014-2378-z ;

https://gmd.copernicus.org/articles/10/1789/2017/ ;

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2020MS002423 ;

https://onlinelibrary.wiley.com/doi/10.1029/2020MS002225 ;

https://onlinelibrary.wiley.com/doi/10.1029/2020MS002217 )

Thank you for your suggestion. These works have many highlights in the description of the methods

and the explanation of the physical mechanisms. For example, In [14, 15], authors discuss machine

learning for ESM calibration and use machine learning method on both single-column model and

global model. In [16, 17], authors propose a history matching method to analyse the uncertainty of

parameters in HadCM3. The author also proposed the concept of “over-tuning” to prevent over fitting

in the tuning results.

We believe that our work is also an extension of these tasks and a supplement to certain aspects.

They are very helpful in improving our manuscript.

2.Ll.135-138: How do you inform the parameter range of the parameters to tune for? How do you

choose exactly those parameters? Generally, there are more parameters in the parameterizations; why

exactly those 6?

Thanks for your comment. We know that the sensitivity of parameters has an important impact on

pattern tuning. If insensitive parameters are selected for disturbance and adjustment, the simulation

results will hardly change significantly. Therefore, the selection of sensitive parameters is one of the

important conditions for CAM5 parameter tuning. Many previous studies have conducted sensitivity-

related studies on precipitation-related parameters in CAM5. The parameter range and the reason

we choose these parameters are according to these studies [11, 18]. These parameters we selected

are proved most to sensitive precipitation in these studies. Based on these studies, we calibrate the

parameters sensitive to precipitation determined in these research works. We propose a surrogate

model-based approach, and the results show that our method can improve the simulation performance

of precipitation in CAM5.

3. LL. 140-141: Why do you choose particularly those regions? Why are they important?

Thanks for your comment. We try to reply to this comment from the following points.

1) These regions and there range are selected according to [19]. In this study, authors discuss the

characteristics over these regions. We select these regions and determine their ranges based on this

study.

2) These regions have a high amount of precipitation value. These regions are distributed in the

45◦N − 45◦S. As can be seen in the middle image in Figrue 4, The majority of global precipitation

is concentrated in the mid-low latitude regions. tuning parameters over these regions can effectively
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improve the simulation of CAM5 precipitation.

3) As can be seen in Figure 4, in default experiment, these regions have a certain degree of error

compared to observational data. Since CAM5 is a well-calibrated model. Our experiment also proves

that the global-oriented tuning effect is not significant. Despite the overall good simulation results,

there are still errors in these regions. To improve the simulation results in these areas, new methods

need to be explored.So that we try to research these regions, find a set of parameters to improve the

simulation results over these regions by the proposed surrogate model-based method.

4. Section 3: I would suggest sticking to terminology! Whenever you talk about an actual model

simulation I would suggest using ESM/CAM5 or something like that. Otherwise you start mixing up

terms such as global-model, global-level, complex model which does not make it easy to follow which

of all the models you refer to or whether it is a new one.

Thanks for your comment. In this paper “global-model” and “global-level” model are equivalent.

They represent the global-level surrogate model in the proposed method. “Complex model” represents

the optimization problem which the fitness function is hard to calculate. Perhaps the word ”model” has

different meanings is different terms such as “surrogate model”, “complex model” and “earth system

model”. In order to avoid ambiguity, “complex model” can be replaced as “optimization problem”,

“global-level model”,“global model” can be replaced as “global surrogate model”. “local model”,

“local-level model” can be replaced as “local surrogate model”. We will standardize the use of these

terms in revised manuscript.

5. L 213: Why do you use reanalysis data? Why not GPCP for instance?

Thanks for your comment. Both ERA5 and GPCP can be used for precipitation analysis. They

both provide global precipitation data. However ERA5 provides higher-resolution data. Data of GPCP

are provided on a 2.5 degree grid and ERA5 precipitation data are provided on a 0.25 degree grid. We

believe that choosing data with higher resolution can significantly contrast the tuning results, thereby

demonstrating the effectiveness of the proposed method. So that we select ERA5 instead of GPCP as

the metric for precipitation parameter tuning. The RMSE is calculated between the CAM5 simulation

results and ERA5 reanalysis data.

6. Equation 1: Comparing CAM simulations with reanalysis requires regridding data. What

technique do you use for that?

Thanks for your comment. The CAM5 case we used in this paper is spectral element dynamical

core (SE-dycore) formulation. It need be regridded to compare with reanalysis data. We know that

the ERA5 reanalysis data is lat/lon grid. We regrid the simulation result to lat/lon grid. In this

paper, NCL language is utilized for data processing, calculations, and visualization. This choice is

made because NCL exhibits strong capabilities in handling CESM output data, and its operations

for reading data and creating visualizations are straightforward. So that we use NCL to regrid CAM

simulation data to lat/lon grid. Regridding function “ESMF regrid” is select to complete the regrid

operation and “bilinear”, which is also the default parameter of the function “ESMF regrid”, is used

for the regridding interpolation method as the function input parameter.

7. L. 249: What is the level of the fitness function? Equations for Vŝ and Vd̂ would be very helpful!

Thanks for your comment. ”The level of the fitness function” means the quality of the samples, in

this paper, it means the fitness values (RMSE values) of these samples. The process of CAND is shown

in Section 1 question 1. It can be seen that V s represents the exploitation mechanism, it describes

the simulation result of the sample Ω obtained by the current surrogate model. V d represents the

exploration mechanism, it expresses the exploration for the unknown region of the current surrogate

model. V s and V d is used to balance exploitation and exploration. We will add the description of
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Figure 4: The precipitation distribution of default experiment, there are default experiment, observa-
tion data, difference between default experiment and observation data from top to bottom.
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CAND to the revised manuscript.

8. L. 267: “..., allowing us to estimate uncertainty from the weight parameter”: How do you

estimate uncertainty of the weight parameter?

Thanks for your comment. Perhaps there is some ambiguity in our expression, in this sentence,

the weight parameter represents V D in CAND strategy, we use the parameter V D to represent the

exploration mechanism, which means searching a new optimum in uncharted regions.

The sentence does not means that we want to estimate the uncertainty of the parameters on the

CAM5 simulation results.

Maybe these terms like “uncertainty”, “weight parameter” have other meanings in ESM parameter

tuning. We revise the sentence as follows:

The set of the previously sampled points denote the region which has been explored,

allowing us to estimate the uncertainty from the distance between the generated point

sets to the explored region.

9. Ll. 222-225: The two sentences appear to have very similar information and should be rewritten

Thanks for your comment. The two sentences both describe that add new samples to update

surrogate model. We delete the sentences with similar meanings. The new sentences are as follows:

Generally, when solving a complex parameter optimization problem by a surrogate

model, to improve the accuracy simulation results of the surrogate model, additional

new sample points need to be added. Thus reducing the number of simulations of the

actual complex model.

We will add these sentences in revised manuscript.

10. Figure 1: Could you put the whole algorithm into the flowchart which indicates which technique

is used at which step which would make the whole description much clearer.

Thanks for your comment. We will update the flowchart according to your comment, in each step

we will add which technique is used. The new flowchart are shown in Figure 5. We believe that the

new flowchart is much clearer. Compared with the old flowchart, we add the whole process of CAND

and trust region method. In Figure 5. We add an schematic diagram for updating of the surrogate

model during the iteration, providing a clearer illustration of each iteration and incorporating each step

of CAND and the trust region in different optimization phases. This enhancement allows for a more

lucid representation of the iterative process.”In order to show the integration of these process, dotted

bordered rectangle is used to mark the method which the current process belongs to. In addition, we

add the surrogate construction method of each level in the new flowchart.

We will add the new figure in revised manuscript.

11. Figure 3: Why is the relative error of the proposed method increasing with iterations? Shouldn’t

the surrogate model get more accurate with iteration numbers?

Thanks for your comment. Ideally, the error will gradually decrease, but there will be some in-

evitable small oscillations during the optimization process, resulting in a slight increase in error.

it’s possible that our method may indeed have slightly higher errors compared to ASMO in the

end. However, our method demonstrates greater stability throughout the entire optimization process,

with errors consistently maintained at a lower level. In contrast, AMSO exhibits initial oscillations

in errors, indicating that our surrogate model remains stable. While our final error may be slightly

higher than that of ASMO, we believe that in cases where the errors are relatively close, the reduction

in the number of optimization iterations is a highlight of our method.

12. L 256: “. . . we only run the real model once, and”: But don’t you add more than one sample

in each iteration? So, how do you need ot run the model only once?
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Figure 5: New flowchart

Thanks for your comment. We run the real model (CAM) once in each iteration step, and add the

parameters and corresponding RMSE value to sampling set. For example, if the whole tuning process

contains 30 steps, in each step one pair of parameters and RMSE value are added to sampling set.

There are 30 pairs added to sampling set. We can rewrite the sentence as:

For the whole tuning process, we only run the CAM5 model once in each iteration

step, and all of the samples are predicted using the surrogate model.

We believe that new sentences will express their meanings more clearly, and we will add them in

revised manuscript.

13. LL. 377-384: “I think it is important to understand how each parameter influences the model

simulations. Why did you pick only one here? This section requires more careful exploration of the

parameter itself and the physical mechanisms. What are the physical reasons for the positive and

negative correlations described in ll. 377-379

Thanks for your comment. We try to reply to this comment from the following points. 1) We agree

your comment that it is important to understand how each parameter influences the model simulations.

The motivation of this work is to propose a tuning method and how to use the mothod for CAM5

precipitation tuning. We analyse the parameter rhminl to prove the “rocker effect”: The values of

parameters will have different impacts in different regions. Thus introduce a more appropriate way to

use the surrogate-based method and the nonuniform parameter parameterization scheme. The core of

this work is parameter tuning. We aim to find parameter combinations that improve the precipitation

simulation results of CAM5. The surrogate modeling is a rapid approach to identify optimal parame-

ters. The non-uniform parameterization scheme involves integrating optimal parameters for different

11



Table 1: The CAM simulation performance increase for each region.
Region Default RMSE Global surrogate RMSE Optimized RMSE Reduction Rate
WarmPool 1.985 1.961 1.924 3.07%
South Pacific 0.855 0.788 0.455 46.78%
Niño 0.931 0.855 0.773 17.04%
South America 2.576 2.459 2.371 7.94%
South Asia 1.484 1.352 1.293 12.87%
East Asia 1.213 1.043 0.878 27.68%

regions. The analysis of the “rocker effect” is conducted merely to demonstrate the existence of differ-

ent optimal parameters in different regions. We are willing to study how each parameter influences the

model simulations in future research, which contributes to propose the more efficient tuning methods.

2)We believe that this phenomenon is attributed to the design of the physical processes in the

parameterization scheme and the selection of default parameters. Since we don’t alter the physical

processes in the parameterization scheme, it is likely that this phenomenon is intrinsic to the parame-

terized physical processes. Alternatively, it could be due to the setting of default parameter values, as

mentioned earlier. Default parameter values are based on statistically obtained means. Consequently,

when perturbing parameter values around the default settings, simulation results may exhibit different

trends in various regions.

14. Table3/4: Could you also discuss the RMSE of those regions from the optimized parameter set

from the global-surrogate model? This would clarify what the gain is from the local-level surrogate

models.

Thank four your comment. We agree your comment, discuss the improve from different level of

surrogate model will better demonstrate the effectiveness of our method. We will add the tuning result

obtained from global surrogate model. The new table are shown in Table 1.

where, the “Global surrogate RMSE” means the optimization result obtained by global surrogate

model and “Optimized RMSE” represents the final result.

Table 4 in manuscript represents the results of nonuniform parameter parameterization scheme,

which are obtained by the CAM5 simulation integrated optimal parameters over each regions. These

data are derived from the simulation results that integrate parameters from different regions, without

involving any surrogate models or new optimization processes.

Please note that in these sentences, “global” and “local” represent the different sur-

rogate model, rather than “global/local optimal” in optmization process or simulation

results in “global/region”.

3 Replies to minor comments

Replies to minor comments are as follows:

1. L. 1: “The uncertainty of physical parameters is a major reason for a poor precipitation simu-

lation performance in Earth system models (ESMs), especially over the tropical and Pacific regions.”:

Is it not only uncertainty of physical parameters but also the microphysics parameterizations itself.

Thanks for your comment. We agree your comment, microphysics parameterization is also one of

the main factors influencing the precipitation. Our wording might be too absolute. We should use

words like ”one of the major reasons”.

We can rewrite the sentence as:

The uncertainty of physical parameters is one of the major reason for a poor pre-
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cipitation simulation performance in Earth system models (ESMs), especially over the

tropical and Pacific regions.

2. Ll. 14-15: “The results show that the surrogate model-based optimization method can signifi-

cantly improve the simulation performance of the CAM model.”: I would rephrase it stating that the

surrogate model-based optimization method allows for better identifying optimal parameter values.

Thanks for your comment. We agree your comment, we will revise the sentence according to your

comment.

We can rewrite the sentence as:

The results show that the surrogate model-based optimization method can allow for

better identifying optimal parameter values of CAM5.

3. L. 25: “...could lead to huge deviations in the simulations”: Deviations from what?

Thanks for your comment. We know that some parameters are sensitive for the simulation result

value (eg. temperature, precipitation). A slight change in these parameter values can lead to significant

numerical variations in the simulation results. Perhaps our choice of words was not precise. ”Error”

might be a more accurate term in this sentence.

We can rewrite the sentence as:

These parameters control the physical processes at the subgrid scale, and slight vari-

ations could lead to huge errors in the simulations.

4. LL. 168-169: “The strategy leverages the information and knowledge obtained from the surrogate

model to optimize the run time of the real complex model to fulfill the requirement of accuracy.”: How

do you optimize for the run time of the real complex model (I guess the ESM)?

Thanks for your comment. The real complex model is the ESM in this paper, we will revise

these terms to avoid ambiguity. The appropriate strategy can reduce the number of iteration so as

to reduce run time of the real complex model. For traditional parameter optimization algorithms

such as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), one optimization iteration

may require evaluating the objective function several hundred times. In our case, this means running

CAM5 simulations hundreds of times, and the computational cost this is unacceptable. In the surrogate

model-based method, although we also evaluate the objective function several hundred times, these

evaluations are based on the surrogate model. Only the selected set of parameters will be sent to

the CAM5 simulation to update the surrogate model. Therefore, our method reduces significant

computational resource expenses. Perhaps our choice of words was not precise. We will use more

accurate term in this sentence.

The sentence can be revised as:

This strategy leverages information and knowledge obtained from the surrogate model

to reduce the number of runs of the CAM5, meeting the requirement for accuracy.

5. L 171: “.. to update the global-level surrogate model until global-model convergence.”: Which

global-model do you refer to here, which global-model has to converge?

Thanks for your comment. The global model is the global-level surrogate model. Only when the

global-level surrogate model phase converges, the local-level surrogate model will be created and the

method. The proposed surrogate model-based tuning method is divided into two optimization phases.

The first phase is based on global surrogate model. The second phase is local surrogate model search

phase. When the first phase converges, the second optimization phase begins. In this sentence,

the “global/local” represents the global/local-level surrogate model rather than CAM5

simulation results in global/region. We will revise these terms to avoid ambiguity.

The sentence can be revised as:
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The recently generated sample points and their corresponding simulation outputs are

added to the initial sample sets and are used to update the global-level surrogate model

until global surrogate model phase convergence.

6. L.172: “... high-waulity CAM” Do you mwan with high-waulity simulations closer to the target

value?

Thanks for your comment. “The high-quality results” means the simulations closer to the target

value, in this paper, is the reanalysis data.

7. L. 175-176: “In the parameter tuning process, each surrogate model can fully explore the

parameter space to obtain better solutions, generating a large number of samples.”: I don’t understand

this sentence as earlier (ll 171-172) it is stated that local-level surrogates don’t use the whole parameter

space?

Thanks for your comment. ”Parameter space” means the range of all the parameters, local-level

surrogate don’t use the whole samples, only high quality samples selected. However the parameter

searching in tuning process of local-level surrogate is also over the range of all the parameters (param-

eter space). Throughout the entire optimization process, in any optimization phase, we do not change

the range of parameters; they still adhere to the ranges described in Table 2 in manuscript.

8. LL. 202-211: Why do you talk about 1-D LHS. Usually LHS code can handle several dimensions.

LHS code usually makes sure to maximize the minimal distance between all vectors in order to sample

the whole space as uniformly as possible.

Thanks for your comment. We agree your comment that LHS code can handle several dimensions.

We use a LHS to generate samples, there are 6 parameters selected in this paper. Introduction of 1-D

LHS is a example to describe the process of LHS. We use 6-d LHS in this paper. We believe that the

1-D LHS process is more intuitive, making it easier to understand the principles and procedures of the

LHS method.

9. Ll. 222-225: The two sentences appear to have very similar information and should be rewritten.

Thanks for your comment. We will rewrite these sentences in revised manuscript.

The new sentences are as follows:

Generally, when solving a complex parameter optimization problem by a surrogate

model, to improve the accuracy simulation results of the surrogate model, additional

new sample points need to be added. Thus reducing the number of simulations of the

actual complex model.

10. ll. : 347: Do you compare here the RMSEs of the final optimized parameter set? If so, do they

converge to the same parameter set or different ones?

Yes, we compare RMSE of the simulation results of different parameters. However, they converge

to different parameter values.

11. Figure 4: It would be good to see what you are tuning for. Can you also add the target value

and not only the default and the biases to the target?

Thanks for your comment. We will add these figures according to your comment.

12. L 370: What do you mean with influence mode?

Thanks for your comment. The ”influence mode” means the impact of changes in parameter values

on the precipitation of each grid, positive correlation or negative correlation. In the experiment, when

we change the parameter values, the precipitation in different grid points showed varying responses.

Some regions might improve, while others might worsen. It’s challenging to use the same set of param-

eters to enhance precipitation in all regions. Therefore, we propose a non-uniform parameterization

scheme, attempting to use different parameter combinations in different regions.
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4 Replies for technical issues

Replies for technical issues are as follows:

1. Labels on contour plots are generally very small.

Thanks for your comment. We will revise these plots according to this comment.

2. L. 63: I might have missed it but “ANNs” acronym was not introduced.

Thanks for your comment. Acronyms will be properly defined in our revised manuscript.

3. L. 78: I might have missed it but “SCA-SMA” acronym was not introduced.

Thanks for your comment. Acronyms will be properly defined in our revised manuscript.

4. L.132: “The compset used in this study is F 2000 CAM5, and the resolution is ne30 g16”: To

the normal reader these abbreviations don’t mean anything. A little bit more explanation would be

nice. What is F 2000 CAM5 for instance or what does ne30 g16 mean in the physical world?

Thanks for your comment. We will add more description about CAM5 and the compset used in

this study. They include the modes used in the compset, the description of the grid and their specific

meanings. We will supplement to the revised manuscript based on [20].

5. Can you use maybe mathematical notation of the original parameters in the paraemeterization

instead of the CAM5 parameter naming? For instance line. 148 zmconv tau is simply tau in the

original Zhang McFarlane paper.

Thanks for your comment. We will use mathematical notation of the parameters in revised

manuscript.

6. L 275: “actual situation”: you probably mean behaviour or something like that.

Thanks for your comment. We agree your comment, it may be more accurate if we use ”behaviour”

to replace to the ”situation”.

7. Figure 2: y-axis label missing

Thanks for your comment. We will correct it in revised manuscript.

8. L. 333: What is now X,Y in the S{X,Y} notation?
Thanks for your comment. {X,Y} represents the pairs of parameters and corresponding RMSE

value. X represents the parameter combinations of selected 6 parameters and Y represents the RMSE

values obtained from CAM simulation results of corresponding parameters.

9. Figure 3: no x-axis label

Thanks for your comment. We will correct it in revised manuscript.

10. L. 398: “precipitation change trend”: What trend do you mean here? Time trend?

Thanks for your comment. The ”trend” means that South Pacific region generally reveals a ladder-

like decline from east to west, which is described in last sentence.
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