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 7 

Abstract 8 

This study uses the CAM5 coupled to a 1-d ocean model to investigate the effects 9 

of intraseasonal SST feedback frequency on the Madden-Julian Oscillation (MJO) 10 

simulation with intervals at 30 minutes, 1, 3, 6, 12, 18, 24, and 30 days. The large-scale 11 

nature of the MJO in simulations remains intact with decreasing feedback frequency, 12 

although becoming increasingly unrealistic in both structure and amplitude, until 13 

1/30days when the intraseasonal fluctuations are overwhelmingly dominated by 14 

unorganized small-scale perturbations in both atmosphere and ocean, as well as at the 15 

atmosphere-ocean interface where heat and energy are rigorously exchanged. The main 16 

conclusion is less frequent the SST feedback, more unrealistic the simulations. Our 17 

results suggest that more spontaneous atmosphere-ocean interaction (e.g., ocean 18 

response once every time step to every three days in this study) with high vertical 19 

resolution in the ocean model is a key to the realistic simulation of the MJO and should 20 

be properly implemented in climate models. 21 

 22 

1. Introduction 23 

The Madden–Julian Oscillation (MJO) is a large-scale tropical circulation that 24 

propagates eastward from the tropical Indian Ocean (IO) to the western Pacific (WP) 25 

with a periodicity of 30–80 days (Madden and Julian, 1972). In the Indo-Pacific region, 26 

the MJO processes involve intraseasonal variability of sea surface temperature (SST) 27 

(Chang et al., 2019; DeMott et al., 2014, 2015; Jiang et al., 2015, 2020; Krishnamurti 28 
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et al., 1998; Li et al., 2014; Li et al., 2020a; Newman et al., 2009; Pei et al., 2018; Stan, 29 

2018; Tseng et al., 2015). The tropical air–sea interaction, influenced by the upper ocean, 30 

plays a crucial role in determining MJO characteristics due to the high heat capacity of 31 

the upper ocean within the intraseasonal range, which acts as a significant heat source 32 

for atmospheric variability (Watterson, 2002; Sobel and Gildor, 2003; Maloney and 33 

Sobel, 2004; Sobel et al., 2010; Liang and Du, 2022).  34 

Analyzing the mechanism of the intraseasonal oscillation (ISO) reveals that heat 35 

fluxes play a critical role in the development of intraseasonal SST variability (Hong et 36 

al., 2017; Liang et al., 2018). As demonstrated in Fu et al. (2017), underestimation 37 

(overestimation) of the air–sea coupling's impact on MJO simulations occurs when it is 38 

weak (strong) in the intraseasonal SST variability. Simulation improvements in the 39 

eastward propagation and regulation of MJO periodicity in the coupled models can be 40 

attributed to several factors such as enhanced low-level convergence and convective 41 

instability to the east of convection, as well as enhanced latent heat fluxes (Savarin and 42 

Chen, 2022) and SST cooling to the west of convection (DeMott et al., 2014). SST 43 

gradients have been found to induce patterns of mass convergence and divergence 44 

within the marine boundary layer (MBL), initiating atmospheric convection (de Szoeke 45 

and Maloney, 2020; Lambaerts et al., 2020). 46 

Several recent studies have made significant progress in understanding the impact 47 

of air–sea coupling on the MJO, particularly at sub-daily scales (e.g., DeMott et al., 48 

2015; Kim et al., 2018; Seo et al., 2014; Voldoire et al., 2022; Zhao and Nasuno, 2020). 49 

However, there is relatively limited discussion on the effect of air–sea coupling from 50 

few days to within half of the MJO period. Several studies have investigated the impact 51 

of intraseasonal SST on the MJO by coupled or uncoupled models. (e.g., DeMott et al., 52 

2014; Gao et al., 2020b; Klingaman and Demott, 2020; Pariyar et al., 2023; Stan, 2018). 53 

Simulations using time-varying SSTs from coupled global climate model (CGCM) to 54 
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force the atmospheric general circulation model (AGCM) showed a reduced 55 

intraseasonal SST variability, leading to weakened air–sea heat fluxes and eastward 56 

propagation (DeMott et al., 2014; Gao et al., 2020b; Klingaman and Demott, 2020; 57 

Pariyar et al., 2023). Moreover, the absence of few days variability in SST promotes 58 

the amplification of westward power associated with Rossby waves (Stan, 2018). 59 

Incorporating two-way coupling between the ocean and atmosphere has been 60 

proved valuable for simulating and predicting intraseasonal variability (e.g., DeMott et 61 

al., 2014; Lan et al., 2022; Stan, 2018; Tseng et al., 2015, 2020). As demonstrated in 62 

recent studies (e.g., Ge et al., 2017; Lan et al., 2022; Shinoda et al., 2021; Tseng et al., 63 

2015, 2022), incorporating high vertical resolution near the ocean surface positively 64 

influences the accurate representation of intraseasonal SST variability and enhances the 65 

MJO prediction capabilities. However, how frequent is the coupling needed is still not 66 

fully understood, considering the fact that the ocean and atmosphere could evolve in 67 

distinct time scales. And, would the coupling frequency in numerical models influence 68 

the accuracy of the MJO simulation? 69 

    In this study, we aim to investigate the specific effects of oceanic feedback 70 

frequency (FF) through air–sea coupling on the atmospheric intraseasonal variability, 71 

using the National Center for Atmospheric Research (NCAR) Community Atmosphere 72 

Model 5.3 (CAM5.3) coupled with the single-column ocean model named Snow–Ice–73 

Thermocline (SIT). The coupled model is referred to as CAM5–SIT. The SIT model, 74 

consisting of 41 vertical layers, enables the simulation of SST and upper-ocean 75 

temperature variations with high vertical resolution (Lan et al., 2022). We have 76 

demonstrated in previous studies that coupling the SIT significantly improved the MJO 77 

simulations in several AGCMs (Tseng et al., 2015, 2022; Lan et al., 2022). The ability 78 

of the SIT with extremely high-resolutions (i.e., 12 layers within the first 10.5 m) to 79 

well resolve the upper ocean warm layer and the cool skin of the ocean surface was 80 
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identified as the main reason for the improved simulations. 81 

    The structure of this paper is organized as follows. Section 2 introduces the model, 82 

data, methodology, and experiments employed in this study. The performance of the 83 

CAM5–SIT models in simulating the MJO is discussed in Section 3, while Section 4 84 

focuses on the impact of different configurations of sub-seasonal SST feedback 85 

periodicity on MJO simulations. Finally, Section 5 presents the conclusions.  86 

      87 

2. Data, model experiments, and methodology 88 

2.1 Observational data 89 

Observational data sets used in this study include precipitation from the Global 90 

Precipitation Climatology Project (GPCP, 1° resolution, 1997–2010; Adler et al., 2003), 91 

outgoing longwave radiation (OLR, 1° resolution, 1997–2010; Liebmann, 1996), and 92 

daily SST (optimum interpolated SST, OISST, 0.25° resolution, 1989–2010; Banzon et 93 

al., 2014) from the National Oceanic and Atmosphere Administration, and the fifth 94 

generation ECMWF reanalysis (ERA5), with a resolution of 0.25° for the period of 95 

1989–2020 (Hersbach and Dee, 2016). Various variables from ERA5 were considered, 96 

including winds, vertical velocity, temperature, specific humidity, sea level pressure, 97 

geopotential height, latent and sensible heat, and shortwave and longwave radiation. 98 

For the initial conditions of the SIT, the SST data was obtained from the Hadley Centre 99 

Sea Ice and Sea Surface Temperature dataset version 1 (HadISST1), with a resolution 100 

of 1° for the period of 1982–2001 (Rayner et al., 2003). The ocean subsurface data, 101 

including climatological ocean temperature, salinity, and currents in 40 layers, were 102 

retrieved from the National Centers for Environmental Prediction (NCEP) Global 103 

Ocean Data Assimilation System (GODAS) with a resolution of 0.5° for the period of 104 

1980–2012 (Behringer and Xue, 2004). These data were used for a weak nudging 105 

(Tseng et al., 2015, 2022; Lan et al., 2022) in the SIT model. 106 
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  107 

2.2 Experimental design  108 

In this study, we investigated the role of oceanic FF using coupled CAM5–SIT and 109 

atmosphere-only CAM5 (A–CTL). Previous studies (Lan et al., 2022; Tseng et al., 2022) 110 

have provided a detailed description of the every timestep coupling CAM5–SIT model 111 

and its performance in simulating the MJO. Table 1 displays the experimental 112 

configuration, incorporating monthly HadISST1 (uncoupled region) and ice 113 

concentrations over a 30-year period centered around the year 2000 (F2000 compsets, 114 

Rasch et al., 2019). Solar insolation, greenhouse gas and ozone concentrations, and 115 

aerosol emissions representative of present-day conditions were prescribed. In the A–116 

CTL, observed monthly-mean SST around the year 2000 was prescribed to force the 117 

CAM5. For the coupled simulations, we adjusted the Flux Coupler (CPL) restriction in 118 

the Climate Earth System Model (CESM1; Hurrell et al., 2013) by implementing 119 

asymmetric exchange frequencies between the atmosphere and the ocean. The ocean 120 

continuously receives atmospheric forcing at every time step (30 minutes) and the 121 

temperature changes accordingly, but the SST seen by the atmospheric model is fixed 122 

at each timestep for a specified time span (e.g., 1, 3, 6, 12, 18, 24, and 30 days). That 123 

is, the SST seen by the atmospheric model only changed until the end of the specified 124 

time span.  125 

Two sets of experiments in addition to the A–CTL were conducted, each 126 

representing a different SST feedback frequency:  127 

(1) High-frequency SST feedback set: This set includes the control experiment 128 

(C–CTL) with SST feedback at every timestep (FF as 48/day), once a day (C–129 

1day: FF as 1/day), and every 3 days (C–3days: FF as 1/3days). 130 

(2) Low-frequency SST feedback set: This set includes experiments with SST 131 

feedback to the atmosphere for every 6 days (C–6days: FF as 1/6days), 12 days 132 
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(C–12days: FF as 1/12days), 18 days (C–18days: FF as 1/18days), 24 days (C–133 

24days: FF as 1/24days), and 30 days (C–30days: FF as 1/30days).  134 

The SIT is coupled to CAM5 between 30° N to 30° S. The ocean was weakly 135 

nudged (using a 30-day exponential time scale) between depths of 10.5 m and 107.8 m, 136 

and strongly nudged (using a 1-day exponential time scale) below 107.8 m, based on 137 

the climatological ocean temperature data from NCEP GODAS. No nudging was 138 

applied in the upper-most 10.5 meters, allowing the simulation of rigorous air–sea 139 

coupling near the ocean surface. 140 

During the simulation, the SIT recalculated the SST within the tropical air–sea 141 

coupling region. Outside this coupling region, the annual cycle of HadSST1 was 142 

prescribed. No SST transition between the tropical air–sea coupling zone and the 143 

extratropical SST-prescribed regions was applied. The ocean bathymetry for the SIT 144 

was derived from the NOAA’s 1 arc-minute global relief model of Earth's surface that 145 

integrated land topography and ocean bathymetry (ETOPO1) data (Amante and Eakins, 146 

2009). To ensure consistency and comparability, all observational, atmospheric, oceanic, 147 

and reanalysis data were interpolated into a horizontal resolution of 1.9° × 2.5° for 148 

model initialization, nudging, and comparison of experimental simulations. 149 

     150 

2.3 Methodology 151 

The analysis focused on the boreal winter period (November–April), the season 152 

with the most pronounced eastward propagation of the MJO. To identify intraseasonal 153 

variability, the CLIVAR MJO Working Group diagnostics package (CLIVAR, 2009) 154 

and a 20–100-day filter (Wang et al., 2014) was used. MJO phases were defined based 155 

on the Real-time Multivariate MJO series 1 (RMM1) and series 2 (RMM2) proposed 156 

by Wheeler and Hendon (2004), which utilized the first two principal components of 157 

combined near-equatorial OLR and zonal winds at 850 and 200 hPa. The band-pass 158 
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filtered data were used to calculate the index and define the MJO phases. 159 

Analysis of column-integrated MSE budgets was conducted to investigate the 160 

association between tropical convection and large-scale circulations. The column-161 

integrated MSE budget equation (e.g., Sobel et al., 2014) is approximately given by 162 

〈
𝜕ℎ

𝜕𝑡
〉′ = − 〈𝑢

𝜕ℎ

𝜕𝑥
〉′ − 〈𝑣

𝜕ℎ

𝜕𝑦
〉′ − 〈𝑤

𝜕ℎ

𝜕𝑝
〉′ + 〈𝐿𝑊〉′ + 〈𝑆𝑊〉′ + 〈𝑆𝐻〉′ + 〈𝐿𝐻〉′        (1) 163 

where h denotes the moist static energy 164 

ℎ = 𝑐𝑝𝑇 + 𝑔𝑧 + 𝐿𝑣𝑞            (2) 165 

where T is temperature (K); q is specific humidity (Kg Kg-1); cp is dry air heat capacity 166 

at constant pressure (1004 J K−1 kg−1); Lυ is latent heat of condensation (taken constant 167 

at 2.5 × 106 J kg−1); u and v are horizontal and meridional wind (m s-1), respectively; ω 168 

is the vertical pressure velocity (Pa s−1); LW and SW are the longwave and shortwave 169 

radiation flux (W m−2), respectively; and LH and SH are the latent and sensible surface 170 

heat flux (W m−2), respectively. The angle bracket (〈∗〉 ) represents mass-weighted 171 

vertical integration from 1000 to 100 hPa; and the intraseasonal anomalies are 172 

represented as 〈∗〉′. 173 

 174 

3. Results 175 

3.1 The mean state and intraseasonal variability of SST 176 

    The variability of SSTs plays a crucial role in the dynamics of the MJO. Studies 177 

based on observations from TOGA COARE and DYNAMO revealed that MJO events 178 

exhibited a stronger ocean temperature response compared to average conditions (de 179 

Szoeke et al., 2014). Wu et al. (2021) revealed the better MJO prediction skill in the 180 

CGCM could be contributed by the improved representation of high-frequency SST 181 

fluctuations related to the MJO, with warm (cold) SST anomalies to the east (west) of 182 

MJO convection, through the convection–SST feedback processes (Li et al., 2020a; Wu 183 
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et al., 2021). It is therefore necessary to check on the influences of coupling and coupling 184 

frequency on the SST fluctuations. 185 

    Table 2 presents the oceanic temperature anomalies for the DJF seasonal mean, 186 

including the differences in oceanic temperature between the SST and depths of 10m 187 

(∆𝑻̅̅ ̅̅
𝟎−𝟏𝟎𝒎) and 30m (∆𝑻̅̅ ̅̅

𝟎−𝟑𝟎𝒎), as well as 20–100 days maximum and minimum SST 188 

and oceanic temperature at 10m depth (𝑇10𝑚). The region of 110–130° E and 5–15° S 189 

was selected because of the largest variation in the 20–100-day bandpass-filtered SST 190 

when the MJO passes over the Indo-Pacific region. Simulated DJF seasonal mean SST 191 

(300.8K to 302.0 K) are generally smaller than OISST (302.2 K) but increase with the 192 

lower SST feedback frequency except in C–30days (302.7 K), while the SST standard 193 

deviation remains within 0.8 K, smaller than OISST (0.96 K), except in C–24days (1.06 194 

K) and C–30days (1.71 K) that implies the potential jump in SST. 195 

    The simulated subsurface (0–10m and 0–30m) ocean temperatures were compared 196 

with those in the NCEP GODAS reanalysis and presented as (∆𝑻̅̅ ̅̅
𝟎−𝟏𝟎𝒎 and ∆𝑻̅̅ ̅̅

𝟎−𝟑𝟎𝒎). 197 

The ∆𝑻̅̅ ̅̅
𝟎−𝟏𝟎𝒎 in high-frequency experiments maintained 0.1 K temperature difference. 198 

In low-frequency experiments, ∆𝑻̅̅ ̅̅
𝟎−𝟏𝟎𝒎 increased from 0.2 to 1.0 K with decreasing 199 

SST feedback frequency. The temperature difference (∆𝑻̅̅ ̅̅
𝟎−𝟑𝟎𝒎) in both high-frequency 200 

and low-frequency experiments remains approximately 0.8K, except for C–24days and 201 

C–30days with an increase as high as 1.4 K and 2.1 K, respectively, with larger standard 202 

deviations. The comparison revealed the cooling effect of the SIT on the seasonal mean 203 

SST, especially in the higher-frequency coupling experiment due to the more rigorous 204 

heat exchanges between ocean and atmosphere. However, in the lower frequency 205 

experiments, the SST became much warmer and so did vertical temperature differences 206 

due likely to the unrealistically large heat accumulation of loss in the ocean. 207 

As for the MJO simulation, the SST fluctuation is more relevant. The OISST 208 

fluctuation through a MJO cycle was about ±0.21 K. In comparison, the uncoupled A–209 
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CTL, which was forced by monthly mean HadISST1, yielded a negligible SST 210 

fluctuation (-0.003–0.02 K) as expected. In the high-frequency experiments, SST 211 

fluctuated in magnitudes similar to that in the daily OISST. The amplitude became 212 

unrealistically larger in the low-frequency coupling experiments with C–30days 213 

reaching as high as 0.6 K. The increasingly larger amplitudes were likely resulted from 214 

the heat accumulation in the ocean because of less frequent feedback (or heat release) to 215 

the model atmosphere. Changes in coupling frequency led to different amplitudes of SST 216 

fluctuation in a MJO cycle. As will be revealed latter, this effect had marked influence 217 

on the MJO simulations. 218 

    219 

3.2 MJO simulation: high-frequency and low-frequency SST feedback experiments 220 

3.2.1 General structure 221 

   The propagation characteristics of the different experiments were analyzed using 222 

the wavenumber-frequency spectrum (W-FS). The spectra of unfiltered U850 in ERA5, 223 

A–CTL, and all coupling experiments with different feedback frequency are shown in 224 

Fig. 1a–j. The C–CTL experiment accurately captures the eastward propagating signals 225 

at zone wavenumber 1 with 30–80-day period (Fig. 1a and 1c), although with a slightly 226 

larger amplitude than ERA5 (Fig. 1a). By contrast, the uncoupled A–CTL produced an 227 

unrealistic spectral shift to time scales longer than 30–80 days (Fig. 1b) and simulated 228 

the unrealistic westward propagation at wavenumber 2. 229 

    The W-FS spectra of the C–1day and C–3day experiment show two peaks for zone 230 

wavenumber 1 over the 30 to 80-day period. The low-frequency experiments (i.e., from 231 

C–6days to C–30days) increasingly enhanced the amplitudes and lowered the 232 

frequency of intraseasonal perturbations with decreasing feedback frequency. 233 

Furthermore, unrealistic westward W-FS of U850 becomes evident in (Fig. 1h–i) in the 234 
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C–18days, C–24days, and C–30days experiments, reflecting the stationary nature of 235 

simulated MJO seen in Fig. 2i–j. 236 

    The Hovmöller diagrams in Fig. 2a–j depict the evolution of 10° N–10° S averaged 237 

precipitation and U850 anomalies on intraseasonal timescales, represented by the 238 

lagged correlation coefficients with the precipitation averaged over 10° S–5° N, 75–239 

100° E. In GPCP/ERA5, observed precipitation and U850 propagated eastward from 240 

the eastern IO to the dateline, with precipitation leading U850 by approximately a 241 

quarter of a cycle and a propagation speed of about 5 m s–1 (Fig. 2a). The A–CTL 242 

simulation was dominated by stationary features, with westward-propagating tendency 243 

over the IO and weak and slow eastward propagation over the MC and WP (Fig. 2b). 244 

The Hovmöller diagrams derived from high-frequency and low-frequency experiments 245 

(Fig. 2c–h) display the key eastward propagation characteristics in both precipitation 246 

and U850, as well as the phase relationship between them, except in C–24days and C–247 

30days that were dominated by stationary perturbations. Further decreased feedback 248 

frequency from 1/C–24days to 1/C–30days also further weakened the signals of 249 

precipitation and U850. More detailed discussion on this topic will be presented in the 250 

subsequent chapter. 251 

    We conducted a wavenumber-frequency power spectral analysis (Wheeler and 252 

Kiladis, 1999) to examine the phase lag and coherence between the tropical circulation 253 

and convection. Figures 3a–i illustrate the symmetric part of OLR and U850 for 254 

NOAA/ERA5 data and all model experiments. The MJO band exhibits a high degree 255 

of coherence, indicating a strong correlation between NOAA MJO-related OLR signal 256 

and wavenumbers 1–3 (Fig. 3a). The phase lag in the 30–80-day band is approximately 257 

90°, consistent with previous studies (Ren et al., 2019; Wheeler and Kiladis, 1999). All 258 

model experiments simulated the coherence within wavenumber 3 in the MJO band, 259 

with a phase lag similar to NOAA/ERA5 data. However, the A–CTL spectrum exhibits 260 
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only half of the observed coherence peak at wavenumber 1, and also weaker coherence 261 

at wavenumbers 2–3 for the 30–80-day period compared to NOAA/ERA5 data. The 262 

experiments C–CTL, C–1day, C–3days, C–6days, C–12days, and C–18days yielded 263 

wavenumber-1 coherence peak similar to that in NOAA/ERA5. Additionally, as the 264 

SST feedback frequency decreases from 1/12days to 1/30days, the experiments 265 

increasingly simulated unrealistic coherence in the very low frequency with a wide 266 

range of zonal wavenumber from 1 to 12 (Fig. 3g–j), i.e., no zonal scale preference. 267 

    Figure 4 shows the phase–longitude diagrams in which the 20–100-day filtered 268 

precipitation (shaded) and SST (contour) anomalies were averaged over 10° S to 10° N 269 

to determine the relationship between precipitation and SST fluctuations and to provide 270 

insights into the connection between air–sea coupling and convection. As expected, the 271 

A–CTL did not simulate the eastward-propagating coupled SST-convection 272 

perturbations as in observation (Fig. 4a), whereas C–CTL, C–1day, and C–3days 273 

properly reproduced the observed features. The eastward-propagating coupled 274 

perturbations were also simulated in C–6days, C–12days, and C–18days, but with 275 

unrealistically increasing amplitudes near the dateline, especially in the C–18days 276 

experiment. The perturbation amplification near the dateline was likely due to the lack 277 

of ocean circulation in the CAM5–SIT. The amplification was also seen in C–24days 278 

that failed to simulate the eastward-propagating intraseasonal perturbations. When 279 

coupling frequency was reduced to 1/30days, the eastward propagation could no longer 280 

be simulated and was replaced by unorganized standing oscillations in much smaller 281 

zonal scales. 282 

Liang et al. (2018) suggested that SST leading precipitation by 10 days implies 283 

air–sea interactions at the intraseasonal timescale during MJO events, with SST playing 284 

a crucial role in modulating the MJO's intensity and propagation. The A–CTL 285 

simulation exhibited weak SST anomalies and stationary precipitation when using the 286 
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monthly average HadISST1. By contrast, the C–24days and C–30days experiment 287 

showed no clear phase lag between disorganized SST and precipitation perturbations. 288 

A comparison between simulation results and observation indicates that the air–sea 289 

interaction plays a crucial role in facilitating eastward propagation and higher frequency 290 

feedback yields more realistic simulations. 291 

 292 

3.2.2 Vertical structures of the MJO in the atmosphere 293 

   Air–sea interaction plays a significant role in influencing atmospheric moisture and 294 

convection associated with the MJO (Savarin and Chen, 2022). Whereas the ocean to 295 

the east of deep convection warmed due to more downwelling shortwave radiation and 296 

less heat fluxes into the atmosphere associated with weaker winds, near-surface 297 

moisture convergence under the anomalous subsidence over the warmer water 298 

preconditioned the eastward movement of the deep convection (DeMott et al., 2015; 299 

Zhang, 2005). The MJO was noted to detour southward when crossing the MC region, 300 

exhibiting enhanced convective activity preferentially in the southern MC area and 301 

weaker convection in the central MC area (Hsu and Lee, 2005; Wu and Hsu, 2009; Kim 302 

et al., 2017). Hovmöller diagrams in Fig. 5a–j illustrate the relationship between the 303 

vertical structure of air temperature (contoured, in K) and specific humidity (shading, 304 

in g kg−1) anomalies from the surface to 200 hPa averaged over 5–20° S and 120–150° 305 

E. In ERA5, the lower-level positive temperature anomaly in phase 3 (i.e., 306 

preconditioning phase) leads the development of deep temperature and moisture 307 

anomalies (i.e., deep convection) after phase 4 over the MC, when moisture anomalies 308 

reached the maxima at 700–500 hPa. This two-phase upward development was not 309 

properly simulated in A–CTL, which shows sudden switch between positive and 310 

negative anomalies in the entire troposphere, instead of progressively upward 311 

development with time. The upward development was generally simulated in coupled 312 
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simulations from C–CTL to C–6days (Fig. 5c–e), although the negative temperature 313 

anomalies below 500 hPa were over-simulated after phase 5. It became less well 314 

simulated beyond C–12days and was gradually replaced by sudden phase switch as in 315 

the A–CTL, especially in C–30days (Fig. 5f–j). The preconditioning phase completely 316 

disappears in C–18 days and beyond. As identified in previous studies, the two-phase 317 

upward development is a manifestation of air–sea coupling. The missing of this 318 

coupling evidently resulted in the poor simulation in the A–CTL and extremely low 319 

feedback frequency experiments. 320 

 321 

3.2.3 Vertical structures of the MJO in the ocean 322 

    The 1-D turbulence kinetic energy (TKE) ocean model incorporates a high vertical 323 

resolution that captures the vertical gradient of temperature in the upper ocean. Figure 324 

6 (left column) illustrates the vertical structures of oceanic temperature between 0- and 325 

60-meters during phase 2–3 when the deep convection occurred over the eastern IO 326 

(60–90° E) and easterly anomalies prevailed over the MC and western Pacific. In the 327 

high-frequency experiments (Fig. 6a, 6c, 6e), the upper oceanic temperatures exhibit 328 

warming patterns within 30 meters depth at 100–140° E (i.e., east of the deep 329 

convection and under the easterly anomalies), apparently due to more downwelling 330 

short wave radiation and less heat flux release to the atmosphere. By contrast, the 331 

cooling near the dateline was associated with westerly anomalies. With decreasing 332 

feedback frequency, the cooling to the east of 150°E seen in high frequency experiments 333 

was replaced by oceanic warming that amplified with further feedback frequency 334 

decrease. The warming region that became more widespread and larger amplitude with 335 

less frequent feedback eventually grew to cover the entire IO and WP, an area much 336 

larger than the scale of the atmospheric MJO. The mismatch between the atmospheric 337 

and oceanic anomalies suggested the weakening atmospheric-ocean coupling that 338 
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resulted in poor simulation of the MJO in the low frequency feedback simulations. The 339 

emergence of small-scale unorganized structures with decreasing feedback frequency 340 

is also evident in phase 4–5 (right column of Fig. 6), e.g., negative ocean temperature 341 

anomalies in the Indian Ocean under the prevailing westerly anomalies. 342 

 343 

4. Discussion 344 

4.1 Dynamic lead–lag relationship in intraseasonal variability 345 

    The lead–lag relationship refers to a situation where one variable (leading) is 346 

cross-correlated with the values of another variable (lagging) in subsequent phases, 347 

particularly in the case of SST fluctuations and MJO-related atmospheric variations 348 

between phase 1 and 8 within the domain of 110–130° E and 5–15° S (Fig. 7). The 349 

analyzed variables include 20–100-day filtered latent heat flux (LHF, indicated by green 350 

shading), OLR (indicated by a yellow bar chart), net surface solar radiation (FSNS, 351 

indicated by an orange bar chart), U850 (indicated by a purple bar chart), 30-meter 352 

depth oceanic temperature (30-m T multiplied by 100, indicated by a black line), and 353 

SST (multiplied by 10, indicated by an orange line). Positive value in LHF and FSNS 354 

represents an upward flux from ocean to atmosphere.  355 

     Decrease in LHF, which indicates a reduction in heat loss from the ocean, and 356 

negative FSNS, indicating that solar radiation is heating the ocean, coincide with 357 

easterly anomaly that contributes to positive SST anomaly in ERA5 (Fig. 7a). Reversed 358 

fluxes are associated with westerly anomalies. This lead–lag relationship depicts the in-359 

situ atmospheric forcing on the oceanic variability during a MJO. As the MJO 360 

convection progresses through the region (110–130° E and 5–15° S), several changes 361 

in atmospheric and oceanic variables occur. These changes include a shift in OLR from 362 

positive to negative values, a decrease in SST, a transition to westerly winds, and an 363 

increase in positive FSNS and LHF (Fig. 7a). The temporal variations in SST anomaly 364 
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from C–CTL to C–12days were predominantly influenced by FSNS, with LHF playing 365 

a secondary role, similar to the findings of Gao et al. (2020a). With the exception of 366 

experiments of A–CTL, C–24days, and C–30days, both the high-frequency and low-367 

frequency SST feedback experiments simulated similar lead–lag relationships as in 368 

ERA5 (Fig. 7c–h). In the C–24days and C–30days experiments, LHF was the largest 369 

flux term (note the different vertical scale for the two experiments) whereas the wind, 370 

OLR, and FSNS anomalies were much weaker than in other experiments. In the A–CTL 371 

experiment, which was forced by monthly HasISST1 data, the SST anomalies were 372 

small as expected, whereas fluxes although weak are still evident in response to 373 

atmospheric perturbations (Fig. 7b). Conversely, in both C–24days and C–30days 374 

experiments, a misalignment in the lead–lag relationship was observed, accompanied 375 

by weak anomalies in OLR and FSNS. (Fig. 7i and 7j). This disparity between LHF and 376 

wind was likely due to the unrealistically widespread and large oceanic warming as 377 

shown in Fig. 6m and 6o. 378 

    In the simulations, the maximum positive anomaly in 30-m T was delayed by one 379 

phase compared to SST, indicating the transfer of heat from the ocean surface into the 380 

upper ocean progressively. Similarly, the occurrence of the most negative 30-m T 381 

anomaly was also delayed by one phase compared to SST, revealing the buffering role 382 

of the upper ocean when the atmospheric component of the MJO extracted (or deposited) 383 

heat (energy) from (in) the ocean (Fig. 7c–i). This delayed effect was also evident in 384 

the field campaign. de Szoeke et al. (2015) observed that the warmest 10-m ocean 385 

temperature occurred a few days later than the peak temperature at 0.1 m. Additionally, 386 

the 0.1-m ocean temperature was typically as warm as or warmer than the 10-m 387 

temperature as seen in Fig. 6. In the extreme low frequency feedback experiments, the 388 

amplitude of 30-m temperature became unrealistically large due likely to the continuous 389 

accumulation or loss of the ocean heat. 390 
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 391 

4.2 Unorganized perturbations in extreme frequency feedback scenarios 392 

   DeMott et al. (2014) noted that in uncoupled experiments, the NCAR CAM 393 

superparameterized version 3 (SPCAM3) exhibited strong eastward propagation when 394 

5-day running mean SST was prescribed, but relatively weaker propagation for monthly 395 

mean SST. This raises the question of how much SST feedback periodicity is necessary 396 

to maintain robust eastward propagation in coupled experiments. This tendency was 397 

also seen in our study, that is, slower propagation (or weaker tendency) with decreased 398 

feedback frequency until the C–24days experiment (Figs. 1–7). By 1/30days, the 399 

perturbations became stationary. 400 

    Generally, C–18days exhibited the unrealistic overestimation of intraseasonal 401 

variability while maintaining eastward propagation of the MJO. Here, we are not 402 

suggesting that C–18days represents the optimal SST feedback experiment. Figure 8 403 

highlights the considerable differences in the simulation of MJO perturbations at phase 404 

2–3 between C–18days and C–30days experiments. In C–18days, negative OLR 405 

anomalies were widespread from the western IO to the MC, while in reality it should 406 

be observed mainly in the IO and be accompanied by positive anomalies in the eastern 407 

MC, i.e., a west-east dipolar structure (Fig. 8a). In C–30days, the OLR anomaly, 408 

although was still the dominant feature in the Indian Ocean-western Pacific region, 409 

became much weaker and characterized by smaller scale perturbations. These OLR 410 

anomalies were generally associated with upper-level convergence (not shown) 411 

embedded in much weaker wind anomalies (U200) compared to those in C–18days. 412 

The circulation and OLR in C–24days exhibited the characteristics similar to those in 413 

C–18days but with the OLR anomalies breaking up into smaller scales. 414 

    Furthermore, in the C–18days and C–24days experiments, negative anomalies 415 

indicative of a downward direction in LHF and net surface heat flux (Fig. 8d, 8e, 8g, 416 
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and 8h), were predominantly observed in the convection-inactive region to the east of 417 

150°E where low-level easterly wind and positive SST anomalies prevailed (Fig. 8j and 418 

8k). The OLR, winds, heat fluxes, and SST to the west of 150°E exhibited similar 419 

correspondences between variables but in opposite phase. With feedback frequency 420 

reduced to 1/30days (Fig. 8f, 8i, and 8l), the heat fluxes and SST anomalies broke into 421 

unorganized smaller scaler features, consistent with the ocean temperature jump shown 422 

in Fig. 6h. Although the wind fields in the both upper and lower levels were still 423 

characterized by large-scale structure, the corresponding divergence were dominated 424 

by much smaller scale perturbations (not shown), similar to heat fluxes and SST. The 425 

increasingly dominant smaller scale perturbations can also be inferred from Fig. 2h–j 426 

and 4h–j. In addition, the large power spectra in the low frequency band spread across 427 

a wide range of wavenumbers, reflecting the smaller scale nature of the simulated 428 

perturbations in C–30days (Fig. 3j). This imparity between the scale of rotational and 429 

divergent winds suggests that the poor coupling between the convection and large-scale 430 

circulation.  431 

     With decreased feedback frequency of SST from C–CTL to C–30days, the ocean 432 

continued to receive atmospheric forcing, but the feedback response was delayed, 433 

leading to the accumulation or loss of energy (temperature) in the upper ocean, as seen 434 

in the SST distribution in the WP (Fig. 6 and 8). Subsequently, the C–30days 435 

experiment exhibited comprehensive disorder over the Indo-Pacific region, with the 436 

SST anomalies showing an unrealistically erratic spatial distribution characterized by 437 

sudden jumps (Fig. 8l) associated with plus-minus latent heat flux and 10m wind 438 

anomalies (Fig. 8f), net surface heat flux, and solar radiation (Fig. 8i). As a result, the 439 

organized large-scale circulation seen in the MJO was not manifested. To this extreme, 440 

the air–sea interaction observed in the MJO no longer worked properly in the model. 441 

 442 
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4.3 Moist static energy (MSE) budget analysis 443 

We diagnosed the relative contribution of each term in Eq. (1) to the MSE tendency 444 

with a focus on the second (pre-conditioning) and fifth (convection crossing the MC) 445 

phases. Figure 9 illustrates the physical processes associated with each term (averaged 446 

over 10∘ S–0∘, 120–150∘ E) contributing to the column-integrated MSE tendency 447 

(<dmdt>) in Eq. (1) during phase 2 in ERA5 and model simulations. In ERA5, when 448 

the MJO convection was in the eastern Indian Ocean, the column-integrated vertical 449 

and horizontal advection (-<wdmdp> and -<vdm>) over the MC area were the dominant 450 

terms in the MSE budget and largely compensated by longwave radiation and latent 451 

heat flux, as reported in Wang and Li (2020) and Tseng et al. (2022). All experiments 452 

simulated the positive and negative contributions similar to those derived from ERA5 453 

although with different amplitudes. Notably, the C–24days and C–30days simulated 454 

relatively weak vertical advection and too strong negative latent heat flux and too weak 455 

longwave radiation flux. As a result, the C–24days and C–30days simulated relatively 456 

weak tendency compared to other experiments. The results are consistent with the poor 457 

simulation of the MJO in the extreme low frequency feedback experiments discussed 458 

above. 459 

    We compared the spatial distribution of column-integrated MSE tendency <dmdt> 460 

(shading), precipitation (contours), and 850-hPa wind (vectors) during phase 5, i.e., the 461 

period when the strongest convection crossing the MC (Fig. 10). In ERA5, the main 462 

convection (indicated by positive precipitation anomaly) is accompanied by low-level 463 

convergence in the 850-hPa wind across the MC extending into the WP (Fig. 10a). A 464 

positive <dmdt>  is observed to the east of the MJO convection to the south of the 465 

equator (Fig. 10a). Conversely, a negative tendency is observed to the west of the MJO 466 

convection accompanied by negative precipitation anomalies further to the west. The 467 

phase relationship between the MSE tendency and precipitation reflects the eastward-468 
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propagating nature of the MJO. With the exception of A–CTL, C–24days, and C–469 

30days, the model simulations displayed a similar structure in the 20–100-day filtered 470 

<dmdt>, precipitation, and 850-hPa wind vectors (Fig. 10c–h). although the exact 471 

locations may be shifted compared to those derived from ERA5. The C–CTL simulated 472 

relatively weak signals compared to ERA5, whereas the signals became increasingly 473 

stronger with decreasing feedback frequency. The signals became unrealistically strong 474 

beyond 1/18days feedback frequency and the lead–lag relationship between the MSE 475 

tendency and precipitation became less clear. For example, positive precipitation 476 

anomaly became in phase with the tendency in the western Pacific south of the equator 477 

in C–24days and C–30days experiments, and the tendency was much weaker in C–478 

30days. The results were consistent with the weaker eastward propagation tendency in 479 

the low-frequency feedback experiments, especially in C–24days and C–30days when 480 

the feedback frequency became unrealistically low. 481 

      The corresponding MSE budget during phase 5 is shown in Fig. 10. The MC 482 

has been identified as a barrier to the eastward propagation of the MJO (Hsu and Lee, 483 

2005; Wu and Hsu, 2009; Tseng et al., 2017; Li et al., 2020b) and approximately 30–484 

50% of the MJO experienced stalling over the MC (Zhang and Han, 2020). To 485 

determine whether the MJO has sufficient energy to traverse the MC, we focused the 486 

analysis on phase 5. Figure 11 illustrates the projection of each MSE component and 487 

decomposition of the horizontal MSE advection at phase 5 over the MC region (20° S–488 

20° N, 90–210° E) following the approach of Tseng et al. (2022) and Jiang et al. (2018), 489 

where Fs is total surface fluxes including SH and LH, and Qr is vertically integrated net 490 

SW and LW radiation. Unlike in phase 2 when vertical advection is the dominant term, 491 

the MSE tendency was dominated by the horizonal MSE advection -<vdm> in ERA5 492 

and all experiments, except the A–CTL. This contribution increased with decreasing 493 

SST feedback frequency. The weaker positive vertical advection -<wdmdp> did not 494 
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vary systematically with decreasing feedback frequency and even turned negative in 495 

C–24days and C–30days. Fs and Qr acted to damp the tendency by cancelling out the 496 

effect of the advection term. Fs tended to be more negative with decreasing feedback 497 

frequency and became much larger in C–30days. By contrast, Qr was unrealistically 498 

weak in C–18days, C–24days, and C–30days. The uncoupled simulation yielded much 499 

weaker amplitude in all terms as expected. 500 

    The -<vdm> that contributed most to the eastward propagation of the MJO in 501 

phase 5 was further decomposed into zonal (-<udmdx>) and meridional (-<vdmdy>) 502 

components to examine their relative effects (Fig. 11). Both components contributed 503 

positively, but the -<vdmdy> exhibited a larger amplitude, consistent with Tseng et al. 504 

(2015, 2022). The -<vdmdy> of high-frequency SST feedback experiments yielded 505 

results closely similar to ERA5. Comparatively, the -<vdmdy> term in low-frequency 506 

SST feedback experiments (C–18days, C–24days, and C–30days) became 507 

unrealistically large with decreasing feedback frequency and the potential jump in SST.  508 

    Spatial distributions of -<wdmdp>, -<vdm>, and 200-hPa wind at phase 5 are 509 

shown in Fig. 12. In ERA5, the wind divergence at 200 hPa at phase 5 (Fig. 12a), 510 

overlaid the 850-hPa convergence (Fig. 10a), reflecting a deep convection structure. 511 

The model simulations exhibited a similar structure to ERA5 except in A–CTL, C–512 

24days, and C–30days experiments, and again the amplitude increased with decreasing 513 

feedback frequency. In ERA5, negative -<wdmdp> and -<vdm> anomalies (Fig. 12a) 514 

were observed to the west of the MJO convection (Fig. 10a). The spatial distribution of 515 

the negative -<vdm> anomaly (dashed-red contours) extends from the IO to the MC 516 

and positive anomaly (predominantly meridional advection from the south, not shown) 517 

in the western-central Pacific south of the equator tends to facilitate the eastward 518 

propagation of deep convection in the western Pacific, consistent with Tseng et al. 519 

(2015, 2022). The -<wdmdp> with negative and positive anomaly to the west and east 520 
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of the deep convection also contributes to the eastward propagation of the MJO, but 521 

with weaker contribution than -<vdm>. Again, these characteristics were not simulated 522 

in A–CTL, whereas the amplitudes of both terms became increasingly larger with 523 

decreasing feedback frequency until becoming unrealistically large beyond 1/18days. 524 

In C–30days experiment both terms exhibited unorganized spatial structure as shown 525 

in preceding discussion. In summary, the high-frequency feedback experiments 526 

simulated an approximately 80% projection of -<vdm> in ERA5, whereas the low-527 

frequency SST feedback experiments overestimated -<vdm> anomalies (Fig. 12f–h).  528 

 529 

5. Conclusions 530 

    This study built upon the work of Lan et al. (2022) and Tseng et al. (2022) by 531 

coupling a high-resolution 1-D TKE ocean model (the SIT model) with the CAM5, i.e., 532 

a CAM5–SIT configuration, to investigate the effects of intraseasonal SST feedback on 533 

the MJO. We introduced asymmetric exchange frequencies between the atmosphere and 534 

the ocean, ensuring bidirectional interaction at each timestep within the experimental 535 

periodicity by fixing the SST value in the coupler. This allowed us to create SST 536 

feedback with various intervals at 30 minutes, 1, 3, 6, 12, 18, 24, and 30 days.  537 

    The aim is to assess the effect of SST feedback frequency, namely, how often 538 

should the atmosphere-driven SST change feedback to the atmosphere and whether 539 

there is a limit. With the exception of the C–24days and C–30days experiment, both the 540 

high-frequency and low-frequency experiments demonstrated realistic simulations of 541 

various aspects of the MJO when compared to ERA5, GPCP, and OISST data, although 542 

the simulation results becoming increasingly amplified and unrealistic with decreasing 543 

feedback frequency. These aspects included intraseasonal periodicity (Fig. 1), eastward 544 

propagation (Fig. 2 and 4), coherence in the intraseasonal band (Fig. 3), tilting vertical 545 

structure (Fig. 5), intraseasonal SST (Table 2) and oceanic temperature variances (Fig. 546 
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6), the lead–lag relationship of intraseasonal variability (Fig. 7), contribution of each 547 

term to the column-integrated MSE tendency at the preconditioning phase (phase 2) 548 

and mature phased (phase 5) (Fig. 9 and Fig. 11). The MSE tendency term was 549 

dominated by the horizonal and vertical MSE advection  in phase 5 and phase 2, 550 

respectively, in ERA5 and most experiments. Furthermore, we deliberately extended 551 

the SST feedback interval to an unrealistically long 30 days to investigate the limits of 552 

delayed ocean response. The main conclusion is less frequent the update, more 553 

unrealistic the simulation result. 554 

     The lead–lag relationship provides a visual representation of the variations in 20–555 

100-day filtered LHF, FSNS, OLR, U850 and SST with positive SST anomaly leading 556 

the onset of the MJO convection (Fig. 7). This relationship highlights the 557 

interconnected nature of surface heat fluxes, solar radiation, and atmospheric 558 

circulation patterns, underscoring their mutual influence and interplay through air–sea 559 

interaction. Our results indicate that the high-frequency (low-frequency) SST 560 

experiments tended to underestimate (overestimate) the MJO simulation in CAM5–SIT 561 

model. Whether this finding can be applied to other models warrants further 562 

investigations. 563 

    The result of C–3days experiment is consistent with Stan (2018), suggesting the 564 

absence of 1–5-day variability in SST would promote the amplification of westward 565 

power associated with tropical Rossby waves. By comparing with the control 566 

experiment in which SST feedback occurs at every time step (30 minutes), the C–1day 567 

experiment (SST feedback once daily) confirmed the findings of Hagos et al. (2016) 568 

and Lan et al. (2022) that the removal of the diurnal cycle would enhance the MJO. The 569 

increasing feedback periodicity of SST in low-frequency experiments led to the 570 

accumulation of atmospheric influences through short-wave and long-wave radiations 571 

and surface heat fluxes, resulting in an unrealistically large ocean temperature 572 
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anomalies and variances within few tens of meters below ocean surface (Table 2). The 573 

large-scale nature of the MJO remains intact with decreasing feedback frequency, 574 

although becoming increasingly unrealistic in both structure and amplitude, until 575 

1/30days when the intraseasonal fluctuations were overwhelmingly dominated by 576 

unorganized small-scale perturbations in both atmosphere and ocean, as well as at the 577 

atmosphere-ocean interface where heat and energy were rigorously exchanged.  578 

The reason causing the sudden change between C–24days and C–30days is not 579 

entirely clear. Two possibilities are discussed here. The first possible reason leading to 580 

this disorder is that when the ocean feedback is delayed for as long as 30 days (more 581 

than half of the MJO period) both positive and negative fluxes would contribute to the 582 

heat accumulation or loss in the ocean because of the MJO phase transition and result 583 

in unorganized small scale structures in ocean temperatures, which could in turn affect 584 

the heat flux and convection. The second possible reason would be that the SST 585 

variation in a MJO event become more abrupt and may disrupt the large-scale nature of 586 

the MJO into disorganized spatial distribution in atmosphere, ocean, and the interface 587 

where rigorous heat exchange occurs. This disrupting effect of abrupt SST variation, 588 

which is not explored in this study, warrants further studies with purposedly designed 589 

expeirment to untangle. 590 

    Finally, results of intraseasonal SST feedback experiments on MJO are 591 

summarized schematically in Fig. 13, following DeMott et al. (2014). These 592 

experiments included the uncoupled experiment (A–CTL), high-frequency SST 593 

experiments (C–CTL, C–1day, and C–3days), low-frequency SST experiments (C–594 

6days, C–12days, and C–18days), and extreme low-frequency experiment  (C–24days 595 

and C–30days). In the absence of intraseasonal SST variability, the eastward 596 

propagation of the MJO was disrupted, leading to weakened or fragmented MJO 597 

activity as shown in Fig. 13a. On the other hand, the high-frequency SST experiments 598 
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closely mimicked air–sea interaction and well captured the characteristics of the MJO. 599 

The time-varying SSTs in the coupled simulation provided a certain degree of 600 

organization and sufficient surface fluxes, which facilitated the development of the 601 

MJO circulation as illustrated in Fig. 13b. The horizontal moist static energy tendency 602 

derived from increased low-level convergence, especially due to the meridional 603 

advection of MSE, intensified the MJO convection and triggered the eastward 604 

propagation over the MC region. The PBL convergence ahead of the MJO convection 605 

is due to Kelvin-wave dynamics (Jiang, 2017), in conjunction with the background 606 

zonal flow structure (Tulich and Kiladis, 2021). Horizontal MSE or moisture advection 607 

in the lower troposphere, particularly the seasonal mean low-level MSE influenced by 608 

the MJO's anomalous winds, has had a significant impact on the MJO propagation. 609 

(Gonzalez and Jiang, 2017; Jiang, 2017). This simulation result is consistent with the 610 

understanding that the MJO is primarily attributed to the interaction between organized 611 

convection and large-scale circulations that triggers the eastward propagation. As 612 

feedback frequency become lower, the major characteristics of the MJO could still be 613 

simulated as depicted in Fig. 13c, but with overestimated amplitudes and deteriorating 614 

simulations in spatial structures. In the extreme low frequency experiments with 615 

frequency decreasing to 1/24days and 1/30days, unorganized structures started to 616 

emerge and broke up into smaller scale perturbations as shown in Fig. 13d, when large-617 

scale air–sea interaction embedded in the MJO did not operate properly in the model. 618 

Eventually in the C–30days experiment, unrealistically and spatially scattered 619 

anomalies in precipitation, jumping SST, surface heat fluxes, and vertical and 620 

horizontal MSE advection became dominant features. All these findings led to the 621 

major conclusion of this study: more spontaneous atmosphere-ocean interaction (e.g., 622 

ocean response once every time step to every three days in this study) with high vertical 623 
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resolution in the ocean model is a key to the realistic simulation of the MJO and should 624 

be properly implemented in climate models. 625 
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Table 1. Two sets of experiments with different SST feedback 946 

frequencies: high-frequency (C–CTL, C–1day and C–3days) and low-947 

frequency (C–6days, C–12days, C–18days,  C–24days and C–30days).  948 
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Table 2. Key intraseasonal (20–100-day bandpass filtered) ocean temperatures in all 951 

experiments: SST, differences between SST and temperatures at 10m depth (∆𝑻̅̅ ̅̅
𝟎−𝟏𝟎𝒎) 952 

and 30m depth (∆𝑻̅̅ ̅̅
𝟎−𝟑𝟎𝒎), t max/mini SST and 10m-depth temperature (𝑇10𝑚) in the 953 

area of (110–130° E, 5–15° S) during a MJO cycle for the observation (OISST), AGCM 954 

(A–CTL), high-frequency experiments (C–CTL, C–1day, and C–3days), and low-955 

frequency experiments (C–6days, C–12days, C–18days, C–24days, and C–30days) 956 
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Figure List 959 

Figure 1. Wavenumber–frequency spectra for 850-hPa zonal wind averaged over 10° 960 

S–10° N in boreal winter after removing the climatological mean seasonal cycle. 961 

Vertical dashed lines represent periods at 80 and 30 days. (a)–(j) are from ERA5 962 

reanalysis, A–CTL, C–CTL, C–1day, C–3days, C–6days, C–12days, C–18days, C–963 

24days, and C–30days, respectively. 964 

 965 

Figure 2. Hovmöller diagrams of correlation between precipitation averaged over 10° 966 

S–5° N, 75–100° E and precipitation (color) and 850-hPa zonal wind (contour) 967 

averaged over 10° N–10° S. (a)–(j) are arranged in the same order as in Fig. 1 for 968 

GPCP/ERA5 and all experiments. All data are 20–100-day bandpass filtered. 969 

 970 

Figure 3. Zonal wavenumber–frequency power spectra of anomalous OLR (colors) and 971 

phase lag with U850 (vectors) for the symmetric component of tropical waves, with the 972 

vertically upward vector representing a phase lag of 0° and phase lag increasing 973 

clockwise. Three dispersion straight lines with increasing slopes representing the 974 

equatorial Kelvin waves (derived from the shallow water equations) corresponding to 975 

three equivalent depths, 12, 25, and 50 m, respectively. (a)–(j) are arranged in the same 976 

order as in Fig. 1 for NOAA/ERA5 and all experiments. 977 

 978 

Figure 4. Phase-longitude Hovmöller diagrams of 20–100-day filtered precipitation 979 

(mm day−1, shaded) and SST anomaly (K, contour) averaged over 10° N–10° S from 980 

phase 1 to 8. Contour interval is 0.03; solid, dashed, and thick-black lines represent 981 

positive, negative, and zero values, respectively. (a)–(j) are arranged in the same order 982 

as in Fig. 1 for NOAA/ERA5 and all experiments. 983 

 984 

Figure 5. Phase-vertical Hovmöller diagrams of 20–100-day specific humidity 985 

(shading, g kg−1) and air temperature (contoured, K) averaged over 5–20° S, 120–150° 986 

E; solid, dashed, and thick-black curves are positive, negative, and zero values, 987 

respectively. (a)–(j) are arranged in the same order as in Fig. 1 for NOAA/ERA5 and 988 

all experiments. 989 

 990 

Figure 6. The 20–100-day filtered oceanic temperature (K, shaded and contour, 991 

interval 0.03) at phase 2–3 (Left column) and phase 4–5 (Right column) averaged 992 

over 0–15° S between 0 and 60 m depth. (a)–(b) are from C–CTL, (c)–(d) are from 993 

C–1day, (e)–(f) are from C–3days, (g)–(h) are from C–6days, (i)–(j) are from C–994 

12days, (k)–(l) are from C–18days, (m)–(n) are from C–24days, and (o)–(p) are from 995 

C–30days. 996 
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 997 

Figure 7. The lead–lag relationship between MJO-related atmosphere and SST 998 

variation from phase 1 to 8 averaged within 110–130° E and 5–15° S. The variables 999 

analyzed include 20-100-day filtered LHF, green shading), OLR (yellow bar chart), 1000 

FSNS, (orange bar chart), U850 (purple bar chart), 30-m T (multiplied by 100, black 1001 

line), and SST (multiplied by 10, orange line). Variables denoted with L (R) are scaled 1002 

by the left (right) y-axis. (a)–(j) are from ERA5/OISST reanalysis, A–CTL, C–CTL, C–1003 

1day, C–3days, C–6days, C–12days, C–18days, C–24days, and C–30days, respectively. 1004 

 1005 

Figure 8. Averaged 20–100-day filtered fields at phase 2–3. (Upper row) OLR (W m−2, 1006 

shaded) and 200 hPa zonal and meridional wind anomaly (m s−1, vector with reference 1007 

vector shown at the top right corner, latent heat flux (W m−2, shaded, positive 1008 

representing upward), and 10-m wind anomaly (m s−1, contour interval 0.5). (Second 1009 

row) net surface heat flux (W m−2, shaded) and net solar radiation (W m−2, contour 1010 

interval 6). (Third row) SST (K, shaded) and 850 hPa zonal and meridional wind 1011 

anomaly (m s−1, vector with reference vector shown at the top right corner. The number 1012 

of days used to generate the composite is shown at the bottom right corner. (a), (d), (g) 1013 

and (j) are from C–18days; (b), (e), (h) and (k) are from C–24days, and (c), (f), (i) and 1014 

(l) are from C–30days, respectively. Solid, dashed, and thick-black lines represent 1015 

positive, negative, and zero values, respectively. 1016 

 1017 

Figure 9. Averaged 20–100-day filtered column-integrated MSE budget terms 1018 

(J kg−1 s−1) in 10∘ S–0∘ N/S, 120–150∘ E for ERA5 and all model simulations. Colors 1019 

represent different datasets: green for REA5, light blue for A–CTL, red, orange and 1020 

navy blue for high-frequency experiments (C–CTL, C–1day, and C–3days, 1021 

respectively), purple, black, dark brown, dark green, and dark gray for low-frequency 1022 

experiments (C–6days, C–12days, C–18days, C–24days, and C–30days, respectively). 1023 

The bars from left to right represent MSE tendency (<dmdt>), vertical MSE advection 1024 

(-<wdmdp>), horizontal MSE advection (-<vdm>), surface latent heat flux (LH), 1025 

surface sensible heat flux (SH), shortwave radiation flux (<SW>), longwave radiation 1026 

flux (<LW>), and residual terms. 1027 

 1028 

Figure 10. Filtered the column-integrated MSE tendency (J kg−1 s−1, shading), 1029 

precipitation (mm d−1, contours interval 1.5) and 850-hPa wind (green vector, reference 1030 

vector 2 m s−1) in phase 5: (a) ERA5, (b) A−CTL, (c) C−CTL, (d) C−1day, (e) C−3days, 1031 

(f) C−6days, (g) C−12days, (h) C−18days, (i) C−24days, and (j) C−30days. Solid-red, 1032 

dashed-blue, and thick-black curves represent positive, negative, and zero values, 1033 

respectively. 1034 
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 1035 

Figure 11. The projection of each MSE component onto the ERA5 column-integrated 1036 

MSE tendency at phase 5 over the MC (20∘ S–20∘ N, 90–210∘ E): <dmdt>, -<wdmdp>, 1037 

-<vdm>, Qr, Fs, and residual; decomposition of horizontal MSE advection to zonal and 1038 

meridional advection (-<udmdt> and -<vdmdy>). 1039 

 1040 

Figure 12. Filtered column-integrated vertical (J kg−1 s−1, shading) and horizontal MSE 1041 

advection (J kg−1 s−1, contours interval 6.0), and 200-hPa wind (green vector with  1042 

reference vector 3 m s−1): (a) ERA5, (b) A−CTL, (c) C−CTL, (d) C−1day, (e) C−3days, 1043 

(f) C−6days, (g) C−12days, (h) C−18days, (i) C−24days, and (j) C−30days. Solid-blue, 1044 

dashed-red, and thick-black curves represent positive, negative, and zero values, 1045 

respectively.  1046 

 1047 

Figure 13. Schematic diagrams illustrate the anomalous circulation and moistening 1048 

processes during the eastward propagation of the MJO in experiments: (a) A−CTL, (b) 1049 

high-frequency SST feedback experiments (C−CTL, C−1day, and C−3days), (c) low-1050 

frequency SST feedback experiments (C−6days, C−12days, and C−18days), and (d) 1051 

C−24days and C−30days experiment. In each panel, the horizontal line represents the 1052 

equator. The size of clustering gray clouds indicates the strength of convective 1053 

organization. A red ellipse indicates convection-driven circulation. In the coupled 1054 

simulations, light red (blue) filled ovals represent warm (cold) SST anomalies, 1055 

respectively, and grass green filled rectangle represent latent heat flux. Unresolved 1056 

convective processes are indicated by black dots representing low-level moisture 1057 

convergence. Low-level moisture convergence into the equatorial trough is shown by 1058 

light blue arrows, while midlevel moisture advection is represented by left-pointing 1059 

green arrows. The deeper colors or thicker lines on the map indicate stronger anomalies 1060 

of the MJO perturbations. Note: The concept of the figure is based on DeMott et al. 1061 

(2014).  1062 
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 1063 

Figure 1. Wavenumber–frequency spectra for 850-hPa zonal wind averaged over 10° 1064 

S–10° N in boreal winter after removing the climatological mean seasonal cycle. 1065 

Vertical dashed lines represent periods at 80 and 30 days. (a)–(j) are from ERA5 1066 

reanalysis, A–CTL, C–CTL, C–1day, C–3days, C–6days, C–12days, C–18days, C–1067 

24days, and C–30days, respectively. 1068 

  1069 
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 1070 

Figure 2. Hovmöller diagrams of correlation between precipitation averaged over 10° 1071 

S–5° N, 75–100° E and precipitation (color) and 850-hPa zonal wind (contour) 1072 

averaged over 10° N–10° S. (a)–(j) are arranged in the same order as in Fig. 1 for 1073 

GPCP/ERA5 and all experiments. All data are 20–100-day bandpass filtered. 1074 

  1075 
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  1076 

Figure 3. Zonal wavenumber–frequency power spectra of anomalous OLR (colors) and 1077 

phase lag with U850 (vectors) for the symmetric component of tropical waves, with the 1078 

vertically upward vector representing a phase lag of 0° with phase lag increasing 1079 

clockwise. Three dispersion straight lines with increasing slopes represent the 1080 

equatorial Kelvin waves (derived from the shallow water equations) corresponding to 1081 

three equivalent depths, 12, 25, and 50 m, respectively. (a)–(j) arrange in order are same 1082 

order as in Fig. 1 for NOAA/ERA5 and all experiments.  1083 
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  1084 

Figure 4. Phase-longitude Hovmöller diagrams of 20–100-day filtered precipitation 1085 

(mm day−1, shaded) and SST anomaly (K, contour) averaged over 10° N–10° S from 1086 

phase 1 to 8. Contour interval is 0.03; solid, dashed, and thick-black lines represent 1087 

positive, negative, and zero values, respectively. (a)–(j) are arranged in the same order 1088 

as in Fig. 1 for NOAA/ERA5 and all experiments. 1089 

 1090 
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 1091 

Figure 5. Phase-vertical Hovmöller diagrams of 20–100-day specific humidity 1092 

(shading, g kg−1) and air temperature (contoured, K) averaged over 5–20° S, 120–150° 1093 

E; solid, dashed, and thick-black curves are positive, negative, and zero values, 1094 

respectively. (a)–(j) are arranged in the same order as in Fig. 1 for NOAA/ERA5 and 1095 

all experiments. 1096 

  1097 
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  1098 

 1099 

Figure 6. The 20–100-day filtered oceanic temperature (K, shaded and contour, interval 1100 

0.03) at phase 2–3 (Left column) and phase 4–5 (Right column) averaged over 0–15° 1101 

S between 0 and 60 m depth. (a)–(b) are from C–CTL, (c)–(d) are from C–1day, (e)–(f) 1102 

are from C–3days, (g)–(h) are from C–6days, (i)–(j) are from C–12days, (k)–(l) are 1103 

from C–18days, (m)–(n) are from C–24days, and (o)–(p) are from C–30days.  1104 
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  1105 

Figure 7. The lead–lag relationship between MJO-related atmosphere and SST 1106 

variation from phase 1 to 8 averaged within 110–130° E and 5–15° S. The variables 1107 

analyzed include 20-100-day filtered LHF, green shading), OLR (yellow bar chart), 1108 

FSNS, (orange bar chart), U850 (purple bar chart), 30-m T (multiplied by 100, black 1109 

line), and SST (multiplied by 10, orange line). Variables denoted with L (R) are scaled 1110 

by the left (right) y-axis. (a)–(j) are from ERA5/OISST reanalysis, A–CTL, C–CTL, C–1111 

1day, C–3days, C–6days, C–12days, C–18days, C–24days, and C–30days, respectively.  1112 
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    1113 

Figure 8. Averaged 20–100-day filtered fields at phase 2–3. (Upper row) OLR (W m−2, 1114 

shaded) and 200 hPa zonal and meridional wind anomaly (m s−1, vector with reference 1115 

vector shown at the top right corner, latent heat flux (W m−2, shaded, positive 1116 

representing upward), and 10-m wind anomaly (m s−1, contour interval 0.5). (Second 1117 

row) net surface heat flux (W m−2, shaded) and net solar radiation (W m−2, contour 1118 

interval 6). (Third row) SST (K, shaded) and 850 hPa zonal and meridional wind 1119 

anomaly (m s−1, vector with reference vector shown at the top right corner. The number 1120 

of days used to generate the composite is shown at the bottom right corner. (a), (d), (g) 1121 

and (j) are from C–18days; (b), (e), (h) and (k) are from C–24days, and (c), (f), (i) and 1122 

(l) are from C–30days, respectively. Solid, dashed, and thick-black lines represent 1123 

positive, negative, and zero values, respectively.  1124 
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  1125 

  1126 

Figure 9. Averaged 20–100-day filtered column-integrated MSE budget terms 1127 

(J kg−1 s−1) in 10∘ S–0∘ N/S, 120–150∘ E for ERA5 and all model simulations. 1128 

Colors represent different datasets: green for REA5, light blue for A–CTL, red, orange 1129 

and navy blue for high-frequency experiments (C–CTL, C–1day, and C–3days, 1130 

respectively), purple, black, dark brown, dark green, and dark gray for low-frequency 1131 

experiments (C–6days, C–12days, C–18days, C–24days, and C–30days, respectively). 1132 

The bars from left to right represent MSE tendency (<dmdt>), vertical MSE advection 1133 

(-<wdmdp>), horizontal MSE advection (-<vdm>), surface latent heat flux (LH), 1134 

surface sensible heat flux (SH), shortwave radiation flux (<SW>), longwave radiation 1135 

flux (<LW>), and residual terms.  1136 
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 1137 

 1138 

Figure 10. Filtered the column-integrated MSE tendency (J kg−1 s−1, shading), 1139 

precipitation (mm d−1, contours interval 1.5) and 850-hPa wind (green vector, reference 1140 

vector 2 m s−1) in phase 5: (a) ERA5, (b) A−CTL, (c) C−CTL, (d) C−1day, (e) C−3days, 1141 

(f) C−6days, (g) C−12days, (h) C−18days, (i) C−24days, and (j) C−30days. Solid-red, 1142 

dashed-blue, and thick-black curves represent positive, negative, and zero values, 1143 

respectively. 1144 

  1145 



48 

 

 1146 

 1147 

Figure 11. The projection of each MSE component onto the ERA5 column-integrated 1148 

MSE tendency at phase 5 over the MC (20∘ S–20∘ N, 90–210∘ E): <dmdt>, -1149 

<wdmdp>, -<vdm>, Qr, Fs, and residual; decomposition of horizontal MSE advection 1150 

to zonal and meridional advection (-<udmdt> and -<vdmdy>).  1151 
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 1152 

Figure 12. Filtered column-integrated vertical (J kg−1 s−1, shading) and horizontal MSE 1153 

advection (J kg−1 s−1, contours interval 6.0), and 200-hPa wind (green vector with  1154 

reference vector 3 m s−1): (a) ERA5, (b) A−CTL, (c) C−CTL, (d) C−1day, (e) C−3days, 1155 

(f) C−6days, (g) C−12days, (h) C−18days, (i) C−24days, and (j) C−30days. Solid-blue, 1156 

dashed-red, and thick-black curves represent positive, negative, and zero values, 1157 

respectively.  1158 
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 1159 

 1160 

Figure 13. Schematic diagrams illustrate the anomalous circulation and moistening 1161 

processes during the eastward propagation of the MJO in experiments: (a) A−CTL, (b) 1162 

high-frequency SST feedback experiments (C−CTL, C−1day, and C−3days), (c) low-1163 

frequency SST feedback experiments (C−6days, C−12days, and C−18days), and (d) 1164 

C−24days and C−30days experiment. In each panel, the horizontal line represents the 1165 

equator. The size of clustering gray clouds indicates the strength of convective 1166 

organization. A red ellipse indicates convection-driven circulation. In the coupled 1167 

simulations, light red (blue) filled ovals represent warm (cold) SST anomalies, 1168 

respectively, and grass green filled rectangle represent latent heat flux. Unresolved 1169 

convective processes are indicated by black dots representing low-level moisture 1170 

convergence. Low-level moisture convergence into the equatorial trough is shown by 1171 

light blue arrows, while midlevel moisture advection is represented by left-pointing 1172 

green arrows. The deeper colors or thicker lines on the map indicate stronger anomalies 1173 

of the MJO perturbations. Note: The concept of the figure is based on DeMott et al. 1174 

(2014). 1175 


