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Atmosphere on the Hexagonal Grid of DYNAMICO
Coupled with the LMDZ6 Model
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We would like to thank the reviewers for their thorough reading of our manuscript and their constructive
feedback. The present document contains the replies to the general and specific comments. Replies to
Reviewer 2 start on page 8. The original text from the manuscript is quoted in blue, and the amended
version when present is in red. The new version of the manuscript with track changes is attached at the
end of this document.

Replies to comments by Reviewer 1

General comments by Reviewer 1 (GC1)

GC1.1 This paper presents a comparison of global CO2 atmospheric transport using two different
configurations of the LMDZ general circulation model. The difference between the two configurations is
that one uses the hexagonal grid of the DYNAMICO core (ICO) and another uses the longitude-latitude
grid (REG). The main conclusion of the paper is that the ICO configuration achieves a similar accuracy as
REG while reducing the computation cost by about 20%.

My main concerns of this paper are:
• Submitted as “Development and technical paper”, this paper does not contain model development nor
any substantial description of the model used in the comparison except for the references provided. In
general, the model description in this paper lacks the necessary details.

Authors:
We modified Section 2.1 to make it clear what is new in this paper and the development we did. We
divided the section in two subsections and an overhead. The overhead briefly presents the two
configurations, and which models they each use. The first subsection 2.1.1 presents the details of the
individual models used in our coupled configurations, based on our references. The second subsection
2.1.2 presents the new configuration in more detail.

We also added information in the introduction to better frame the context of this paper.

GC1.2 Comparisons of the two model configurations (REG and ICO) are needed to make this paper
valid. At the coarse resolution of 2.5◦ × 1.25◦, there is no clear advantage of using ICO over REG. Similar
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global CO2 atmospheric transport model simulation at higher horizontal resolution can be found at [1, 2,
3].

Authors:
Comparison with our reference configuration, which used the 2.5° × 1.25° resolution on a regular
latitude-longitude grid was a necessary first step in evaluating the performance and quality of the new ICO
configuration. Since this study was exploratory in nature and is the first use of DYNAMICO in a coupled
GCM, doing this comparison at a higher, an unexplored resolution would have necessitated preliminary
studies to increase the resolution of the reference configuration. The choice was made to work first on
integrating the new DYNAMICO dynamical core before any future work on resolution increase. This choice
was motivated in large part by the context of the upcoming Coupled Model Intercomparison Project Phase
7 (CMIP 7), for which the choice was made for models using the LMDZ GCM to switch to DYNAMICO.

Nonetheless, we agree that at least a proof of concept at higher resolution is needed to support the validity
of our choice and to drive the point of our study that new innovative grids provide advantages compared to
regular latitude-longitude grids. To that point, we conducted computing performance tests comparing the
two configurations at a higher resolution, corresponding to 1.4° × 0.7° for the regular configuration, and a
resolution for ICO that doubled, corresponding to around 1.25° × 0.625° at the equator.

This comparison was added to Section 3.2.1, and results were discussed in the new Section 3.2.2. Results
show that while at the lower resolution computing speed increase was only on the order of the savings in
grid size. At this higher resolution, where both configurations have the same number of grid cells, ICO is
much faster than the regular configuration, exhibiting much better scaling across resolutions.

GC1.3 I could not figure out whether the integration of the Dynamico core to LMDZ for tracer transport is
implemented in this paper or in the previous study by [4]? In Line 47, it states that “We build on the
dynamical core Dynamico (Dubos et al., 2015), which has recently been integrated into LMDZ”, yet
between Sections 2.1.1 and 2.1.2, it appears that the REG has the older dynamical core. If the
implementation of Dynamico core to LMDZ for CO2 transport is done in this paper, a detailed description is
needed. If it is done in [4], what is the scientific contribution of this paper in terms of model development?

Given the above concerns, I think this paper needs substantial revision before it can be considered
for publication at GMD.

Authors:
The paper [4] (Hourdin et al., 2020) presented LMDZ6A, the GCM we use as a reference in our study. For
the reference configuration REG, the dynamics and physics of LMDZ6A are used and coupled with a
chemistry and land model. Our new configuration ICO replaces the dynamics of LMDZ6A with the
dynamical core DYNAMICO and couples it to the already existing physics of LMDZ6A. The study [4] does
not use DYNAMICO in any way.
The sentence “which has recently been integrated into LMDZ” was confusing and has been removed.
Furthermore to better explain the developments done to implement DYNAMICO into the LMDZ GCM, we
modified Section 2.1 extensively and also added information in the introduction to better frame the context
of our developments.
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Specific comments by Reviewer 1 (SC1)

Reviewer’s comments Replies from Authors Modified text

SC.1.1

-Line 22-23. Given the fact that
both the ICO and REG
simulations used in this study
have a horizontal resolution of
about 2.5◦ × 1.25◦, I do not see
how the study “emphasize the
importance of .... high-resolution
innovative grids...”.

We removed the words
high-resolution from the
sentence since our study does
not look at the effect of higher
resolution on our understanding
of the global carbon budget.

This study emphasizes the importance

of advanced modeling approaches and

high-resolution innovative grids in

enhancing our understanding of the

global carbon cycle and refining

climate models.

SC.1.2

-Lines 43-45. The authors state
that model simulations using
regular longitude-latitude grids
have resolution clustering
problems which leads to
computing bottlenecks caused
by significant data
communication. “In this paper,
we are addressing this specific
issue...”, however in Lines
249-250, “This speedup is
comparable to the reduced
number of cells in ICO. For our
spatial resolution, it seems that
other differences such as the
absence of a polar filter for ICO
did not significantly improve the
computational speed.” My
understanding is that the current
simulation comparison at the
coarse resolution of 2.5◦ × 1.25◦
does not prove the ICO
configuration has a substantial
advantage over the REG except
for the reduced number of cells

We refer to our answer to
GC1.2, we agree that
comparison at a higher
resolution was necessary. We
did so and reported the results in
Section 3.2.1, and discussed the
results in Section 3.2.2.

3



(about 20%). A comparison at
higher horizontal resolutions is
needed to support the main
points of this paper.

SC.1.3

-Line 46: “Such a solution has
been explored by few models so
far,...” This statement is not
up-to-date: Unstructured grids
have been used for simulating
global atmospheric CO2
transport
in several studies, such as [2, 3]

The sentence has been
reworded, and studies using
such models for atmospheric
CO₂ transport have now been
cited.

Such a solution is gaining popularity in

recent years has been explored by few

models so far, either for use in Earth

system models, transporting tracers or

directly for atmospheric inversion

(Niwa et al., 2017; Giorgetta et al.,

2018; Sakaguchi et al., 2020; Zheng et

al., 2021).

SC.1.4

-Line 55: “Coupling it to the
LMDZ GCM also represents the
first step towards the use of
Dynamico for inverse modeling”.
I guess you meant inverse
modeling of CO2. Please
specify.

Indeed, this is now specified. Coupling DYNAMICO it to the LMDZ

GCM also represents the first step

towards the use of DYNAMICO for

inverse modeling of CO₂.

SC.1.5

-Lines 68-72. As CO2 is
modeled as a tracer, the
chemical processes in INCA are
not applied.
Please state this explicitly.

This is now explicitly stated. In our study, these chemical processes

are not applied to the CO₂ tracer.

SC.1.6

-Line 90. Please specify “our
resolution”

The sentence was removed (see
review 2).

SC.1.7
This was forgotten across
revisions during the editing
process, this has been replaced
with simply ICO.
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-Line 94. “ICOLMDZORINCA”.
The acronym is used here
without being previously defined.

SC.1.8

-Line 99. Please clarify whether
the atmospheric dynamics used
for CO2 transport described in
this study is hydrostatic or
non-hydrostatic. It is not clear
the way it is presented here.

In this study, the atmospheric
dynamics are hydrostatic, a
sentence has been added here
to make it explicit.

In this study, the hydrostatic mode was

used.

SC.1.9

-Lines 105-107. The two
sentences appear to be
contradictory: the first states that
the transport equations do not
use any information from the
momentum equations, while the
second states that the
kinematics handle the transport
of mass, potential temperatures,
and tracers using the mass
fluxes computed by the
dynamics.

We removed the first sentence. Kinematics and dynamics were

separated as much as possible so that

transport equations do not use any

information from the momentum

equations.

SC.1.10

-Line 107. Since both the REG
and ICO use the same
atmospheric model LMDZ (with
different dynamical cores), this
sentence is a bit confusing. Do
you mean “does not differ from
vertical transport from the REG
configuration”? See line 113.

This is indeed what was meant,
and the sentence has been
corrected to reflect it.

The vertical transport uses a

slope-limited Van Leer's scheme (Van

Leer, 1977) and does not differ from the

REG configuration vertical transport of

LMDZ.

SC.1.11
The surface emissions of CO₂
are indeed prescribed, and read
by INCA, modifying the

In our configurations, tracers, such as

CO₂, are outputted modeled by INCA
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-Line 124-125. Judging from this
sentence, it appears that CO2
fluxes are prescribed (using
CAMS). However, in line 68, it
states that “tracers, such as
CO2, are modeled by INCA”.
Please clarify the seemingly
contradictory statements.

concentration of this tracer in the
INCA model.
We replaced the word “modeled”
in this sentence by “outputted”,
which is more accurately the
message meant to be carried by
this sentence.

SC.1.12

-Line 126-127. Remaud (2018)
tested the impacts of two
different versions of LMDZ
physics on CO2 atmospheric
transports and these tests all
used the latitude-longitude grid. I
do not understand how the
authors reached the conclusion
of “we consider that this imprint
hardly affects our conclusions”
as the ICO simulation used a
hexagonal grid.

The prescribed fluxes are
interpolated on the new grid,
erasing that imprint at low scale
while conserving the mass
locally.

SC.1.13

-Line 128. What are the
“boundary files”? Please explain.

The types of files used have now
been specified (aerosol,
oxydants and ozone
concentration, solar forcing, land
use maps).

The boundary files used for the two

simulations were identical (aerosol,

oxydants and ozone mole fraction, solar

forcing, land use maps).

SC.1.14

-Lines 149-151. It is not clear to
me how “This selection accounts
for the usual failure of ..”.

By selecting data differently
between high-altitude and
low-altitude surface stations, we
ensure that the cases described
here are avoided. To avoid
confusion with flask and airborne
data, the sentence about them
has been moved after this one.

SC.1.15

-Line 382. The causes that both
ICO and REG configurations
provide inadequate modeling of

This is true, and we added this
information to the sentence to
clarify it.

Nevertheless, both configurations

provide an inadequate modeling of

synoptic variability, as the local

high-frequency emissions are poorly
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synoptic variability most likely
also include the horizontal
resolution used in the
simulations.

constrained and the horizontal

resolution is still too coarse.

SC.1.16

-Lines 392-393. This sentence is
quite confusing. Probably it can
be better phrased.

The sentence has been
reworded.

ICO provides a more homogeneous grid
compared to the grid clustering at the
poles of a regular latitude-longitude
grid.

SC.1.17

-Line 398-399. It is not clear to
me what you meant by the
“damping the induced increase
of the code time-to-solution”.
Please clarify.

The choice of words might have
been poor. The sentence has
been replaced.

[...] while limiting the induced increase
in computational cost of the code
time-to-solution.

SC.1.18

-Line 40: “e.g., the kilometric
resolution of the current
space-born...”. Do you mean the
computational cost of model
simulation at kilometer
resolution?

Yes, the resolution of
spaceborne observations in this
case was to be used as a
reference exemple. The
sentence has been reworded to
avoid confusion.

[...] not enough to close the gap

between model resolution with and,

e.g., the kilometric resolution of the

current space-borne observations.

SC.1.19

-Line 113: Is this one-sentence
paragraph intentional?

This indentation error has been
corrected.
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Replies to comments by Reviewer 2

General comments by Reviewer 2 (GC2)

GC2.1 This paper presents a comparison of two general GCMs, LMDZORINCA (REG), which is an
established setup, and ICO, which is the novel version presented in this manuscript. The authors test the
effects on simulated CO2. Their main conclusion is that a similar performance is found between the two
setups, but that ICO has a 20 percent less CPU cost by utilizing a smaller/reduced grid.

Although this comparison in itself can be an interesting step in improving the transport model performance,
the current manuscript is not convincing in showing that this development is, in fact, an improvement of the
REG setup, and it would require substantial revision before it could be considered for publication. Below
are several general and specific comments that could help to improve the manuscript.

The manuscript seems to contain relatively little innovation. The abstract suggests that ICO is the
innovation that is being presented. Section 2.1.2 seems to introduce the ICO concept for the first time, but
no explanation is given on how this coupler works. For example, what time stepping is used, and why.
How are these different in REG? Currently, it is not clear which innovation is exactly documented by this
manuscript. Either the innovation was already described in previous studies (shown by several references
to previous work, e.g., on line 82), or if this is the first manuscript presenting, the description would need to
be more elaborate. The methodology section would need to be rewritten so that it is clear which
information is new, and only include information from previous work if it is necessary to understand this
manuscript.

Authors:

This paper’s goal is to present the ICO configuration of LMDZ and to make it public. This is indeed the first
time that DYNAMICO has been successfully used in an Atmospheric GCM, and therefore its first use for
the simulation of a real tracer in the global atmosphere.

We added explanations on how the coupler between DYNAMICO and LMDZ works to section 2.1.2, the
choice of the time step was identical to the one of the REG configuration, with the time step of the
dynamics being smaller than that of the physics. Half of the 15 minutes of the physics for our resolution.

The studies such as the one referenced on line 82 (Remaud et al., 2018) relate to the development and
evaluation of the LMDZ GCM with its regular grid. They serve to establish the basis of our reference REG
configuration. None of them include DYNAMICO in any way, see Table GC1.1.

Section 2.1 has been rewritten and divided into subsections to clarify the parts of our study that are new
and those that simply describe the already developed models that we use. We also modified the
introduction to better frame the context of our study.
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Reference Development

Hourdin et al., 2020 Presentation of the LMDZ6A GCM, used in the REG configuration.

Remaud et al., 2018 Evaluation of the tracers with LMDZ6A

Dubos et al., 2015 Creation of DYNAMICO, stand-alone dynamical core

Our study Implementation of DYNAMICO with the LMDZ GCM (new ICO configuration)
Evaluation of CO₂ tracer transport

Table GC1.1 History of the developments of the LMDZ GCM.

GC2.2 In the manuscript, several problems are identified which may explain the cases where ICO
performs worse than REG in terms of simulating CO2. However, these are either not solved (mass
conservation in Section 3.1, see also major concerns below), or indicated to be beyond the scope of this
study (Section 3.3 temperature profiles, and their potential impact on the results presented in Section 3.5).
It is therefore not clear if and why the authors would recommend using ICO instead of REG. Reading the
manuscript as is, it seems that REG shows better performance, and yet the authors suggest continuing the
development of ICO, and seem to indicate that ICO is, in fact, showing equal performance compared to
REG. How are future developments going to impact the results? If there are major updates in the pipeline,
would it not be better to merge those with the current manuscript so that it does not lose its relevance after
those updates?

Authors:

The issue of mass conservation is explained in detail in the answer to GC2.4.

As also discussed in the answer to the next general comment GC2.3, DYNAMICO represents the
cornerstone of future development of the atmospheric models from Institut Pierre-Simon Laplace
(including its Earth-system model), in the context of the overarching long-term strategy to adapt models to
new supercomputers and to pave the way for future increases in resolution.

Our study is the first implementation and evaluation of a coupled configuration using DYNAMICO, it
represents an important and necessary step for future use of this configuration and similar ones that will
also use DYNAMICO. Further tuning and an eventual increase in this configuration's resolution will occur.
DYNAMICO is expected to slowly become the go-to dynamical core for the LMDZ GCM thanks to its much
better scaling at high resolution and will be improved by many different people (in particular for future use
as part of CMIP7) for an expected long period of time.

However, since no exact time frame for these upcoming changes can be produced, and the authors of this
study will not be responsible for all of these developments, we had to set limits and present the results as
they stand at this time, for a configuration that is operational.

We added a paragraph in the introduction and modified several sentences to better explain how our study
fits into this overall development.
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The only major difference between the ICO and REG simulations of CO2 shown in the previous version of
the manuscript was in the comparison to AirCore measurements, showing the ICO configuration
performing worse than the REG configuration. However, following a discussion with Bianca Baier from
NOAA in the meantime, we found that the initial AirCore dataset we used contained altitude determination
errors (see the answer to SC.2.31 for details). We replaced it with a newer version of the dataset exempt
from these errors. This changed the results of the comparison between our two configurations and the
measurements. With this updated dataset, the ICO configuration has very similar results to the REG
configuration (see amended Section 3.5.2).

Therefore, for CO₂ tracer transport, the ICO configuration performs generally as well as the REG
configuration. Furthermore, as we explain in our answer to the next general comment GC2.3 as well as in
our answer to GC.1.2, improvements in performance, from a reduced grid size at our reference resolution
and from improved scaling at higher resolution provide a strong incentive to use DYNAMICO and to
continue its future development.

GC2.3 Also, a discussion of the performance is missing, and the manuscript would benefit from having a
discussion section included. In such a section, the authors could go more in-depth into the outcomes of
the comparison and the implications. Currently, there is no comparison to the GPU version mentioned in
line 40. It would be highly recommended to also include a comparison to that version, especially also in
terms of computational efficiency. It is not clear where these two innovations stand with respect to each
other. Also, the position compared to other models could be discussed, since the new transport scheme
benefits mainly from reducing the number of computations that are required, which is comparable to
reduced grids that other models use (see e.g. Petersen 1998).

Authors:

We agree that a more in-depth discussion of the computing performance of the configurations was needed
to support the main points of the study properly. We did so by adding a new Section 3.2.2, and more
importantly by performing tests to compare the configurations at a higher resolution as suggested in
GC1.2.

The GPU model described in Chevallier et al. 2023 and referenced in line 40 is an offline model running on
pre-computed mass fluxes. It is not comparable to our configurations since it uses the REG configuration
outputs as input, for use in inverse modeling. Since this sentence was confusing, we reworded it.

Furthermore, since the position of our configurations was not sufficiently clear, in particular the overall
development strategy regarding future GPU use, resolution increase, and the role of DYNAMICO in this,
we reworded parts of the introduction to better explain it.

By performing tests at a higher resolution, where both configurations have identical grid cell count and so
perform the same amount of calculation, we now show that DYNAMICO enables much better scaling and
performance.

GC2.4 Currently, it is not clear what the reason is for the violation of mass conservation. I would agree
that the amount of mass being lost is indeed small and not directly relevant for CO2 inversion studies. But
for a technical evaluation study such as presented in this manuscript, it is vital to know the origin and
whether the irrelevance can be safely extrapolated, e.g., when moving towards a higher resolution.
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Authors:

We studied the issue of mass conservation in more detail following this comment to find which of the
models or couplings (see new Fig. 1) is responsible for this small defect. To that end, we verified mass
conservation inside timesteps to ensure that no mass loss was incurred from routines in the dynamics
(whether that is with the regular grid for LMDZ or in DYNAMICO) or when calling and interfacing with the
physics. We find that these models perfectly conserve mass to machine precision, which is consistent with
their expected performance when evaluated independently. The problem therefore is a discrepancy
between the time-integrated values of emissions and mole fractions of our tracer coming from our
couplings or parameters. But given that it was not necessary to solve for our study and was already
present in the REG configuration, we did not investigate it further because of time constraints.

GC2.5 The technique used to evaluate the seasonal cycle is not explained. The curve-finding procedure
that was used is not specified (line 169). It is therefore not clear how conclusions can be drawn based on
the seasonal cycle. What is the used criterion for a good fit and a bad fit? What are the residuals; do they
still contain a trend or a seasonal cycle? What about the year-to-year variability? I think it would be
relevant here to show the outcomes of the finding routine for both setups. Based on this, you may wish to
introduce a rejection criterion for your final conclusions: if the original observed data is not fitted well
enough, which I hypothesize to be the case for GIC/UTDBK and also CPT (as shown in figure 6 in the
manuscript), it is not informative to see how the model performs there; it is just showing that the
curve-finding routine that is applied is not sufficient to yield a good answer (in other words, for those sites,
I don't think we are looking at the REG/ICO's failure to reproduce the seasonal cycle but to the capacity of
the curve-finding to perform a good fit). It is also good to check whether the quality of the seasonal cycle is
due to feedback within the model between meteorology and the land surface model or is it related to the
transport dynamics?

Authors:
We expanded on the description of the curve-finding procedure to clarify it. We previously did not filter
stations based on the quality of the fits, this is now the case, and we only keep stations where the curve fit
of the measurements has a coefficient of determination over 0.75.
With this criterion, the stations UTDBK and GIC for example were excluded, but CPT measurements had a
good enough fit to be kept. This changes the overall statistics and tends to make the configurations even
more similar to each other. We modified the text accordingly.
The residuals do not seem to contain a trend or seasonal cycle that we could discern, see Fig. GC.2.5 for
an example.

Since we average the seasonal cycles over the years, we do not get year-to-year variability by design,
which would require a different approach.
Concerning the role of the feedback between meteorology and the land surface model vs. the transport
dynamics in the quality of the seasonal cycle, the meteorology-land surface coupling has not been
changed between the two model versions and therefore we do not expect this feedback to evolve.

11



Figure GC2.5: Residual of the CO₂ mole fraction of measurements at station SPL after curve-fitting.

Specific comments by Reviewer 2 (SC2)

Reviewer’s comments Replies from Authors Modified text

SC.2.1

It would be useful to include
tables to help better understand
the parallelization schemes and
how they lead to a comparable
setup, including which runs are
performed for what results.

A table was added at the end of
Section 3.2 to better explain the
processing setup.

SC.2.2

Figures 5, 7, and 8: Since the
main difference between the
models is the resolution towards
the poles, it would be useful to
see the differences by latitude. I
would suggest ordering the

The figures have now been
ordered by latitude on their
x-axis. The statistics by latitude
bands did not differ from the
overall statistics. A figure of the
bias of the annual gradient of
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stations by latitude. Also,
aggregated statistics by latitude
bands would be useful too.

aggregated per latitude band
was added (Fig 8)

SC.2.3

Line 54: What does coupled
configurations mean? What is
coupled to what? Maybe a block
diagram of both coupled
configurations could illustrate the
differences between the setups?

A block diagram was added
(new Fig. 1) to better explain the
configurations, the role of each
model, and how they interface
with one another. The sentence
was reworked to remove the
word “coupling” since it was
confusing at this place.

This paper evaluates the ability of this

new configuration coupling of the

LMDZ GCM using the DYNAMICO

dynamical core to transport a long-lived

tracer like CO₂.

SC.2.4

Line 61: The abbreviations are
too long to be easy to read.
Could you add dashes like in the
full name in line 66?

The code name of the coupled
model has been changed to
“REG” to be consistent with the
rest of the paper. The change
has also been done for ICO
L.94.

SC.2.5

Lines 79-80: It is unclear how
the "mix of finite difference and
finite volume" affects either the
primitive equations or the
transport equations. Do both
transport and the primitive
equation use a mixed approach?
Or does the primitive equation
use a finite difference and the
transport finite volume, and is
the total model therefore
considered a mix? Is this
relevant e.g. in relation to mass
conservation?

The sentence was reworked to
simplify it since it was not
relevant to the overall message.

The dynamical core of LMDZ

discretizes is a mix of a finite difference

and finite volume discretization on the

sphere of the primitive equations of

meteorology and of transport equations

(Hourdin et al., 2006, 2013).
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SC.2.6

Line 86: Is the explanation of
parallelization required here?

Given that we are describing our
model, it feels important to also
explain in detail the
parallelization scheme, however,
the sentence relating to the
number of processors used does
seem out of place. More
information on parallelization
was added to Section 3.2 as
discussed above with the
addition of a table.

For LMDZ at our resolution the

optimal compromise between resources

and performance is achieved by using

71 MPI processes with 8 OpenMP

threads running on 568 cores (Hourdin,

2020).

SC.2.7

Line 90: “our resolution” is
unclear, but this is specified in
lines 134-137, and could be
moved up.

The sentence was removed (see
above comment).

SC.2.8

Line 102: What does “coarser”
mean? How much?

Precision was made that we are
talking about “spatial resolution”,
and we added a sentence after
this one to explain the process
and how it relates to cell size.
However, quantifying these
differences would be premature
in this section of the paper since
it depends on resolution and
latitude, while in this section we
are presenting the configurations
in a more generalized way.

The cells have similar areas across the

globe, from the equator to the poles,

unlike in the regular longitude-latitude

grid where cell size gets systematically

smaller when approaching the poles.

SC.2.9

Line 110: Here, further details on
the parallelization scheme would
be useful.

We replaced the paragraph to
explain the parallelization
scheme in much more detail and
also added a figure for
illustration.

The global mesh used in the ICO

configuration is partitioned into 10

quadrilateral clusters of similar size to

map the sphere. Each quadrilateral is

paved with the same number of

hexagonal cells, depending on the

chosen resolution. It can be subdivided

14



along two directions, i and j, thus

generating sub-tiles in the form of

parallelograms composed of

hexagons (Fig. 3).𝑖𝑖𝑚 ×  𝑗𝑗𝑚

MPI parallelism is achieved by

distributing the sub-tiles thus created to

each MPI process, the optimum

performance being achieved for

sub-tiles of identical size and with only

one sub-tile per MPI process. When

solving the various numerical schemes

of the dynamic core, the data required

at the domain boundaries is transferred

by asynchronous MPI calls from one

sub-tile to another. OpenMP parallelism

operates through shared memory,

distributing computational iterations on

vertical levels over threads created

within an MPI process, in a similar

fashion to the REG configuration.

SC.2.10

Line 120: I would rephrase this
to a simpler sentence: "In both
configurations, the large-scale
atmospheric circulation was
nudged to the 6-hourly ERA5
reanalysis for wind."

The suggested change was
done, but we kept the
information about the relaxation
time given its importance.

In both configurations, the large-scale

atmospheric circulation was nudged to

the 6-hourly horizontal winds from the

ERA5 reanalysis (Hersbach et al.,

2020) with a relaxation time of 3 hours.

SC.2.11

And why are the other
parameters, like temperature not
nudged? Could that (partially)
solve the stratosphere and
troposphere bias?

Nudging to horizontal winds
forces the model to simulate the
actual meteorology rather than a
climatological one, as is done,
e.g., for CMIP simulations.
However, the idea is not to
inhibit the online model and
transform it into an offline one
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that would simply add more
variables to the ERA5 ones.
Nudging to other variables would
also hide model issues and
biases that we actually want to
reveal here. Lastly, the specific
nudging to reanalysis
temperature damps convection
by stabilizing the temperature
profiles and therefore degrades
some aspects of the tracer
transport realism.

SC.2.12

Line 122: Mixing ratios is not the
correct term to use; this should
be replaced by mole fractions
(also in other lines in the text).

This has been corrected
throughout the text.

SC.2.13

Lines 123-124: Could you
specify the prior fluxes used? In
line 226, it is mentioned that the
prior fluxes are relevant, but they
are not known to the reader. For
example, the prior fluxes might
partially explain the seasonalities
that are presented.

The prior fluxes used by the
CAMS global inversion version
20r2 are available on the
Copernicus website, but we
added them to the text for easier
reference.

Prior fluxes used for this product were

GCP-GridFED version 2021.2 for

anthropogenic emissions (Jones et al.,

2021), GFED 4.1 inventories for

biomass burning, ocean fluxes from

Chau et al. (2022) and climatological

biosphere-atmosphere fluxes from an

ORCHIDEE simulation, version

4.6.9.5.

SC.2.14

Line 142: Have you assessed
the impact of the used sampling
scheme? There can be
substantial horizontal and
vertical gradients in the
simulated CO2 mole fractions. If
you want to assess how these
two simulations perform,

The vertical grid is identical
between the two configurations.
We also checked that horizontal
sampling does not significantly
affect the results for our studied
metrics.
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especially at the surface, the two
grids are very different, so the
sampling scheme can be
relevant.

SC.2.15

Line 144: Since you are using
the observations from this
obspack product elaborately in
the manuscript, it would be
appropriate to contact the PIs of
the datasets to discuss how
these should be acknowledged.
Currently, only Jungfraujoch and
Aircore are specifically
mentioned in the
acknowledgments, but JFJ is not
shown explicitly, while other
stations are, e.g., in Figure 6.

We contacted all PIs that
contributed to the Obspack
dataset before submission.
Since the start of the editing
process a few more have
answered and recommended to
us better ways to properly
acknowledge their work. We
have followed their
recommendations. This has led
us to add a few citations in
L.144.

We used the high-quality measurements

of the CO₂ GLOBALVIEWplus

v8.0_2022-08-27 ObsPack database

(Schuldt et al., 2022, Miles et al., 2017,

Miles et al., 2018, ICOS RI, et al.,

2023, Lan et al., 2023). For AirCore,

we used the dataset from NOAA

Version 20230831 (Baier et al., 2021).

SC.2.16

Line 152: The explanation of the
AirCore technique is not fully
correct. It does not take “many
successive samples of the
ambient air when descending.” It
rather takes a single sample
while descending and utilizes the
length of the tube to preserve
the vertical gradients as much as
possible (affected by diffusion) to
obtain a vertical profile. Either
rephrase or consider if the
explanation is needed at all.
What matters for the manuscript
is that it provides a vertical
profile.

The explanation might not be
needed at all, the sentence has
been removed.

AirCore (Karion et al. 2010) is an

atmospheric sampling system

consisting of an open ended steel tube

launched from an aerial platform and

that collects many successive samples

of the ambient air when descending.
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SC.2.17

Line 171: Typo in 19080.

Amended.

SC.2.18

Line 176: This section could
benefit from describing the
calculations with a couple of
equations.

We added equations in Section
2.4 to better illustrate the
calculations of each metric.

SC.2.19

Line 178: It is better to
consistently use mole fractions
rather than concentrations (nor
mixing ratios).

The change has been made
throughout the paper.

SC.2.20

Line 214: The mass
conservation issue depends on
the advection scheme used and
the extent to which mass
balancing is applied. Could you
elaborate on how these two
components affect either the ICO
simulation or the REG
simulation? This information is
relevant for the discussion. It is
essential to understand the
process behind the acceptable
loss of mass, especially when
considering a higher model
resolution with ICO.

No mass fixing is used in either
configuration. We addressed the
issue of mass conservation in
more detail in the answer to
GC.2.2.

We verified that the routines in the

LMDZ physics and in the dynamical

cores of both configurations perfectly

conserved mass. Therefore, the small

mass difference comes from

discrepancies between the

time-integrated values of emissions and

mole fractions of our tracer, but we did

not investigate it further given its

negligible impact in our study.

SC.2.21 We explained the
aforementioned abbreviations
and standardized the notations

To do that, we calculate Δm, the

observed increase in the total amount of

atmospheric CO₂ over a certain period
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Line 219: Several of the
abbreviations in the equations
are not explained in the text.
What is the superscript ‘e’? What
is ‘emi’? Please check these
abbreviations. Also, the
notations are not standardized;
for example, chemical elements
should not be italic. Mass is
recommended to be written with
a small 'm', not capital. See
IUPAC Green Book.

following the recommendations
of the IUPAC Green Book as
suggested.

of time. In Equation (1), superscript e

corresponds to the end time step of a

given period studied, and i is the initial

time step. We multiply the CO₂ mass

fraction with the dry air mass in𝑤 𝑚
𝖺𝗂𝗋

each cell and sum it over the whole grid

( ).𝑁 𝖼𝖾𝗅𝗅

We then separately calculate the total

emitted mass of CO₂ over a period of

time, in Equation 4, by𝑚
(𝖢𝖮₂)
𝖾𝗆𝗂

multiplying the surface fluxes q with

the area of each cell and summing it𝐴𝗇

over time.

The difference between these two

values, in equation 3, is the total𝑚
𝗅𝗈𝗌𝗌 

mass of atmospheric CO₂ lost or gained

by our model over a certain period of

time.

SC.2.22

Line 226: As mentioned before,
these surface fluxes are not
described in Section 2.2.

See answer to SC.2.13

SC.2.23

Lines 247-248: I would be
interested to know the
comparison to the GPU version
of Chevallier et al. 2023.

The model described in
Chevallier et al. 2023 is an
offline model running on
pre-computed mass fluxes
provided by the coupled model
REG that is used as a reference
in this study. It is essentially a
stripped down version of LMDZ
containing only the necessary
routines for transporting CO₂ and
interfacing it in an inverse
system. A comparison of
computational performance
between these two very models
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would therefore not be relevant
for our topic here.

SC.2.24

Line 257: This difference of 10 K
that is not shown in the figure:
which is better, the REG or ICO
setup?

Neither of the two configurations
match the ERA5 profiles, and we
cannot judge which one is better
strictly from this average metric.

SC.2.25

Line 289: Considering the RMSE
and looking at figure 4, I would
not say the ICO has a slightly
lower overall bias, since the
difference in bias is probably
insignificant considering the total
spread of the data. They are
both significantly different from
the 1:1 correspondence line, but
not from each other. Checking
whether this difference is
significant could be done using a
student's t-test.

We calculated the statistics
again to answer GC.2.5. They
now give identical results.

When looking at all surface stations (a),

the ICO configuration exhibits a

slightly lower overall bias that is not

significantly different from the REG

configuration,

SC.2.26

Figure 5: How is the data on the
x-axis ordered? And why is it not
ordered geographically? I would
suggest sorting by latitude, so
that it is easier to see whether
larger differences start to occur
closer to the poles.

The data was ordered by
increasing standard deviation of
the REG configuration for
readability of the graph since
there did not seem to be any link
between the results and the
latitude of the stations. This has
been changed to be
latitude-ordered as discussed in
a previous comment.
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SC.2.27

Line 297: Before you can
conclude that ICO better
captures the gradients (growth
rate?), it is necessary to add
uncertainty estimates to the 1.43
and 1.3 values. Are they
significantly different? If that is
larger than 0.15, they are
essentially the same.

We calculated the statistics
again to answer GC.2.5. They
now give identical results.

SC.2.28

Lines 300-305: It would be very
useful to see a latitude-bias plot,
also as, for example, averaged
data per 5- or 10-degree latitude
bins, over zonal bands, to show
that the bias doesn't increase
significantly with latitude.

Figure 8 (new numbering) was
added, containing the
latitude-bias plot. It shows no
major difference in the bias
between the two configurations
based on the latitude.

SC.2.29

Line 307: I would use different
selection criteria here for the
stations shown. First, for certain
sites, 8 harmonics may either be
overkill or not enough. It would
be justified to ignore the sites
where the curve fit on
observations fails to represent
the data. Then, the main point of
the reduced grid in the ICO has
coarser resolution at the poles. If
you select 1 station for every
20-degree latitude bin, you can
clearly illustrate that the
seasonal cycle is well captured.

As discussed in the answer to
GC.2.5, we modified the
selection criteria of stations. The
new figures ordered by latitude
also show that ICO captures the
seasonal cycle irrespective of its
coarser resolution at the poles.
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SC.2.30

Line 350: What do you mean
with “variations”?

We meant to describe the
general shape of the vertical
profile, we reworded the
sentence to be less confusing.

The vertical profiles variations in

vertical gradients are almost identical

for all altitudes

SC.2.31

Lines 375-384: What do you
mean by “effective”? I am not
sure if I agree with the general
message in the conclusion that
“it did not worsen either” or
“comparable” vertical profiles.
From the results section, I would
say that the ICO setup gives
slightly worse results, and that
the only advantage is that it is
somewhat faster. If
computational efficiency is the
most important aspect, and the
slightly worse results are not an
issue, one could go for ICO, but I
would not see a reason to do
this, since the gain is marginal.
Also, as mentioned before, there
is the GPU version of the same
setup, and the comparison to
that is missing. I wonder if with
the GPU you still need the ICO
configuration, since the main
gain is already solved in another
way.

The word “effective” was
replaced with “spatial”.

The ICO configuration is not only
faster because of the reduced
grid but provides much better
scaling at high resolution, being
faster and allowing a better use
of computing resources.

The GPU version (Chevallier et
al., 2023) only refers to an offline
model used for inversion of CO₂
and is therefore not comparable
to the coupled models studied
here. DYNAMICO can already
run on GPUs when used alone
and the long term development
goal is to make it possible to run
coupled configurations using
DYNAMICO in a combined
approach using GPUs for the
dynamics and CPUs for the
other processes. Doing this
would compound the computing
gains already shown in our study
and is not a mutually exclusive
choice.

After a discussion with Bianca
Baier from NOAA, we replaced
our version of the Aircore
dataset (from Version 20210813)
by a newer version ( Version
20230831).

This change corrects an error in
some reported altitudes. In
particular, the inital data set
version we used suffered from
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issues for several flights, we
switched to using the new
Version 20230831 which is
exempt from such issues. We
corrected the description of the
data used in Section 2.3 and
added the correct reference
where needed.

This change in dataset affected
the results of the comparison
between our model and
measurements in Section 3.5.2
and the conclusion. The different
CO₂ vertical profiles between
ICO and REG at high altitudes
now show similar gradients and
differ only in a general bias.

Other changes

● The notation for the model DYNAMICO has been uniformized to use only uppercase letters across
the manuscript.

● Following the answer to GC.2.5 the results of the statistical analysis in Section 3.4 were modified,
and the discussion of these results has been changed accordingly in that Section and in the
Conclusion.

● The Figures have also been updated accordingly.
● Because of the addition of new tests at a higher resolution following several General Comments by

the Reviewers, we modified the text, particularly in Section 2.1.2 and 2.2, to introduce this new
resolution.

● The study from Chevallier et al. (2010) was not correctly referenced, this has been corrected.
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Abstract. Efforts  to  monitor  the  emissions  and  absorptions  of  atmospheric  carbon  dioxide  (CO )  over  the  globe  and  to₂

understand  their  varying  regional  patterns  with  greater  accuracy  have  intensified  in  recent  years.  This  study evaluates  the

performance of a new model coupling, ICO, built  around the Laboratoire de Météorologie Dynamique atmospheric general

circulation model (LMDZ) for simulating CO  transport. ICO utilizes the new icosahedral  hydrostatic dynamical core called₂

DYNAMICODynamico running on an unstructured  grid,  which enables  potential  improvements  in  spatial  resolution at  the

Equator while removing artificial distortions and numerical filters at the poles. Comparisons with a reference configuration using

a structured latitude-longitude grid reveal that ICO well captures seasonal variations in CO  concentrations at surface stations.₂

While not significantly improving the simulationenhancing the capture of complex seasonal patterns, ICO maintains comparable

accuracy.  Both configurations exhibit  similar  vertical  CO  concentration profiles  and display a consistent  bias in the lower₂

stratosphere relative to observational data. ICO demonstrates advantages in computational efficiency and storage, thanks to its

reduced cell count per level and a homogeneous grid structure. It holds promise for future developments, including with the

LMDZ offline model and associated inversion system, which contribute to the Copernicus Atmosphere Monitoring Service.

Overall, the ICO configuration showcases the efficacy of utilizing an unstructured grid for the physics, and the capability of

DYNAMICODynamico in accurately simulating CO  transport. This study emphasizes the importance of advanced modeling₂

approaches and high-resolution innovative grids in enhancing our understanding of the global carbon cycle and refining climate

models.

1 Introduction

The key role of  carbon dioxide (CO ) in climate change has  motivated increasing  efforts  in recent  decades  to  monitor  its₂

variations in the global atmosphere. Sources and sinks of this trace gas are found primarily on the Earth's surface. They induce

the  highest  CO  gradients  in  the  boundary  layer,  for  example  around  anthropogenic  emission  hotspots,  while  their  direct₂

influences gradually mix over time at all altitudes to contribute to the overall CO  background. The distribution of CO  in the₂ ₂

atmosphere therefore spans a wide range of spatial and temporal scales, mainly combining influences from surface sources,

surface sinks and meteorology. This complexity is sampled by growing high-quality observation networks on the ground, in the

atmosphere (aircraft, balloons, drones) and in space (e.g., Ciais et al., 2014; Crisp et al., 2018). It is also simulated, more or less

well, by Atmospheric General Circulation Models (GCMs) and dedicated tracer transport models (e.g., Remaud et al., 2018;

Basu et al., 2018; Agustì-Panareda et al., 2022). Many uncertainties in the model input data (boundary conditions, meteorology)

and the model equations (advection schemes, subgrid parameterizations) still limit these simulations. However, there is a strong

incentive towards higher spatial resolutions in order to benefit from an increased realism for orography, coastlines, and known
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emission  or  absorption  hot-spots,  and  to  reduce  any  artificial  smoothing  of  the  3D fields  (Agustíì-Panareda  et  al.,  2019).

However, this wish is tempered by the need to carry out long simulations of this long-lived tracer, typically several years, that

may be massively repeated in the case of inverse modeling. Increasing the resolution without affecting the time-to-solution leads

to revisiting the numerical efficiency of models in order to gain computing time margins. Porting codes on Graphical Processing

Units (GPUs) may largely contribute to this effort (in particularsuch as for the simpler codes of the offline models, as shown by

in Chevallier et al., 2023), but not enough to close the gap between model resolution withand, e.g., the kilometric resolution of

the current space-borne observations. In particular, models running on a regular longitude-latitude grid face scaling limitations

due to advection at the poles requiring significant data communication to solve the problem of resolution clustering. This data

exchange can create a computing bottleneck on supercomputers using large amounts of processors (Staniforth & Thuburn, 2012).

Moreover,  the efficiency of  porting existing GCMs to GPUs depends on the structure of their code, which may have to be

redesigned.  In  this  paper,  we  are  addressing  these  issues  is  specific  issue  for  the  simulation  of  CO₂ transport using  an

unstructured quasi-uniform grid made of non-quadrilateral grid cells. Such a solution  is gaining popularity in recent yearshas

been explored by few models so far, either for use in Earth system models, transporting tracers or directly for atmospheric

inversion (Niwa et al., 2017; Giorgetta et al., 2018; Sakaguchi et al., 2020; Zheng et al., 2021).

We build on the dynamical core DYNAMICODynamico (Dubos et al., 2015), which has been integrated was for the first time

hererecently  been  integrated into  LMDZ,  LMDZ  being which  is the  GCM (Hourdin  et  al.,  2020) of  the  Laboratoire  de

Météorologie Dynamique (Hourdin et al., 2020). LMDZ has been used as the atmospheric component of the Institut Pierre-

Simon-Laplace (IPSL) Earth system model (Sepulchre et al., 2020) and for the Climate Model Intercomparison Project (CMIP)

with its traditional regular longitude-latitude grid. For comparisons with real observations, e.g., for inverse modeling, it is nudged

to horizontal wind fields obtained from a numerical weather forecast reanalysis.

This  paper  evaluates  the  ability  of  this  new  configurationcoupling of  the  LMDZ  GCM  using  the  DYNAMICOynamico

dynamical  core  to  transport  a  long-lived  tracer  like  CO .  D₂ YNAMICOynamico has  been  extensively  compared  to  other

dynamical cores (Ullrich et al., 2017) in a stand-alone fashion, but the same has not been evaluateddone yet when integrated into

a GCMfor its coupled configurations for use with tracer transport. Coupling DYNAMICOit to the LMDZ GCM also represents

the  first  step  towards  the  use  of  DYNAMICOynamico for  inverse  modeling of  CO₂.  We  compare  it  to  the  previous

referenceequivalent configurationversion running on a regular longitude-latitude grid and to various observations of CO  mole₂

fractions over a 40-year period. We also compare their computational performance at a higher resolution to judge the future

scalability of this new configuration.

This study is but one stepping stone in the overall strategy of the development of the LMDZ GCM to increase spatial resolution

while leveraging the advancements in high-performance computing, emphasizing manycore systems and hardware accelerators.

DYNAMICO was created to meet these needs (Dubos et al., 2015) and implementing its coupling with the rest of the GCM as

well as validating its performance against a reference configuration for tracer transport are pivotal steps in this development.

Analyzing the computational performance of this new configuration and its scalability will also help inform decisions on future

porting of these models and coupled configurations to GPUs.

Section 2 describes the two configurations of our GCM, the developments done to create our new configuration, the experiments

we ran to compare them, and the method for our study. Section 3 presents a performance comparison of our configurations and

the results of the direct comparison between our models and the observations. Section 4 concludes the study.
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2 Presentation of the model and experiments

2.1 ConfigurationModel description

2.1.1 LMDZORINCA - Regular longitude-latitude configuration

In this study, we compare two configurations of the LMDZ GCM that each couple different individual models. The full configurations
are schematized in Figure 1. The individual models are presented in section 2.1.1 and the newly developed configuration is presented in
detail in section 2.1.2.

Our reference general circulation model configuration (Fig. 1) consists of the coupling between the LMDZ model of Hourdin et

al. (2013, 2020) itself, an aerosol and reactive chemistry model called INteractions between Chemistry and Aerosols (INCA,

Hauglustaine, et al., 2004) and the Organizing Carbon and Hydrology in Dynamic Ecosystems land surface model (ORCHIDEE,

Krinner et al., 2005). ORCHIDEE simulates the water and energy exchanges between the soil and the atmosphere, but yearly

land cover maps were used here instead of simulating vegetation dynamics. In the following, we will refer to this LMDZ-INCA-

ORCHIDEE coupled model on the regular latitude-longitude grid as REG for simplicity.

We have developed a novel configuration that couples the ORCHIDEE land surface model, the INCA chemistry model, and the

physics module of  the LMDZ model.  The previous dynamical  core in LMDZ has been replaced  by a new one, known as

DYNAMICO (Dubos et al., 2015), which operates on a quasi-uniform icosahedral C-grid for its horizontal mesh (Fig. 1). In the

following, we will refer to this DYNAMICO-LMDZ-INCA-ORCHIDEE coupled model as ICO for simplicity.

Both configurations use XIOS, a tool that allows asynchronous and parallel input and output of files.

Each of these pre-existing models can be operated either independently using precomputed files as input, or using information

from other models to which they are coupled. We will describe them and their role in our configurations in the following

subsection.
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Figure 1: The structure of the two coupled configurations REG and ICO. Both use the same models for the physics, land surface 
and chemistry but they each use a different dynamical core. For the ICO configuration, the new coupler between DYNAMICO 
and LMDZ as well as XIOS ensure a seamless transition with the new icosahedral grid for all the models.

2.1.1 General description of the two models

The two configurations use the same individual physics, land and chemistry models but use different dynamical cores. 

In our configurations, Ttracers, such as CO , are ₂ outputtedmodeled by INCA, and their transport is calculated and synced with

the LMDZ GCM physics time step every 15 minutes. Chemical processes are also calculated  at this same frequencyevery 15

minutes by computing differential equations to update the atmospheric  mole fractionconcentration fields of each cell. Using

tracers from INCA instead of only having them in LMDZ allows interaction between chemical reactions and the tracer transport

process, which is crucial for some tracers such as CH4, although it has no impact on CO .₂  In our study, these chemical processes

are not applied to the CO  tracer.₂

The latest version of LMDZ physics is described in Hourdin et al. (2020). Most notably for tracer transport, dry and cloudy

shallow convection is separated from deep convection. Shallow convection is unified and combines the Mellor and Yamada

(1974) diffusive approach for small-scale turbulence with a thermal plume model (Rio & Hourdin, 2008) for the boundary layer.

Deep convection uses a modified version of the mass-flux formulation of Emanuel (1991) (Grandpeix et al., 2004, Rochetin et

al.,  2014).  Longwave radiation  is  modeled  using  the  Rapid  Radiation  Transfer  Model  (RRTM; Mlawer  et  al.,  1997),  and

shortwave radiation uses a 6-band code derived from Fouquart and Bonnel (1980).
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The dynamical core of LMDZ  discretizesis a mix of a finite difference and finite volume discretization on the sphere of the

primitive equations of meteorology and of transport equations (Hourdin et al., 2006, 2013). Water and other tracers are advected

with a scheme from Van Leer (1997), and angular momentum is conserved numerically. This full configuration was previously

evaluated for CO  transport by Remaud et al. (2018).₂

The dynamical core of LMDZ is parallelized in latitude using distributed memory with the Message Passing Interface standard

(MPI) and in the vertical with shared memory using the Open Multi-Processing interface (OpenMP). A longitudinal filter near

the poles avoids the use of very small time steps, but limits the efficiency of any parallelism along the longitudes. 

The parallelization of the physical parameterizations within LMDZ follows a different approach. It utilizes a combination of MPI

and  OpenMP processes  with  shared  memory  by  splitting  a  single  vector  that  runs  through the  entire  horizontal  grid  into

independent domains. This is possible due to the fundamental 1-D nature of the LMDZ physical parameterizations that only

compute vertical  transfers.  The performance of  the model is  optimized  by using domain decomposition parallelism on the

horizontal layer with MPI and shared memory parallelism with OpenMP.For LMDZ at our resolution , the optimal compromise

between resources  and performance is achieved by using 71 MPI processes  with 8 OpenMP threads running on 568 cores

(Hourdin, 2020).

2.1.2 ICOLMDZORINCA - unstructured grid configuration
ICOLMDZORINCA is a novel configuration of our coupled model that integrates the previously described ORCHIDEE land
surface model, the INCA chemistry model, and the physics module of the LMDZ model. The previous dynamical core in LMDZ
has been replaced by a new one, known as DYNAMICO (Dubos et al., 2015), which operates on a quasi-uniform icosahedral C-
grid for its horizontal mesh. In the following, we will refer to this DYNAMICO-LMDZ-INCA-ORCHIDEE coupled model as
ICO for simplicity.
DYNAMICO is a dynamical core that can solves Tthe hydrostatic and shallow-atmosphere non-hydrostatic Euler equations can

be solved using the DYNAMICO dynamical core (Ullrich et al., 2017). In this study, the hydrostatic mode was used. The mesh is

based on a tessellation of the sphere into triangles, which when joined, creates the primal hexagonal-pentagonal mesh. A quasi-

uniform grid avoids any singularity at the poles, thereby improving the load balancing on parallel computers. By construction,

this grid has a coarser spatial resolution than a regular longitude-latitude grid in the high latitudes, even when accounting for the

longitudinal polar filter (Herrington et al.,  2022preprint). The cells have similar areas across the globe, from the equator to the

poles, unlike in the regular longitude-latitude grid where cell size gets systematically smaller when approaching the poles. Figure

21 provides an example of a visual representation of the icosahedral C-grid.

Kinematics and dynamics were separated as much as possible so that transport equations do not use any information from the

momentum equations.  The kinematics handle the transport of mass, potential temperatures, and tracers using the mass fluxes

computed by the dynamics. The vertical transport uses a slope-limited Van Leer's scheme (Van Leer, 1977) and does not differ

from  the  REG  configurationvertical  transport  of  LMDZ.  The  fully  discrete  finite  volume  horizontal  advection  scheme  is

described in Dubey et al. (2015). It uses a flux-corrected transport approach to stay positive-definite rather than slope limiters.
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Figure 2: Icosahedral grid of the ICO configuration with with a horizontal grid of 16002 cells (see section 2.2 for a description of
the resolution).

2.1.2 ICO - New icosahedral grid configuration

DYNAMICO, the dynamical core itself of this new configuration, was already developed and presented in Dubos et al. (2015)

but not coupled with the physics of LMDZ at the time, nor used as part of a larger coupled configuration with a chemistry or land

model. To that goal, a specific module handling the coupling of the dynamical core to the physics of LMDZ was needed.

This coupler specifically interfaces the dynamics with the already existing physics of LMDZ, with an asynchronous time

step. The time step of the dynamics is inextricably linked to the resolution of the model. For lower the main resolution like the

ones, used in this study and described in section 2.2, the dynamics time step is 7.5 minutes, half that of the physics and

identical to the time step in the REG configuration. This time -step has to be reduced accordingly when increasing the

resolution  in Section 3.2  to satisfy convergence conditions. Another important part of this coupler is interpolating the

interfaced variables since some variables in the dynamics are computed at the edges or vertices, whereas the physics uses

centered variables.

The global mesh used in the ICO configuration is partitioned into 10 quadrilateral clusters of similar size to map the sphere. Each

quadrilateral is paved with the same number of hexagonal cells, depending on the chosen resolution. It can be subdivided along

two directions, i and j, thus generating sub-tiles in the form of parallelograms composed of iim× jjm hexagons (Fig. 3).
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Figure 3: Subdivision of the primary mesh quadrilateral along the two directions i and j.

MPI parallelism is achieved by distributing the sub-tiles thus created to each MPI process,  the optimum performance being

achieved for sub-tiles of identical size and with only one sub-tile per MPI process. When solving the various numerical schemes

of the dynamic core, the data required at the domain boundaries is transferred by asynchronous MPI calls from one sub-tile to

another.  OpenMP parallelism operates  through shared  memory,  distributing computational  iterations on vertical  levels  over

threads created within an MPI process, in a similar fashion to the REG configuration.

To achieve efficient parallelism in the horizontal dimension, the ICO configuration partitions the mesh into rhombi, whose sides

pass through the centers of some of the hexagons. The hexagons covered by a rhombus are processed together and the rhombi

can be processed in parallel. This parallelization strategy is implemented with a combination of OpenMP and MPI.  

The vertical parallelization is identical to the one in the REG configuration.

Tracer  storage  was  handled  very  differently  between  DYNAMICO  and  LMDZ  and  had  to  be  uniformized.  Initially ,

DYNAMICO tracers were only identified by a unique number and handling them necessitated always knowing which tracer

corresponded to which index number in the tracer variable defined in a unique tracer definition file. LMDZ on the other hand

was able to dynamically access tracers identified by chemical species or isotope name. Definition and initialization of tracers is

now unified through a single file, and a parser was created so that tracers in DYNAMICO can be linked to these same chemical

species names. 

Another important feature that had to be developed was the ability to nudge the atmospheric GCM to variables such as winds,

temperature or surface pressure. This feature was already available in the REG configuration but had to be re-created for the ICO

configuration. A new guided mode was added to the dynamical core DYNAMICO, and special care had to be taken to keep the

ability to nudge the variables either at a global scale or restricted to certain areas only of the icosahedral grid. Such restrictions

are often parametrized in latitude-longitude coordinates and must be properly interpolated to the icosahedral grid while handling

the conditions at the edge of the nudged area. This development is also essential for future use of the DYNAMICO - LMDZ

coupling as a limited-area model.
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Figure 1: Unstructured grid of the ICO configuration used here.

2.2 Description of the simulations

For each configuration (REG and ICO), we have run a simulation from 1979 to 2020. The first year is used for spin-up and is not

analyzed. In both configurations, the large-scale atmospheric circulation was nudged to the 6-hourly horizontal winds from the

ERA5 reanalysisIn both configurations, the model was not let free, but its large-scale atmospheric circulation was kept in the

vicinity of the observed one by nudging its 6-hourly horizontal winds toward the ERA5 reanalysis  (Hersbach et al., 2020) with a

relaxation time of 3 hours. The nudging drives the large-scale atmospheric circulation of the model. Initial atmospheric CO  ₂ mole

fractionsmixing ratios values were set using the Copernicus Atmosphere Monitoring Service (CAMS) atmospheric inversion,

version 20r2 (Chevallier et al., 2005; https://atmosphere.copernicus.eu/, access 31 May 2023). This same product prescribed the

CO  surface fluxes every 3 hours.  ₂ Prior fluxes used for this product were GCP-GridFED version 2021.2 for anthropogenic

emissions  (Jones  et  al.,  2021),  GFED  4.1  inventories  for  biomass  burning,  ocean  fluxes  from  Chau  et  al.  (2022)  and

climatological biosphere-atmosphere fluxes from an ORCHIDEE simulation, version 4.6.9.5.

These surface fluxes carry some imprint from the REG model with a regular grid, since the CAMS database useds an older REG

model version at coarser spatial resolution. Still, after Remaud et al. (2018) who tested a distinct set of surface fluxes for their

model evaluation within a similar framework, we consider that this imprint hardly affects our conclusions.

The boundary files used for the two simulations were identical (aerosol, oxydants and ozone mole fraction, solar forcing, land

use maps). However, for the simulation running on ICO, the boundary files were either interpolated or recreated onto the new

grid ahead of time to fit the unstructured grid or interpolated during execution. The initial total mass of CO  in the atmosphere₂

had a difference of only 0.01% between the two simulations because of these operations.

We had an hourly model output for all variables. This high frequency output was chosen in order to well  assess the differences

in synoptic variability of tracer transport between our two model configurations.
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We used two different horizontal resolutions in this study, the lower resolution one was used in our main simulations to compare

the difference  in CO  tracer  transport  between our two configurations.  We chose this resolution because it  was an already₂

established and studied resolution for our reference REG configuration, allowing us to study only the influence of the new

dynamical core and grid. We also performed computational performance tests at a high resolution to test the scaling of our two

configurations and make better informed decisions about their future development.

For our main simulation,  Wwe ran REG on a horizontal grid of 144 points in longitude × 143 grid points in latitude, which

corresponds to a resolution of 2.5° in longitude and 1.27° in latitude, equivalent to 278 km by 140 km at the equator. We use 79

vertical layers going up to 80 km in altitude, with around 25 layers dedicated to the first 2 km. The complete grid configuration is

described in more detail in Hourdin et al. (2020). 

We compared this configuration with We ran ICO running on a horizontal grid of 16002 cells, and the same 79 vertical layers.

This gives an horizontal resolution at the equator of around 2.5° in longitude and 1.25° in latitude, each cell has the area of an

hexagon of side 110 km in order to have similar resolution at the equator to the equivalent longitude-latitude grid from REG.

With this setup, ICO has 22% less cells than REG.

For the performance tests of the configurations running at a higher resolution, REG has an horizontal grid of 256 points in

longitude × 256 grid points in latitude, which corresponds to a resolution of 1.4° in longitude and 0.7° in latitude, equivalent to

157 km by 78 km at the equator. In this test, ICO was run on an horizontal grid of 64002 cells,, with hexagons of side 55 km.

Both configurations still have 79 vertical layers and at this higher resolution ICO only has only 2% less cells in total than REG

but with a higher spatial horizontal resolution.

2.3 Observational data

To compare our simulated tracer mole fractionconcentrations to observations, we sampled the mole fractionconcentration fields

at the nearest cell center, model level and timestamp for each data point. We used the high-quality measurements of the CO₂

GLOBALVIEWplus v8.0_2022-08-27 ObsPack database (Schuldt et al., 2022, Miles et al., 2017, Miles et al., 2018, ICOS RI, et

al., 2023, Lan et al., 2023). For AirCore, we used the dataset from NOAA Version 20230831 (Baier et al., 2021).

In this dataset,  observations were  calibrated according to the WMO CO  X2019 scale (Hall  et  al.,  2021).  Like for  inverse₂

modeling with LMDZ (Chevallier et al., 2010), only afternoon non flagged data from 12:00 to 16:00 local time were selected for

continuous in-situ surface stations under 1000 m above sea level (a.s.l.), and only night time data from 00:00 to 4:00 local time

were kept for in-situ stations above 1000 m a.s.l. All flask data, and all upper-air data (aircraft data and AirCore measurements)

were kept. This selection accounts for the usual failure of transport models to well represent the accumulation of tracers at low

altitude during the night as well as the inability to model the phenomenon in mountain stations where air masses are advected

during daytime through updrafts on the sun-exposed slopes (Geels et al., 2007). All flask data, and all upper-air data (aircraft

data and AirCore measurements) were kept.

We divided the observations into three groups: surface in situ and flask data, aircraft observations and observations from AirCore

flights.  We used the aircraft  measurements  and AirCore data to obtain vertical  profiles  of CO  ₂ mole fractionconcentration.

AirCore (Karion et al. 2010) is an atmospheric sampling system consisting of an open ended steel tube launched from an aerial

platform and that collects many successive samples of the ambient air when descending. For surface data, 1076 stations have

been selected from the Obspack dataset out of the original 222 stations. Surface stations with less than 5000 measurement points
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that passed the initial data selection described above over the entire duration of the study were excluded from the analysis. For

aircrafts, we have selected 33 sites and campaigns out of a possible 51, only keeping those with more than 2000 measurement

points. For the AirCore data, we kept all observations. The full list of sites and datasets used is presented in Table 1 and Table 2

as a supplement.

The uncertainty of the reference CO  ₂ mole fractionmixing ratio measurements used here is on the order of 0.1 ppm (see, e.g.,

Crotwell et al., 2020, for the systematic errors and Hazan et al., 2016, for the standard deviation). It is negligible compared to the

model uncertainty due to transport error which is on the order of 1 ppm under 3000 m (Lauvaux et al., 2009) and is not further

discussed in the following. Collection altitude determination error from AirCore measurements can be high and depends on the

altitude, and is on the order of 250 m below 20 km and up to 1 km above that altitude (Wagenhäuser et al., 2021). We discuss the

potential impact of these uncertainties on our model evaluation in section 3.5.2. 

2.4 Evaluation methodology

2.4.1 Surface stations

For surface stations with continuous measurements, we used a curve-fitting method using a non-linear least squares method on

both the model and observations CO  ₂ mole fractionsmixing ratios time series to extract the annual mean, the seasonal cycles and

the synoptic variations. A smoothed function consisting of a second-order polynomial and eight harmonics was used to fit the

time series over the 19080-2020 period (equation 1). We excluded stations where the fit of the measurements had a coefficient of

determination under 0.75, for a total of 85 stations.  The polynomials were used to calculate the annual trend and growth rate,

while the harmonics were used to get the seasonal cycle. The synoptic variations are obtained from the difference between the

raw data ( and the fitted smooth curve (equation 2).

f (t)=𝗉1⋅ t+𝗉2⋅ t
2
+∑
𝗄=3

10

𝗉𝗄 ⋅𝗌𝗂𝗇(2 π t𝗄 ) (1)

r (t )=x (t)−f (t ) (2)

Equation 1 corresponds to the fitted function of CO  mole fractions ₂ f  with t  being the time. The different parameters pk are 

coefficients fitted after optimization and unique to each model and station. The parameters up to p2 correspond to the general 

trend of the growth rate of atmospheric CO , and the parameters of the sinusoidal function to the seasonal cycle.₂

The residual, corresponding to the synoptic variations, r , are obtained from the difference between the raw measured or modeled

CO  mole fraction ₂ x and the fitted smooth curve f  (Equation 2).

To evaluate the two model configurations performance between each other and compared to observations we use metrics which

we will describe in the following subsections.

2.4.2 Annual gradient between stations

We use the measurements from South Pole station (SPO), which is far from any major CO  source or sink, to validate the₂

simulated background growth rate of CO  ₂ mole fractionconcentrations. Then, we study the cross-site gradients by calculating the

yearly  growth  rate  at  each  site  relative  to  SPO.  To  do  so,  we  average  the  annual  growth  rate  of  the  CO  ₂ mole

fractionconcentration over the 1980-2020 period for  each site  and subtract  the value at  SPO. Comparing the observed and

modeled values of this variable informs us on both the growth rate of the CO  ₂ mole fractionconcentration at each site, and on

mole fractionconcentration gradients of our transport model which are key for use in an inverse system.  To study the interannual

variation of these growth rates, we calculate their standard deviation for both measurements and models. We normalize the

average model’s standard deviation by dividing it by the measurement standard deviation. This gives us information on how well
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the model captures the magnitude and direction of these variations.

We compute the yearly growth rate for each year of the 1980-2020 period using the smooth curved fit described above, before

averaging it. To evaluate this variable, we then look at the mean bias and the root-mean-square error (RMSE) of the CO  ₂ mole

fractionconcentration gradient for each station relative to SPO.

2.4.3 Seasonal cycle

We evaluate the capacity  of our model to represent  the CO  seasonal  cycle by comparing the phase and amplitude of the₂

harmonics of their smoothed fitted curve to the one of the measurements at each station. At each measurement site we calculated

the Pearson correlation coefficient between measurements and model time series to evaluate the phase of the seasonal cycle. And

we evaluated the amplitude of the seasonal cycle by looking at the ratio between peak-to-peak amplitudes of the harmonics. We

normalized this variable by dividing the values of the model’s seasonal cycle peak-to-peak amplitude at each station by the ones

from the observations.

2.4.4 Synoptic variability

To evaluate our model ability to represent  the phase of the CO  synoptic variability we again used the Pearson correlation₂

coefficient  between the residual from the smoothed fitted curve of the model and the measurements.  The amplitude of the

synoptic variations at each station were evaluated by the normalized standard deviation.

2.4.5 ERA5

To compare the simulated temperature with the ERA5 reanalysis, we divided the output into seasons and then into bins of 30°

latitudes. For each bin, we averaged the data for each model level for each season. We then did an identical operation on the

ERA5 reanalysis data before comparing the two.

2.4.6 Aircraft measurements

The aircraft measurements have been binned into 1 km altitude bins, and then averaged for each hour and over each bin for each

site or campaign. Then the data was averaged over all sites and campaigns. This process was done for each season and for the

whole year.

2.4.7 AirCore measurements

For measurements from AirCore,  we binned and averaged the data into 50 altitude bins, from the ground to the maximum

altitude of the data (27 km) to get an average vertical profile of CO  ₂ mole fractionconcentrations.

3 Results and discussions

3.1 Mass conservation

Conservation of mass is closely examined for the simulation of long-lived tracers as it directly supports the simulation of the

tracer's global growth rate. In inverse systems, it makes it possible to infer surface fluxes far from observations, far in space as

well as in time. In practice, numerical approximations may make the model lose or gain tracer mass (Houweling et al., 2010).

In this section, we evaluate mass conservation in our models by calculating the total mass of atmospheric CO  at the beginning₂

and at the end of the simulations. To do that, we multiply the CO  mole fraction with the air mass in each cell and sum it over the₂

whole globe. We then compare the difference between the CO  mass at the end and beginning with the total amount of prescribed₂
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surface CO  fluxes. The difference between these two values is the amount of CO  lost or gained by our model over time.₂ ₂

Δ m(𝖢𝖮 ₂)=m(𝖢𝖮 ₂)
𝖾

−m(𝖢𝖮 ₂)
𝗂

=∑
𝗇=1

𝖭𝖼𝖾𝗅 𝗅
m𝖺𝗂 𝗋
𝗇 , 𝖾× w(𝖢𝖮 ₂)

𝗇 ,𝖾
−∑

𝗇=1

𝖭𝖼𝖾𝗅 𝗅
m𝖺𝗂 𝗋
𝗇 , 𝗂× w(𝖢𝖮 ₂ )

𝗇 , 𝗂
 (13)

m(𝖢𝖮 ₂)
𝖾𝗆𝗂

= ∑
t=1 ,𝗇=1

𝖳 ,𝖭
q(𝖢𝖮 ₂)

t , 𝗇 × A𝗇
 (42)

m𝗅𝗈𝗌𝗌=m(𝖢𝖮 ₂ )
𝖾𝗆 𝗂

−Δ m(𝖢𝖮 ₂) (53)

To do that, we calculate  Δm, the observed increase in the total amount of atmospheric CO  over a certain period of time. In₂

Equation (1), superscript e corresponds to the end time step of a given period studied, and i is the initial time step. We multiply

the CO  mass fraction ₂ w  with the dry air mass m𝖺𝗂𝗋in each cell and sum it over the whole grid (N  cells).

We then separately calculate the total emitted mass of CO  over a period of time,  ₂ m(𝖢𝖮 ₂)
𝖾𝗆𝗂

 in Equation 4, by multiplying the

surface fluxes q with the area of each cell A𝗇
and summing it over time.

The difference between these two values, m𝗅𝗈𝗌𝗌in equation 3,  is the total mass of atmospheric CO  lost or gained by our model₂

over a certain period of time.

For REG, the difference is equal to -0.13 % of the CO  mass emitted over the 1979 - 2020 period. For ICO it is -0.28 % for this₂

same period.

Therefore, while our models do not exactly conserve mass, they lose only around 0.014 GtC integrated over 10 years for REG,

and 0.027 GtC for ICO.

The total amount of CO  in each model also depends on the prescribed surface CO  fluxes described in section 2.2 (₂ ₂ m(𝖢𝖮 ₂)
𝖾𝗆𝗂

)

which are interpolated on the 2 different grids and therefore, not strictly identical either for each configuration. However, the

average difference in yearly emitted CO  between the two model configurations is 0.0006 % only.₂

We verified that the routines in the LMDZ physics and in the dynamical cores of both configurations perfectly conserved mass.

Therefore,  the small  mass  difference  comes  from discrepancies  between  the time-integrated  values  of  emissions and mole

fractions of our tracer, but we did not investigate it further given its negligible impact in our study.

3.2 Computational efficiency

3.2.1 Computational setup

Simulations were run on the Skylake partition of the Joliot Curie, a BullSequana X1000 supercomputer operated since 2017 by

Très Grand Centre de Calcul (TGCC, Bruyère-le-Châtel, France). This partition is composed of 1656 nodes, each of which has

an Intel Skylake 8168 dual-processor. We used the Intel Fortran compiler version 20.0.0.

For our main simulations (called “Production run” in Table 1), REG used 47 MPI processes and 8 OpenMP threads for a total of

384 Central Processing Unit (CPU) cores, while ICO employed 80 MPI processes and 4 OpenMP threads for a total of 336 CPU

cores (Table 1). This choice was made as a compromise between fast time-to-solution for the simulations, and small number of

nodes for lower queue time.  On average, over the whole simulation, REG achieved a wall-clock-time of 2594 seconds and

consumed 2767 CPU hours per month simulated, while ICO executed in 2238 seconds and consumed 2089 CPU hours per

month simulated. These results indicate that ICO provides a speedup of 14% in total CPU hours consumed over REG, with 22%
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less  cells. This  “Production  run”  is  made  with  an  hourly  output  for  26  physical  and  tracer  variables  to  have  a  precise

understanding of the CO  tracer transport dynamics. This output frequency significantly increases the execution time and would₂

generally be lower for most routine use of this configuration.

These results n our case outputting large amounts of variables every hour greatly increases the execution time and becomes a

computational bottleneckI, i.  are highly dependent on the given output frequency of our simulation.

To better compare the configurations scaled up and in their ideal state, speed tests were run with different numbers of CPUs and

identical numbers of CPUs: 71 MPI processes and 8 OpenMP threads with an additional  8 CPUs used for XIOS servers for a

total of 576 CPU cores. XIOS is a tool used for reading the input files in parallel and we chose 8 servers to ensure that this

operation  does  not  become a computational  bottleneck  for  our models.  Only monitoring files  tracking the progress  of  the

simulations were output, no physical variables were saved in order to avoid comparing the time it takes to write the files on disk.

To avoid variability due to individual node performance, the tests were performed multiple times over several days, and outlier

months caused by node performance issues were removed. In addition, we used timers in the code to evaluate what percentage of

the time is spent in the routines of the physics versus the dynamics.

The  first  experiment  (called  REG/ICO-Speed  test  in  Table  1)  consisted  in  using  identical  numbers  of  CPUs  for  both

configurations,  running at the same resolution as our main simulations: 71 MPI processes and 8 OpenMP threads.  Another

experiment (ICO-Optimal scale) was run using 160 MPI processes and 4 OpenMP threads, more suited for the parallelization

scheme of the ICO configuration.  The average monthly time to completion in this setup for REG was 823 seconds (132 CPU

hours), and for ICO 662 seconds (106 total CPU hours). This shows that for identical computational setups This speedup is

comparable to the reduced number of cells in ICO. For our spatial resolution, it seems that other differences such as the absence

of a polar filter for ICO did not significantly improve the computational speed.

To test the scaling potential of the new ICO configuration at a higher horizontal resolution (HR) compared to REG, similar speed

tests were run for each configuration at high resolution at two different scales. The first test was run with a small amount of CPU

cores  (called  Low-scale  in  Table 1)  using the same optimal  number  of  MPI processes  and OpenMP threads  as  the lower

resolution one. A second test was run with more CPUs (called High-scale in Table 1), optimized for this higher resolution. For

REG, this meant using 128 MPI processes and 8 OpenMP threads. For ICO, using 640 MPI processes and 4 OpenMP threads.

Simulation Total
CPU
cores

MPI
processe
s

OpenMP
threads

Average
monthly
CPU (hours)

Monthly
time  to
solution
(seconds)

Time spent  in
dynamics (%)

Time  spent  in
physics (%)

REG-Production 384 47 8 277 2594

ICO-Production 336 80 4 209 2238

REG-Speed test 576 71 8 132 823

ICO-Speed test 576 71 8 106 662

ICO-Optimal scale 640 160 4 63 357 15 75

REG-HR-Low-scale 576 71 8 132 829 42 54

REG-HR-High-scale 1024 128 8 237 832 33 60
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ICO-HR-Low-scale 640 160 4 125 702 30 64

ICO-HR-High-scale 2560 640 4 230 323 35 55

Table 1: Computational setup and results of the simulations. The total number of CPU cores used in each simulation may be 
higher than the product of MPI processes by OpenMP threads since entire nodes were reserved for better memory efficiency even 
though not all of their CPUs were needed.

3.2.2 Computational gains

For our production runs, on average, over the whole simulation, REG achieved a wall-clock-time of 2594 seconds and consumed

277 CPU hours per month simulated, while ICO executed in 2238 seconds and consumed 209 CPU hours per month simulated

(REG-Production and ICO-Production in Table 1): in this case, ICO consumes 25% less CPU hours compared to REG, with 22%

less cells. Most of the gains for this setup with heavy output levels could therefore be attributed to the reduced grid size.

The average monthly time to completion for the first speed test for REG was 823 seconds (132 CPU hours, REG-Speed test in

Table 1), and for ICO 662 seconds (106 total CPU hours, ICO-Speed test in Table 1). This shows that for identical computational

setups at this reference resolution, ICO is on average 20% faster than REG. This is again only of the order of the reduced grid

size, showing that in this setup, other differences such as the absence of a longitudinal polar filter did not significantly improve

the computational speed.

The ICO gain was increased by optimizing the distribution of MPI processes and OpenMP threads to better fit the parallelization

scheme of ICO (ICO-Optimal scale in Table 1). In this optimized setup, ICO consumes 52% less CPU hours than the REG

configuration, a gain in computing ressources much greater than the one only due to the reduced grid size.  This highlights the

importance in optimizing the computing resources to each configuration for better performance.

At the high resolution (REG-HR-Low-scale, REG-HR-High-scale, ICO-HR-Low-scale and ICO-HR-High-scale in Table 1), ICO

only has 2% less total cells than REG but is still faster. More importantly, it scales much better than the REG configuration, with

the monthly time-to-solution going as low as 323 seconds when using 2560 CPUs. This is not the case for the REG configuration

which  plateaus  at  around 830 seconds  per  month irrespective  of  the increase  in  number  of  used  CPUs.  Further  scaling is

impossible for the REG configuration since it needs at least two latitude bands per MPI process, which means that 128 is the

maximum number of MPI processes possible for this resolution.

This shows that while performance gains were modest in our main simulation, and only of the same order as the reduction in grid

size, the performance gain increases when resolution increases or computing resources scale up. This gives a strong incentive to

use an icosahedral grid compared to a regular latitude-longitude grid for future high-resolution studies using the LMDZ GCM.

3.3 Vertical temperature profiles

To get a first idea of the differences between REG and ICO simulations, we consider atmospheric temperature and compare it

with ERA5 values. Note that our models are nudged toward ERA5 horizontal winds (Section 2.2), but do not use the ERA5

temperature fields. Figure 42 shows the vertical profiles of the average temperature over the year 2000 for different zonal cuts in

60° latitude increments. We can already see that REG and ICO differ on several aspects for different altitudes. The tropopause

height, as identified by the change in the vertical temperature gradient, is the same in both configurations, but its temperature

varies between 2.5 K to 5 K for each configuration outside of the tropics. At the stratopause, a difference of up to 10 K for the

yearly temperature average in high latitudes is observed between the simulations from REG and ICO (Not shown on the figure).
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Figure 42: Vertical profile of zonal temperatures averaged over the year 2000 for the two model configurations and the ERA5 
reanalysis, with REG in blue, ICO in red and ERA5 in yellow.

Looking at the temporal change of the temperature rather than yearly averages reveals a different pattern. We can see on Fig. 53

that  the large  temperature  difference  at  the stratopause  between our configurations is  only present  during winters  for  high

latitudes. During summers, both configurations have much more similar temperatures in these latitudes, and all year around in

the tropics. This is explained by the fact that during summers, the polar stratopause is mainly driven by ozone, whereas in winter

it  is  driven  by  gravity-waves  (Hitchman  et  al.,  1989).  The  difference  in  parametrization  and  tuning  of  gravity  waves  in

DYNAMICO used in our new configuration ICO compared to the previously used and much-tested REG version likely explains

the observed differences in temperature of the stratopause. This large difference in temperature in the stratosphere  also affects

temperature lower in the troposphere, as has been shown for the stratospheric dynamics of the LMDZ GCM in Lott et al. (2005).
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Future versions of the ICO configuration will contain a better parametrization of gravity waves as well as the introduction of a

so-called “sponge layer” (Shepherd et al., 1996) to nudge high atmospheric winds towards zonal averages, which was already

present in the REG configuration but not in ICO yet.

Figure 53: Time series of the average difference in zonal temperature at the stratopause (53 km) between the two model configurations 
REG and ICO for the year 2000, divided in 3 latitude zones of 60°.

We now turn to CO2 mole fractionconcentrations to see how the different models affect tracer transport.
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3.4 Seasonal analysis

3.4.1 Annual gradient
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Figure 64: Annual gradients of CO2 mole fractionmixing ratio compared to SPO averaged over the 1980-2020 period for every station 
(a) or only stations at high latitudes (> 70°N/S) (b).  Blue circles are the model outputs for the REG configuration, and red circles for 
the ICO configuration. The dotted lines correspond to the linear fitted lines of the corresponding colored configurations, and the black 
dotted lines correspond to the 1:1 relation.

Figure 64 shows the annual gradients of surface stations compared to SPO averaged over the 1980-2020 period, and for the two

model configurations the differences between the modeled and observed values of this gradient. We find an average yearly

growth rate of CO  ₂ mole fractionmixing ratio at SPO of 1.79 ppm per year from observations, and of 1.74 ppm per year for both

the REG and ICO configurations. This difference of 0.05 ppm between our models and observations shows that the background

growth rate of CO  ₂ mole fractionconcentration is well modeled and within the small uncertainty range of the observations. 

When looking at all surface stations (a), the ICO configuration exhibits a  slightly lower overall  bias that is not significantly

different from the REG configuration, butand an almost identical spread as seen by the root mean square error (RMSE). Both

configurations show a positive  bias of less than 0.1 ppm per year compared to observations. The two model configurations

therefore successfully model the annual gradients between surface stations over the globe.
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Figure 75: Normalized standard deviation of the annual gradient for both configurations for each station. Blue circles are the model
outputs for the REG configuration, and red circles for the ICO configuration. The dotted line corresponds to the ideal normalized
standard deviation of 1. The stations are ordered on the abscissa by increasing latitude from -90° to +90°.

The average normalized standard deviation of the interannual variation in the annual gradient for both configurations is 1.01,the

REG configuration is 1.43 and 1.37 for the ICO configuration. ICO therefore better captures the temporal variations of this

gradient, but therefore both configurations show a good agreement in magnitude of these variations for the majority of stations

(Fig. 7).

Since the biggest change regarding the grid and resolution takes place at the poles, we also checked the statistics and linear fit of

these gradients restricted to stations at high latitudes (higher than 70°N and lower than 70°S). ICO performs just as well as REG

for these stations in terms of both general bias and spread (Fig.  64 (b)). Even though the  spatialeffective resolution is much

coarser for the ICO configuration at these latitudes, it has not significantly affected the simulation of long term trends of CO₂

mole fractionconcentrations. We can also verify this by looking at the bias in the annual gradient of CO  mole fraction per station₂

(Fig. 8) according to latitude. We see that there is no difference in between the two configurations related to latitude. This shows

that forced resolution clustering at the poles of the regular latitude-longitude grid is not necessary for properly resolving tracer

transport.
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Figure 8: Bias per station (a) and average bias per 10° latitude band (b) of the annual gradients of CO2 mole fraction compared 
to SPO averaged over the period 1980-2020, with blue circles for REG and red circles for ICO, the gray line is the difference 
between the two. The stations in (a) are ordered on the abscissa by increasing latitude from -90° to +90°.
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3.4.2 Seasonal cycle
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Figure 96: Seasonal cycle of the CO2 mole fractionmixing ratio averaged over the period 1980-2020, in ppm, at a selection of surface 
stations for measurements, REG configuration and ICO configuration in yellow, blue and red respectively. The correlation coefficient 
and the peak-to-peak amplitude between the two model's output and measurements are displayed for each station. The selected 
stations were chosen to exemplify diverse behaviors: where both configurations successfully capture the seasonal cycle, neither 
configuration does so, or only one out of the two model configurations achieves it.

The seasonal cycles at most surface stations are well captured by both configurations, with regards to both phase and amplitude,

as  illustrated  in  Fig.  96.  Some  stations  exhibiting  more  complex  and  higher  frequency  patterns  of  CO  ₂ mole

fractionconcentrations  variation  throughout  seasons  have  a  lower  correlation  coefficient.  This  pattern  is  observed  for  both

configurations. However, almost all stations that are adequately modeled by the REG configuration with regards to seasonal

cycles (correlation coefficient higher than 0.8) are equally well represented in the ICO configuration, as shown in Fig. 710 (a).

Out of the 85107 stations analyzed, only 312 stations did not exceed a correlation of 0.8 with eitherthe REG configuration., and
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11 with the ICO configuration. Additionally, no station exhibited satisfactory performance with REG but not with ICO, while the

opposite was true for one station. Only one station, CPT, performs significantly worse for the ICO configuration than for the

REG configuration. The amplitude of the seasonal cycle is also well captured for almost all stations, as shown in Fig. 107 (b).
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Figure 107: Pearson correlation coefficient (a) and normalized standard deviation (b) of the seasonal cycle for all surface stations 
studied averaged over the period 1980-2020, with blue circles for REG and red circles for ICO, the gray line is the difference between 
the two. The stations are ordered on the abscissa by increasing latitude from -90° to +90°by increasing correlation coefficient for REG.

3.4.2 Synoptic variability
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Figure 811: Pearson correlation (a) and normalized standard deviation (b) of the daily average residue between our modeled and 
measured CO2 mole fractionconcentrations at the surface stations described in section 2.5 for the period 1980-2020. The model output 
from the REG and ICO configurations are in blue and red respectively. The stations are ordered on the abscissa by increasing latitude 
from -90° to +90°.

To study the synoptic variability modeled by our two model configurations,  we look at  the correlation and the normalized

standard deviation (NSD) of the daily averaged residue of our seasonal analysis for each surface station (Fig. 11). This gives us

information  on  the  accuracy  of  our  simulation  for  higher  frequency  than  the  seasonal  cycles.  Both  configurations  have

correlation coefficients over 0.6357 for 25% of all stations and a mean value of 0.5447 for REG and ICO. The ICO configuration

has a lower mean NSD of 1.096 compared to the one of REG of 1.20. And stations that offer a good correlation also tend to

exhibit a better spread of the synoptic variability characterized by the NSD. These results are in line with what can be expected

of a simulation at these resolutions as shown in Agustí-Panareda et al. (2019).
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3.5 Vertical profiles of CO  ₂ mole fractionconcentrations

3.5.1 Troposphere

Figure 129: Seasonal and annual means of the difference in CO2 vertical profile between the two model configurations of the model and
aircraft measurements. The data has been binned into 1 km altitude bins for each season of the 1980-2020 period, then averaged per
hour, and finally averaged across all aircraft sites and campaigns.  The blue line represents the difference between REG and the
measurements, while the red line represents the difference between ICO and the measurements.

In the troposphere, we studied CO  vertical profiles using various aircraft measurements described in section 2.4.2. Figure ₂ 129

shows the differences between the simulated and observed values for our two model configurations, REG and ICO. Only a small

number of aircraft campaigns reach high altitudes above 15 km and not all seasons are covered. Both configurations show very

similar vertical profiles up to 15 km altitude, before diverging above. Both configurations show a general negative bias compared

to measurements. The vertical profilesvariations in vertical gradients are almost identical for all altitudes, but the extent of the

differences between model’s output and measurements differ at high altitudes. REG has much greater variations in CO  ₂ mole

fractionconcentrations while ICO has an increased negative bias at  high altitudes. This is similar to the results in the next section

3.5.2.

3.5.2 Low stratosphere

We utilized data from AirCore flights to compare the CO  ₂ mole fractionsmixing ratios of our model with observed data and

obtain vertical profiles extending to the low stratosphere, in order to investigate the potential effects of the change in dynamics

on vertical mixing within a column. However, since these measurements were only conducted in latitudes higher than 30°N and

lower than 30°S, information about vertical tracer transport in the tropics was not obtained. As shown in Fig. 130, both model

configurations exhibit an excess of CO  ₂ mole fractionconcentrations around the 12.5 km range. Above that altitude, the vertical

profiles differ in amplitude between the configurations but both show a similar decrease in CO  mole fraction.  ₂ However, the

REG configuration has an additional peak in CO  ₂ mole fractionconcentrations at 20 km, followed by a gradient change and a

subsequent decrease in  mole fractionconcentration at higher altitudes. In contrast, the ICO configuration does not display the

same peak at 20 km, but a similar gradient change is observed above this altitude. This finding suggests that tracer vertical

transport  is inadequate between the low and high stratosphere at  these latitudes,  and CO  accumulates  at  lower levels than₂
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expected  for  the  REG configuration.  While  the  ICO configuration  employs  the  same  van  Leer  vertical  transport  scheme,

differences in the vertical temperature profiles (see Fig. 42 and Fig. 53) discussed in section 3.4 could explain the disparity in the

amplitude of the vertical profile at the stratosphere. The attribution of this systematic error to a particular process is complicated

by the high potential collection altitude determination error of AirCore measurements, which can be on the order of a kilometer

in the stratosphere as discussed briefly in section 2.3 (Wagenhäuser et al., 2021). The previously discussed conclusions however

are independently verified by the aircraft measurements that do not suffer from the Aircore altitude determination error and show

similar differences in CO  ₂ mole fractionconcentrations at 20 km (Fig. 912).
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Figure 103: Difference in CO2 mole fractionmixing ratio vertical profile between the two model configurations of the model and 
AirCore measurements. The blue line represents the difference between the REG model output and measurements, while the red line 
indicates the difference between the ICO model output and measurements. The fitted lines were generated by averaging the data over 
50 altitude bins.

30

534

535
536
537
538

30



4 Conclusion

As  demonstrated  in  the  previous  section's  results,  the  configuration  ICO  based  on  the  new  dynamical  core

DYNAMICODynamico, using an unstructured grid is  just as effective as the reference configuration that used a structured

latitude-longitude grid for modeling atmospheric CO  transport when the dynamics was nudged to horizontal winds of an ERA5₂

reanalysis. Both configurations accurately capture the seasonal variations in CO  ₂ mole fractionconcentrations at most surface

stations, and while the ICO configuration did not better capture more complex seasonal patterns, it did not worsen it either. A

low percentage of station's seasonal cycles are properly captured by only one of the two model configurations.  The annual

gradient  is almost identical between both configurations, and they both perform well regardless of latitude between stations

exhibit  slightly  higher overall  bias  with ICO than with REG, but ICO has a  smaller  dispersion compared  to observations.

Regarding synoptic variability both configurations also perform almost identically., the ICO configuration generally exhibits a

lower correlation but a smaller standard deviation in comparison to observations. Nevertheless, both configurations provide an

inadequate modeling of synoptic variability, as the local high-frequency emissions are poorly constrained and the horizontal

resolution is still too coarse.

Additionally, both configurations offer comparable vertical CO  ₂ mole fractionconcentration profiles and exhibit the same bias in

the lower stratosphere relative to observational data.  In contrast,  gravity waves in the new ICO configuration  may need some

tuning in order to improve the quality of temperature at the tropopause and in the stratosphere (Lott et al., 2005). Their impact on

atmospheric transport of CO  at lower altitudes has not been specifically evaluated but ₂ seemsis expected to be minimal given the

small  differences  shown  between  the  two  model  configurations.  Tuning  of  the  climatology  of  the  LMDZ  -

DYNAMICODynamico coupling in general is still an ongoing process.

The new ICO configuration offers new opportunities in terms of development. Its use of fewer cells per level for a comparable

resolution at  the equator  results  in faster  computation times of  around 20% in our  main simulationtests and easier-to-store

outputs thanks to their smaller size on disk. Unlike regular latitude-longitude grids, ICO does not require a polar filter, whereas

these filters generally parallelize badly, on both CPU and GPU. ICOIt providesgives a more homogeneous grid compared to the

grid clusteringhigher resolution at the poles of a regular latitude-longitude grid which is not always needed for modelisation at a

global scale. The ICO configuration also allows for much better scaling of computing resources when used at higher resolution,

increasing even further the computational speed of the simulations relative to the structured latitude-longitude grid.

While running, REG and ICO can archive specific meteorological variables like air mass fluxes which can then be read by an

offline version of the model dedicated to tracer transport. This economical transport model forms the basis of the inversion

system of Chevallier et al. (2005) to generate the CO  and N O inversion products of the Copernicus Atmosphere Monitoring₂ ₂

Service  of  the  European  Commission (CAMS service,  (https://atmosphere.copernicus.eu/ghg-services).  Our  next  task is  the

implementation  of  DYNAMICODynamico in  this  offline  model  in  order  to  prepare  future  resolution  increases,  while

limitingdamping the induced increase in computational costof the code time-to-solution. 

Code and data availability

The  source  code  for  the  REG  and  ICO  configurations  is  freely  available  online  via  the  following  address:

https://forge.ipsl.jussieu.fr/igcmg/browser/CONFIG/publications/ICOLMDZORINCA_CO2_Transport_GMD_2023

under the CeCILL v2 Free Software License (http://www.cecill.info/index.en.html, last access: 11 September 2023, CECILL,
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2020). The exact version of the model used to produce the results used in this paper is archived on Zenodo, as are input data and

scripts to run the model and produce the plots for all the simulations presented in this paper (Lloret et al., 2023).
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