Dear Sir/Madam,

The authors would like to thank the editors for comments/suggestions/corrections, help-
ing to improve the present version of the paper. We have carefully revised the manuscript.
Parts of the text were rewritted and reorganized. Here, we present a brief context, fol-
lowing point-by-point answers for all questions.

REFEREE-2 COMMENTS:
** Minor Reviews **

RC-1: Line 40: should be “and medicine”.

ANSWER-1: The correction was implemented.

RC-2: Line 54: “encompass researches” should be “encompasses research”
ANSWER-2: The correction was implemented.

RC-3: Line 61: “in the latter 1990s” sounds a bit weird

ANSWER-3: We rewrite the sentence.

RC-4: Line 80: “the most of operational centers for weather prediction has” — “most
operational centers for weather prediction have”

ANSWER-4: The correction was implemented.

RC-5: Line 85-95: My issue with this is equation 1 doesn’t match up with the notation
you are describing. You describe 2%, 2%, and y%,, but these are not shown in
equation 1. You should describe where n and a appear if you use them, or don’t mention
them if you don’t use them.

ANSWER-5: We clarified the notation in equation-1. In Section 3.2, we changed the
notation. Equation 1: the state vector x represent a vector where the entries are the
values on all grid points. The assimilation by NN is performed over each grid point,
where the inputs are the background :ri-’j and observation (or pseudo-observation) v,
with the output being the value z7;.

RC-6: Line 89 and 94: co-variance vs covariance.

ANSWER-5: We did the correction (”covariance”) — Line 89.

RC-7: Line 108: “is” should be “are”

ANSWER-5: We did the correction.

RC-8: Line 110: “can or not be” sounds awkward

ANSWER-8: We rewrite the sentence.

RC-9: Line 111: “or Gaussian one.” The word “one” seems weird here.

ANSWER-9: We changed for ”Gaussian function”.



RC-10: Line 112: You say there are two types (supervised and unsupervised) but you
only describe one (the supervised). It would be good to add what the unsupervised
method is.

ANSWER-10: We included some comments on unsupervised strategy for training, ad-
dressing literature to help a reader.

RC-11: Line 124: “Therefore.... Sparse matrix” needs to be reworked. Since you cite it
in the line before, you could even just remove this line. If you want to keep it in, it needs
a little fixing.

ANSWER-11: We follow the suggestion, and the ”sparse matrix” expression was re-
moved.

RC-12: Line 184: This sentence needs to be improved.

ANSWER-12:

RC-13: Line 186: ‘“regularly” to “regular” OR just remove “regularly” since it’s not
needed.

ANSWER-13: The word "regularly” was removed.

RC-14: Line 190: “l-week data assimilation” what does this mean? This paragraph
reads like you are doing updates every 6 (or 12) hours, with forecasts of 6 hours, and this
is done over many years, but I am confused what is happening for 1 week?

ANSWER-14: Thank you for your commnent. The text was rewritten.
RC-15: Line 236: “also on to determine” I am not sure what you mean here.
ANSWER-15: Thank you for your commnent. The text was rewritten.
RC-16: Line 314: “lets to looking” should probably be “let’s look”
ANSWER-16: We followed the suggestion.

** Major Reviews **

RC-M1: Why train using the 3D-Var solution instead of real observations as the NN
target variable? Was 3D-Var solution the only target variable? How does using the 3D-
Var solution as the target variable compare to using the real observations? By using the
3D-Var solution as the target variable for the Neural Networks, you are estimating the
3D-Var solution and not the observations. I am a little confused at why you would do
that and if it’s beneficial.

ANSWER-M1: Good question. Data assimilation is a process to combine previous
forecasting (background) with observation. Why don’t we substitute predicted grid point
values by observations? Because this implies a data shock in the simulation: There is a
balance among the simulated variables, and such balance is not the same among variables
into real world. Therefore, it is necessary to take into account the equilibrium among
computer variables, but approximating the simulation values with the real dynamical
system state. If our data assimilation (DA) method works well, but it requires a high



computational effort, and this can be a restriction that makes the method unfeasible in
some applications. The latter feature is a motivation to search for an algorithm with
similar numerical efficiency to the applied method but reducing the CPU time.

Therefore, the goal here is to reduce the computational effort, but with similar perfor-
mance of the variational method for data assimilation process.

RC-M2: Only one date (1 day or 1 week) as results, what if those dates are good but
the rest are worse?

ANSWER-M2a: We are using several years as training set, and the learning process
was carried out by using cross-validation. The performance for ANNs is very good for all
years (not shown). But, recovering the results from the training set could not be good
enough to verify if the ANN is effective for data out of the training set. Therefore, we did
28 cycles of data assimilation with data out of the training set,

RC-M2: ... This needs some sort of overall result from all dates. You have the whole of
2019 for testing data, does this change if you have different months? Maybe this method
worked well for February 1st but not so well on other dates. I like the figures for examples
that you have, they really do show what happens at one time, but I think an overall 2019
average for each method would be nice. Maybe a nice year long line graph showing table
3 results for each day would be nice.

ANSWER-M2b: Yes, of course, our results do not represent exhaustive testing. Indeed,
statistics with much more examples are in our list of tasks to be carried out in future work.
The idea is to perform the same numerical experiments for all months in the year 2019.

RC-M2: ... That would really show that the results are not cherry picked (I am not
saying they are, but people could come to that conclusion here without an overall year
plot).

ANSWER-M2c: Thank you for the comment. February was the selected month because
it is the harder month to do a prediction. February is the month with the strongest
thunderstorms in the Rio de Janeiro city, among all months in the year — we added a
comment on that in the manuscript text from climatological data (we cited the reference).
With intense precipitation, February becomes the most difficult month to produce good
forecasting. We include an explanation in the text justifying our choice for February
month: first paragraph in Section 4.3.

RC-M3: This one is related to number 1. If you use the 3D-Var as a target, then your
neural networks are not estimating the system, they are estimating the 3D-Var solution.
In figure 4, your temperature error maps. 3D-Var will be estimating the system, so your
error would be 3D-Var solution minus the real observation. Are you NNs set out like:
1) NN estimating 3D-Var minus real observations, or 2) NN estimating 3D-Var minus
3D-Var solution.

ANSWER-M3: As mentioned answering question 1 (M1), it is necessary to follow the
dynamics in the real world, but taken into account the intrinsic balance from the computer
model. Sophisticated methods for data assimilation were developed for that, but some
of them are not applied yet in operational centers due to the high computational effort
(for example, particle and flow filters). We cited in the introduction that our research



belongs to a set of studies with focus on nowcasting for aviation meteorology. The WRF
is the model to be used for forecasting in this context, and the 3D-Var as an option for
data assimilation. The computer resource for executing WREF' is not a supercomputer,
motivating us to investigate the application of the neural network to emulate 3D-Var.

The performance of all methods for data assimilation is computed considering the analysis
(produced by 3D-Var and/or ANNs) minus observation (Figures 4 and 5).



