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Abstract. The subglacial hydrological system affects the motion of ice sheets ;—the-due to sliding, the location of lakes at

the ice margin, as well as the ocean circulation by freshwater discharge ﬁts—wel-l—as—mafgmal—}akes—aﬂdﬂvef&dlrectl at
the grounding line or via rivers flowing over land. For modelling this sys
hydrology system, a previously developed porous medium concept called

Confined-Unconfined Aquifer System (CUAS) with-evetving-transmissivityis used. To allow for realistic simulations on the
ice sheet scale, we developed CUAS-MPI, an MPI-parallel C/C++ implementation of CUAS, which employs the PETSc in-

frastructure for handling grids and equation systems. We des

s—validate the accuracy of the numerical results by comparing them

with a set of analytical solutions to the model equations, which involve two types of boundary conditions. We then investigate
the scaling behavior of CUAS-MPI and show ;-that CUAS-MPI scales up to 3840 MPI processes running a realistic Greenland

setup. Our measurements also show that CUAS-MPI reaches a throughput comparable to the-throughput-that of ice sheet simu-
lations, e.g. the Ice-sheet and Sea-level System Model (ISSM). Lastly, we discuss opportunities for ice-sheet modelling, future

coupling possibilities of CUAS-MPI with other simulations, and consider throughput bottlenecks and limits of further scaling.

Copyright statement. ©2022 all rights reserved

1 Introduction

The dynamics of ice sheets in Greenland and Antarctica is highly related to the conditions at the ice base (e.g. Engelhardt and Kamb, 1997; 1

. At the base of Greenland, the ice is over at least 33% thawed (MacGregor et al., 2022) at the pressure melting point, with
melt rates reaching as much as 0.19ma~"! in the inland (Zeising and Humbert, 2021) and up to 57mmd="15ma " in outlet

glaciers (Young et al., 2022). Hence, an extensive subglacial hydrological system is expected to exist. In addition, the margins
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of the Greenland Ice Sheet are experiencing massive surface melt in summer (Colosio et al., 2021), which is partially stored in
supraglacial lakes (Schroder et al., 2020). Most of them drain eventually and deliver the water to the subglacial hydrological sys-
tem rapidly (Neckel et al., 2020). As the subglacial system is hidden beneath ice hundreds to thousands of metres-thickieemeters

thick, observations are extremely sparse and establishing a representative mathematical model is challenging. n-the-pasts

Understanding of glacier hydrology has been developed in the past century mainly by investigating mountain glaciers.
Comprehensive overviews are given by (Fountain and Walder, 1998) and Flowers (2015) including the involved processes
observational evidence and numerical modelling. The need to incorporate the effect of subglacial hydrology on the lubrication

of ice masses inspired so-called flux-routing (or balance-flux) schemes, which model the hydraulic potential assuming time-invariant

steady-state water pressures derived from the ice-overburden pressures (e.g. Budd and Jenssen, 1987; Le Brocq et al., 2009

. Due to their simplicity, such thin water sheet models are still in use (e.g. Franke et al., 2021), despite their limitations in

representing the system, most notably their inability of switching between distributed (inefficient) and channelised (efficient

water transport. As they also do not include the water pressure, workarounds are needed to use them in sliding laws of
ice sheet models (Kleiner and Humbert, 2014). A more advanced approach to simulate the inefficient system was made b

Bueler and van Pelt, 2015), which simulate the subglacial hydrology based on Darcy-type flow reformulated into an advection—diffusion-pi

equation for the evolution of the conserved water amount. An early attempt to include the effective pressure from both types,
channels and cavities, into large-scale ice sheet modelling was presented by Arnold and Sharp (2002) based on the work of

A major step in the formulation of subglacial hydrology models was the generalisation of the system into a porous medium
sheet (e.g. Flowers and Clarke, 2002; Hewitt, 2011) resembling a multi-component hydrological system. This development
resulted in more advanced mathematical models, including partial differential equations, with new numerical and computational
demands. The models have in common that they solve a diffusion equation (either for head or water layer thickness) and
that they represent the components of the hydraulic system by evolving pore space, thus the geometry of the drainage space

typically opening by melt and/or ice flow, and closure by ice creep). Werder et al. (2013) developed a model that uses unstructured

meshes with channels at element edges and distributed flow within the element with water exchange between the two components.
de Fleurian et al. (2014) use a double continuum approach with two different porous layers, one for the efficient system and
one for the distributed system, advanced for seasonal evolution of the hydrological system (de Fleurian et al., 2016). While in
these approaches different sets of governing equations are given for the different systems, other approaches rely on one set
of governing equations for both systems: (Sommers et al., 2018) evolves the water layer thickness and allows for a transition
between laminar and turbulent flow by evaluating the local Reynolds number. (Beyer et al., 2018) is based on Darcy flow,
evolves the transmissivity and introduces a confined-unconfined aquifer scheme.

Some of these models are incorporated into ice sheet models or coupled to ice sheet models, which lead to the first
coupled simulations of ice-sheet-hydrology for individual ice stream/glacier systems with advanced hydrology models, as
in Smith-Johnsen et al. (2020), Cook et al. (2020, 2022) and Ehrenfeucht et al. (2023). However, future projection simulations
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Figure 1. Modelling concept of CUAS-MPI. The left side shows the ice sheet and the underlying subglacial system. In the middle the

different forms of the subglacial system are shown (after (Benn and Evans, 2010)). The right part represents the equivalent porous medium

approach and selected variables of the model.

for Greenland (Goelzer et al., 2020) or Antarctica (Seroussi et al., 2020) do not yet include any coupled ice-sheet-hydrolo

models.

Our own work is heavily inspired by the equivalent porous media approach (EPM) for subglacial hydrolo ublished b

de Fleurian et al. (2014, 2016) which led to the development of the Confined-Unconfined Aquifer System model (CUAS, Beyer et al., 201

and its prototype implementation written in the Python language. This EPM approach offers a numerically relatively inexpensive
way of incorporating different elements of the hydrological system, such as a thin water sheet, channelsand-cavity-are-not

Sbut-they-are-inanintegrative-wayrepresented-by-the-, cavities and water transport within the subglacial

sediments. The concept is sketched in Figure 1. Those elements are not resolved individually, but are represented as an effective
transmissivity of the systemequivalent porous medium (right side of Fig. 1), hence the ability to transport water. For-simulating

is-affordable-interms-of compute-time-While the main intention for developing a hydrological model was the influence on the
dynamics of the ice sheet via sliding, other disciplines benefit from these simulations, too. Oceanographers are dealing with the
simulated water flux across the grounding line or glacier terminus as freshwater input into the ocean/fjord system. Hydrologists

need freshwater flux to estimate the discharge available for hydropower as in (Ahlstrgm et al., 2009; Braithwaite and Hgjmark Thomsen, 19

. Anexample-of relevaneeis-
2016; Goelzer et al., 2020; Seroussi et al., 2020). These projections are t
a big influence on the sliding of ice over the bed, projections of the contribution of ice sheets to sea level change will benefit if

ically until the year

next centuries (Nowicki et al.,
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simulations of the subglacial system are available for the same time period. In order to solve problems such as the projection
of the change in the hydrological system until 2100reflecting- Meffects of alteration in seasonal-melt—water-the

we need to compute many time steps at fine resolution, in part1cular around the ice sheet margins, where seasonal melt-vwater

meltwater from the ice surface reaches the base;s

a-effieienteodes—. In order to be able to handle such large systems, we need simulation software that uses parallel computers

Therefore, we developed CUAS-MPI ~€UAS-MPHS—a—p&faHe1—€/€++gwlvlelemplementatlon of the confined—unconfined
The new implementation is written in C/C++ employing process parallelism using the Message Passing Interface (MPI) to
enable the use of large-compuie-ctustershigh performance computers. CUAS-MPI allows file in- and output in the Net€EbBF

format-and-uses PETSe-Network Common Data Format (NetCDF, Rew and Davis (1990)) and uses the Portable, Extensible
Toolkit for Scientific Computation (PETSc, Balay et al. (2021) to handle grids and equation systems. We validated-validate the

numerical results of CUAS-MPI by-comparing-it-with-the-analytie-selution-with known analytical solutions of pumping tests
an unconfined aquifer setup (Jacob, 1963). We show that the numerical results of CUAS-MPI are consistent with the analytical
predictions for both the confined and unconfined cases and for different boundary conditions, indicating an accurate and
credible implementation of the numerical scheme for those cases. On a realistic setup of Greenland, we employed-CUAS-MPL
then-then employed CUAS-MPI with up to 3840 processes, gathering performanee-dataruntime data on relevant code building
blocks with Score-P (Kniipfer et al., 2012). The performance results of this model setup demonstrate that the CUAS-MPT

software is able to harness the power of parallel computing to enable the simulation of relevant and challenging ice models.
The paper is structured as follows: first-we-We explain the underlying model and the software design of CUAS-MPI in

aquifer scheme (CUAS) presented by Beyeret

Section 2. In Section 3 we then-describe a pumping test model problem where analytical solutions are known and compare
them to the results of CUAS-MPI. We then describe a realistic Greenland setup in Section 4.1 —This-setup-then-is-used-and use
this setup in an investigation of the performance and scaling behavieur-behavior of CUAS-MPI in the remainder of Section 4.
Finally we discuss the model and its performance and conclude our work.

2 Implementation of CUAS-MPI

2.1 Model

pewe%ﬁaeﬁme%andﬁmtﬂa%mgeeeaﬁdyﬁamies—%he—ﬁeshwafeﬁﬂu*ﬂ%The subglacial hydrological system is simulated b
a single EPM layer of thickness b between two confining layers — the ice sheet and the glacier bed (Fig. 1). We use the
hydraulic head h, also recognized as the i i i i i i
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EPM-ayer-in-which-the-void-space-isfullysataratedand-ean-thuspiezometric head, to express the water pressure py,, where
h= Pwq) + zn, With water densit , the acceleration due to gravity ¢ and the bed topography z1,. The void space in the

aquifer is considered saturated, and thus, the water transport can be described by Darcy flow. The-transmisstvity-of-the-layeris

We use W = h — zp and distinguish between confined
(b.<%) and unconfined (0 < W < b) conditions. Unconfined conditions may happen if the water supply from, e.g. ice sheet
basal melt, is not sufficient to keep the water system fully saturated. In this case, W describes the saturated thickness of the
aquifer in which Darcy Flow still applies.

The aquifer is described by its transmissivity 7', a measure of the rate at which the water can spread. Very efficient water
transport (high transmissivity) is thought to take place through a channelised system, while a distributed system is known to
lead to inefficient transport —The-iee-sheetis-acting-as-a-confininglayer-(low transmissivity). An increase in 7’ can be thought to
be caused by an increase in the number of channels or an increase in the cross-sectional area of existing channels, although we
do not distinguish between both in our continuum description. The storativity .5 is another property of the aquifer however;

water released from storage per unit surface area per unit decrease in the hydraulic head. Switching between the confined and
unconfined aquifer conditions is facilitated by the effective variables for storativity, S¢, and transmissivity 7. In the following,
we summarise the relevant equations used in the confined-unconfined aquifer system based on the arguments discussed in
Ehlig and Halepaska (1976) and Beyer et al. (2018). The symbols and parameters used in the model are given in Table 1.
The vertical integrated mass balance for Darcy systems is given by (Ehlig and Halepaska, 1976):

S It = V-t Q= V- (L) VR +Q n

with the water input () and the depth integrated water flux q. The effective storativity reads as S.(h) = Ssb+ .S’ (h) with the
specific storage S and

0, h< W
S'(h) =9 (Sy/d)(b—T), b—d<T<b )
Sy, 0<¥<b—d
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in which S, is the yield storage, the ratio of water volume per unit volume which gets released once the aquifer drains.
To allow a smooth transition between the confined and unconfined system, the parameter d, with 0 < d < W, is introduced
Ehlig and Halepaska, 1976). For the experiments presented here, we use d = 0m and, thus, do not apply smoothing in the

vertical direction.

This-equation-is-the-only PDEto-be-numericallyselved;using-effective transmissivity varies according to

T, b<U
To(h) =1 1 3)
U b

As soon as the head sinks below the aquifer height, only the saturated section contributes to the estimation of the transmissivity.
The temporal change of transmissivity is computed b

%—f = %(Vhf —2An""|N|["INT + Bloy|K, @)
where Kis the hydraulic conductivity, p; is the ice density and L is the latent heat of fusion. The first term on the right hand
side represents melting, the second term creep opening/closure and the last term the formation of cavities. The creep term
incorporates the creep rate factor A, the creep exponent 1 and the effective pressure N. The effective pressure is related to the
ice overburden pressure i
that represents the bed undulation,

We have only two state variables in the model (2 and 7') and all other quantities are either parameters or can be derived from

the state variables using equations outlined in Beyer et al. (2018). Boundary conditions are either Dirichlet boundaries with a

is related to the basal ice velocity vy, and a parameter

prescribed head or a no-flow boundaries 7.V = 0 (homogeneous Neumann boundary condition). The later are approximated
by setting the Te = Tho flaw Outside the margin and using the harmonic mean for T directly on the boundary (Patankar, 1980).
For all ocean grid nodes we use a very high transmissivity 7" = Te = Tinas.

The transient flow equation 1is as '

only the fully-implicit time stepping is used in this study to make the solution less dependent on the initial conditions for the
hydraulic head. The transmissivity is updated using an explicit Euler-step-that-does-noetinvelve-a PETSe-solver—Wepresent
equations—can-be—found-inBeyeret-al(2018)-Euler step. The discretisation of Eq. 1 leads to a system of linear equations.
In each time step this system of linear equations is solved using one of the PETSc solvers configured by the user. If an
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iterative solver is used, convergence is decided by the decrease of the residual norm relative to the norm of the right hand
side and the initial residuum (PETSc option —ks
system is written as Az = b, where A denotes the matrix representation of a linear operator, b is the right-hand-side vector,
and z is the solution vector and 7 = b — Az is the residuum vector of for the k-th iteration, then convergence is detected

if ||r < max (rtol * min (||b T atol). The iterative solver will also stop after a maximum number of iterations

maxits), if neither rtol nor atol are reached.

2.2 Seftware-DesignSoftware design

converged _use min_initial residual_ norm). If the linear

CUAS-MPI system matrix
physics CUAS-MPI Solver

PDE: water flow (Eq. 1) 2 ipitialisatio_n
time stepping @

get forcing
CUAS-MPI system kernels CUAS-MPI system kernels @

hvsi . .
physics do some diagnostics

confined-unconfined scheme: NetCDF output @
effective storativity (Eq. 2) CUAS-MPI system matrix @

effective transmissivity (Eq. 3) PETSc linear solver @
transmissivity change:

melt, creep, cavity (Eq. 4)
flux

PETSc NetCDF

effective pressure
wrapper wrapper

Figure 2. Components of CUAS-MPI. The physics modules of the mathematical model are shown in dark blue. The actual solver is sketched

in the red box. Grey boxes denote wrappers interfacing to PETSc and NetCDF.

The starting point of this project was a serial implementation of CUAS (Beyer et al., 2018), partially written in Python;
{Beyer-etal;-2048). While producing good numerical results, its performance was too low for larger setups such as Greentandfor
the sub-glacial hydrology under the whole Greenland Ice Sheet. Our new software design for CUAS-MPI is based on this earlier
implementation: CUAS-MPI again uses regular two-dimensional grids and the physics kernels are implemented analogously
to the Python implementation. They-represent-individuat-equations-But we designed the grids and kernels of CUAS-MPI to
run_in parallel on potentially large HPC systems. Each kernel represents an individual equation of CUAS (see Figure 2 J;
comptited-on-datatocal-to-an-MPIHproeessand corresponding equations in sec. 2.1). The kernels are called from the time step-
ping sequence of the CUAS-MPI solver, which handles the distributed grids and creates and solves the equation system. Fime
an optional parameter specifying either the constant time step or providing the sequence of time steps to be applied in a time

step file. Our implementation is backwards compatible to the setup of the serial version, supporting input data in NetCDF
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format and the same command line parameters. The comprehensive list of the parameters is displayed when executing the
CUAS-MPI executable with the "—help" option. In addition, CUAS-MPI is able to restart from previous runs.

The order of operations in each time step (red box in Fig. 2) may seem odd at first, but under normal circumstances, the

program would stop after writing the NetCDF output (3) as usual if no more time steps are required. There are two main reasons
for the chosen loop structure: First, the model has only two state variables (7, 7)), and all derived quantities can be computed
using the methods implemented in CUAS-MPI system kernels (lower blue box in Fig. 2). This is called "do some diagnostics”
in the figure. We want the model output to be always consistent with the state variables without recomputing them prior to the
output (e.g. Vh is needed for Eq. 4 and later for computing the water flux in Eg. 1). Second, the model can run with minimal
output (option "small” in Tab. 2) for many time steps. If the user later decides that additional output fields are required, a time
slice from the model output can be selected using command line tools for manipulating the NetCDF file, and CUAS-MPI can
be restarted from that slice configured with a zero time step length to compute only the requested derived guantities (see, e.g.
option "normal” in Tab. 2).

We-use-The goal of our code development was to arrive at a software artefact that is performant on current HPC systems
but also maintainable in the light of future HPC system evolution. To that end, we based our development on the well-known
PETSc (Balay et al., 2021) parallel math libraryte-handie-grids-and-equation-systemsin- CHAS-MPE-, PETSc is an open source
software supported by a wide user base and, for example, part of the software stack supported by the U.S. exascale project
https://www.exascaleproject.org/research-project/petsc-tao/. Similarly, to parallelize the NetCDF output, we used the HDF5
library, an open-source product maintained by the not-for-profit HDE group. By basing our development work on these software
infrastructures, we profit both from their maturity and performance on current systems, but also, in particular, from performance

improvements that will be implemented by the community supporting these software libraries down the road.
In CUAS-MPI, We use PETSc with an object-oriented interface we designed to handle our matrices, vectors and grids. In

particular, we employ the distributed memory features of PETSc for grid creation, ghost cell update, and matrix and vector
distribution in the context of two-dimensional structured grids. The grid access is guarded by read and write handles which au-
tomatically trigger ghost cell updates after-data-was-writtenbetween the different parallel processes after each kernel execution.
To distribute data across MPI processes, we use a PETSc feature that ensures that the assembly of matrices and vectors for the
equation system is compatible with the distribution of data across the processes, thereby ensuring low communication costs

during matrix and vector assembly. The solver can be selected by the user from the list of available direct and iterative PETSc

solvers. We use the iterative GMRES solver for the Greenland simulations. Within-our-testing-environment-we-can-also-use For

smaller-scale tests, we also employed the direct solver MUMPSif-the-problem-size-allowsforcomparison.
The regular two-dimensional grids of CUAS-MPI are stored in the standardized file format NetCDF for in- and output.

Different libraries implement parallel read and write operations of-for NetCDF-files: The NetCDF implementation (Rew and
Davis (1990)) with HDFS5, PnetCDF (Latham et al. (2003)) and ParallellO (Hartnett and Edwards (2021)). As all three parallel

1#6-NetCDF libraries have advantages and disadvantages, we implement an adapter class which provides an uniform interface

of the features we require in CUAS-MPI. Thereby we ensure the flexibility to switch between different I/O implementations
and allow easy adaption to future developments. The abstraction layer is able to handle scalars, vectors and grids accordin


https://www.exascaleproject.org/research-project/petsc-tao/

to the format used in CUAS-MPI and pass it to the selected NetCDF implementation. The NetCDF library is always used
for reading, and we also employ it in our experiments. CUAS-MPI supports four levels of output: small, normal, large and

xlarge (Table 2). The small output includes only the absolutely necessary fields. All other fields can be derived. In the three

225 more complex output configurations we write additional analytical information, which is computed in the CUAS-MPI solver

pipeline.
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3 Validation of CUAS-MPI using analytical solutions

To-validate-the-Validating the results of CUAS-MPhwe-compare-the-numerieal-solution-of equation (CUAS-MPI is an essential
task to quantify the computational errors which arise while solving the continuous differential equations in a computationally.
discrete environment, Specifically, we check the consistency of the numerical solutions of CUAS-MPI with suitable analytical
MMW@%%WD in the confined and unconfined eases

implementation of Neumann and Dirichlet boundary conditions, and quantify their error range. The analytical solutions on
which our verification is based were developed in the field of hydrology and are commonly known as pumping tests. The

problem we simulate in a pumping test involves a horizontal aquifer of uniform thickness b, constant conductivity K and a

pump of constant rate €-Q)* that is located at the eenter-centre of the domain and that fully penetrates the aquifer. We eensider
two-situations;-ene-compare the numerical results against the analytical solutions in two cases. One in which the aquifer is

confined ieh-and the model is

Wmme aquifer is unconfined and has—&ﬂfﬁfeeme%}smtssmffpfepefﬁmﬁ}%eih&head—%@hthe
model is nonlinear. Both the confined and unconfined CUAS-MPI simulations were performed with the direct (MUMPS) and
the iterative (GMRES) solver, and the results of the two computational methods were indistinguishable.

3.1 Confined case

For the simulation in a confined case the transmissivit

has an infinite extent, the model has the analytical solution (Theis, 1935)

Q[ Tomd 5
sub(Tpm) = 7 Tt | )

where s = h(x,y,0) — h(z,y,t) is the drawdown, 7., is the distance between the pump to the measurement positions, and W

is constant and the model (Eq. 1) is linear. Assuming that the aquifer

is the dimensionless well function. This exact solution can be tested en-a-despite the bounded numerical domain, as long as the

flow is-remains far from the boundaries. Mereover-analytical-solutions-Indeed, the CUAS-MPI results are in good agreement

10
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Figure 3. Comparison of the CUAS-MPI results for the drawdown to the analytical solutions, for both a confined and unconfined aquifers.

In the confined case the results are compared with analytical solutions for an unbounded domain (Eq. 5) and with the analytical solutions for

a bounded domain (Eq. 6) with a growing number of image wells (M = 24,80, and 288). In the unconfined case, the results are compared

with the approximated solution (Eq. 7). The point of drawdown measurement is 80 m away from the pumping well, for both simulations.

O'=?
Il Pumping well
@ Image recharge well
O Image discharging
well
== Dirichlet boundary
== Neumann boundary

® ® ® gridpoints

= i=3
o’ K- -4 O

)-“
“,

Oi=6 .i=5 .i=4

with Dirichlet conditions at the southern and

western numerical boundaries (blue) and Neumann conditions at the northern and eastern numerical boundaries (brown). The wells outside

of the numerical domain (o, e) are the image wells, each described by the unbounded analytical solution (Eg. 5), which collectively construct

the solution (Eq. 6) for the bounded domain (Ferris et al., 1962). The blue dashed line indicates the profile of Fig. 5.

285 with the analytical prediction s,;, (Eq. 5) until &~ 3 x 10*s, when the flow begins to be affected by the finite boundaries of the
numerical domain (Fig. 3).

11
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Figure 5. (Top) The drawdown along the blue dashed line in Fig. 4 computed by CUAS-MPI and compared with the prediction sj, (Eq. 6),

which accounts for the Dirichlet and Neumann boundary conditions on the left and right, respectively. (Bottom) The difference between the

numerical result and the theoretical prediction indicates an overall small discrepancy.

Moreover, an analytical solution that accounts for a bounded domain can be constructed based on the unbounded solution
(Eq. 5) using the method of images,

from two Dirichlet boundaries

(zero drawdown) and two

(zero drawdown gradient) (Fig. 4), which are

Neumann boundaries

dx — Oy

the two types of boundary conditions implemented in CUAS-MPI. The analytical solution for such a configuration consists of
a superposition of well solutions to image wells placed across the domain boundaries{Ferris-et-al51962)-where-the-solution
aeeufaeybgfewq—mfh—ehe—ﬂumbe%e#fmageﬂﬁeﬂq—siaee}ﬁeaﬂy as illustrated in Fig. 4 (Ferris et al., 1962). Therefore, the analyt-

ical solution

series-for the drawdown in a bounded domain sy, is the series

M

Sb = bounded solutionSub (rpm) + Z Sub (Tim); (6)
i=1

where

s Tim 18 the distance from the pump-ith image
well to the point of measurement. The accuracy of the solution grows with the number of image wells M .
The numerical simulation for the confined case is set up with a domain size of 2000 m x 2000 m, #—is-the-distancefrom

12
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Foverifyb = 100m, S, =10 m~1, .S = 5. b, K = 4.16 x 10" °ms~! and an initial hydraulic head of h(x,y,t = 0) = 300m.
The pumping well has a constant rate of Q* = 0.1 m>s~ !, We find that the CUAS-MPI results are in good agreement with the

bounded analytical solution s; (Eq. 6) for a period that grows longer with the number M of image wells (Fig. 3, 5).

3.2 Unconfined case

For the simulation in an unconfined aquifer the transmissivity is proportional to the head and consequently the model (Eq. 1
is nonlinear. To validate the results of CUAS-MPI in the-non-linear-unconfined-easethis case, we approximate the drawdown

s’ of an-uneonfined-aquifer from-the unconfined aquifer using the drawdown of an equivalent confined aquifer s-s,,, (Eq. 65)

with T'= K h(t = 0) through the relation s—b——/b{—25—+b)-Thisrelation-

s=b— b(b?sub(rpm)>, (7

which is based on the Dupuit-Forchheimer assumption that the horizontal flux is greater than the vertical flux, and provides a

good prediction to-of the drawdown at a-targe-distanee]arge distances from the pump compared to the aquifer thickness (Jacob,
1963).

easethe domain size is set to 4000m x 4000 m and the initial hydraulic head is h(x,y,t = 0) = 99m. We define-set the specific

yield as-Sy=-0-4mto S, = 0.4, which represents a subglacial hydrology system with an EPM approach (de Fleurian et al.,

2014) i i s-, and set the pumping well with a constant rate of @ =0-1m3s—1-

/

ha canfnnd ha A

t a W aiaryacar—Sorato

r-Q* =0.1m>s~'. We find that
the simulation results agree well with the approximated analytical solution for the unconfined case (Fig. 3). Afterwards;—the

4 Performance of CUAS-MPI running a representative Greenland setu

13



335

340

345

350

355

360

365

CUAS-MPI was developed to enable high-performance and high-throughput simulations on up-to-date HPC systems, which
typically consist of many-core nodes connected by a high-speed network. To assess the performance of CUAS-MPI, we
present performance data of CUAS-MPI on the Greenland Setup described in Section 4.1. To be able to compare performance
and scaling behavior of CUAS-MPI across different resolutions, we run, for every resolution, with the results-of the-two
eomputational-methods-were-indistinguishablesame time step of one hour and compute 24 time steps, i.e. one day. As linear
solver, we use GMRES with a Jacobi preconditioner.

We_employ the compiler GCC 11.2, the message passing library OpenMPI 4.1.4, the math library PETSc 3.17.4 and
the data format libraries NetCDF 4.7.4 and HDFS 1.8.22 for our performance experiments. To instrument the code for
measurements, we use Score-P 7. 1. Score-P is a highly scalable performance measurement infrastructure for profiling and event
tracing. The code is compiled using optimization level "-O3" and native processor architecture flags "-march=cascadelake”.
All experiments are conducted on dedicated compute nodes of the Lichtenberg HPC system (https://www.hrz.tu-darmstadt.de/
hlr/hochleistungsrechnen/index.en.jsp) with two 48-core Intel Xeon Platinum 9242 processors and 384 GB of main memory
each, connected with an InfiniBand HDR100 fat tree network providing point-to-point connections between nodes. The Slurm
scheduling system is used for workload management. As such, the Lichtenberg HPC system is representative of the currently.
most commonly used type of HPC s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>