
A learning-based method for efficient large-scale sensi5vity analysis and tuning of 
single column atmosphere model (SCAM) 
 
In this study, Guo et al. explore the u5lity of training a neural network-based surrogate model 
for SCAM (single-column Community Atmosphere Model). The authors conclude that the NN 
model significantly improves computa5onal efficiency without a significant loss in model 
performance and is thus par5cularly useful for parameter tuning, which is explored by studying 
PRECT biases in five different IOPs. While the NN model is indeed a useful tool for parameter 
tuning, the study should undergo major revisions prior to publica5on.  
 
Major Comments 
The paper relies on the premise that SCAM is 5me-consuming to run for these IOPs, sta5ng that 
a single SCAM run can take more than hour to complete. For most user, SCAM should run much 
faster than this and take no more than 5-10 minutes at the most to complete these IOP cases. A 
NN surrogate model would s5ll be significantly faster, but the benefit of it rela5ve to hour-long 
SCAM cases is likely significantly overstated here. It would be nice to see more clear 
mo5va5on/problems outlined in the introduc5on.  

• Lines 217-218: “Even for the SCAM model, which takes more than one hour to finish a 
run, such a combined cost becomes imprac5cal, for combined studies of mul5ple 
parameters.…” - How many nodes are being used for your SCAM baseline case? Properly 
tuned, SCAM should run in a ma_er of minutes and should certainly not take more than 
an hour to run any of these IOP cases.   

• Line 231: “With the compute 5me reduced to less than five percent of the original 
model” – is this based on a SCAM case taking >1hr to run for an IOP? I would ques5on 
that baseline performance.  

• Line 72-73: “Improved balance between cost and accuracy” – The accuracy of SCAM is 
not in ques5on, so I don’t see that the balance between cost and accuracy has 
significantly changed. The cost itself is also not a prohibi5ng factor in running SCAM, as 
it’s already pre_y efficient. The issue with assessing a larger number of parameters oeen 
lies in the tractability of analysis, not computa5onal cost.  

 
More generally, the paper should undergo some restructuring and refining. There are frequent 
references in the introduc5on to points that are not made un5l the methods (i.e., the number 
of samples, error improvements in variables that are not specified, etc.). Ideally, there should be 
a more dis5nct separa5on between the introduc5on (problem statement and relevant 
background) and the methods (specific details of the approach used and the experiments 
conducted here).  

• Lines 164-168: “For example, the Morris sampling (Morris, 1991)… ” – This statement 
feels like it’s nearly iden5cal to the introduc5on (lines 36-42). Overall, sec5on 3.1 seems 
to rehash the background given in the introduc5on rather than describing the specific 
SCAM cases run.  

• Line 183: “At the training stage, we reuse the 768 sets of different parameters and their 
corresponding total precipita5on output …” - What are the 768 different sets of 



parameters? How does this arise from the 11 parameters tested? Is it 768 sets per IOP? 
More detail is needed on the SCAM runs in order to provide context for this sec5on.  

• Sec5on 4.1: I’m not sure how relevant this is to the results shown below; ideally, 
regardless of where SCAM is run, the results should be iden5cal. Would suggest 
removing this full sec5on on use of Sunway TaihuLight, par5cularly as it’s men5oned 
already previously.  

• Sec5on 4.6: It’s unclear to me how this differs from sec5on 4.5; please elaborate further 
in the main text. Did sec5on 4.5 not use the same range of values for all cases? 

• Lines 410-411: “This is also confirmed by the experiments in the next subsec5on.” 
should there be a sec5on 4.7 here that’s being referenced?  

• Lines 408-409: “In addi5on, another scenario was considered: where the parameter 
configura5on is the same among cases”: This paragraph seemed to suggest that another 
experiment was conducted in which the parameters are all set to the same value in 
order to op5mize performance across all five cases; I don’t see results from that 
experiment though.  

• Sec5ons 4.5-4.6: I don’t see an explicit discussion of cases where the op5mal parameter 
values are carried out in SCAM rather than the NN surrogate model to confirm the 
results. The authors should clarify which experiments are conducted in SCAM vs. the 
surrogate, and consider a more explicit discussion of differences that arise when the 
op5mal tuned parameters are used in full, online SCAM runs.  
 

Please also ensure that figures are clearly described both in the text and the cap5ons, and have 
units consistently on the y-axis, if relevant. Some of the plots also have curious signals that 
could be be_er elaborated on in the text.  

• Figure 5: Could you define ‘maximum fluctua5on’ more precisely? Is this the difference 
between lowest and highest PRECT value, and is the value of PRECT output 
hourly/daily/etc?  

• Line 224: “However, the complexity of the calcula5on increases exponen5ally during the 
test, as shown in Table 4.” I’m not sure Table 4 is the right reference here; it shows the 
SA methods used, but does not seem to indicate complexity or cost of these tests.  

• Figure 9: Which SA method is being used in this figure? Units on the y-axis would also be 
helpful.  

• Figure 9: TOGAII seems like PRECT is less sensi5ve to tau than the ARM97 case, which is 
at odds with the heat map in Figure 8. Is there a reason for the apparent discrepancy? 

• Figure 12: Please add units to the y-axis  
• Figure 13: A more detailed descrip5on of this figure in the text would be helpful. It’s 

unclear what improvement is being plo_ed, and what the ‘original’ case in blue is given 
that the ‘enhancement of effects’ on the y-axis is due to the addi5on of NN and/or grid 
searching. Is the blue not the control case then? 

• Figure 14: Similarly, more detail would be useful. What units are the overhead in 
compu5ng given in? Is it obvious that the overhead should be the same for the Original 
and NN cases? 



• Lines 421-422: “we can see that the parameter values taken between the two cases of 
land convec5on are posi5vely correlated in the same parameter space” it’s surprising to 
me that the correla5on is equal to 1 between ARM95 and ARM97 despite apparent 
differences between them in Fig 15. Could the authors elaborate on why this occurs?  

 
Specific Comments  

• Lines 1-2: “The Single Column Atmospheric Model (SCAM) is an essen5al tool for 
analyzing and improving the physics schemes of CAM.” Please specify that CAM in this 
case is the Community Atmosphere Model  

• Lines 6-8: “By reusing the 3,840 instances with the varia5on of 11 parameters…” Suggest 
avoiding using specific numbers like this in the abstract; without an explana5on, it is 
unclear what “the 3,840 instances” are. Either add clarifica5on/context, or remove the 
specific number of instances.  

• Line 15: Should this read “the effects of global climate change”?  
• Line 18: This cita5on of CAM is outdated, please point to the scien5fic ar5cles describing 

CAM instead. The 5tle of this par5cular cita5on in the references points to CAM3 and 
the link itself is broken.  

• Line 18: “Of these components, the Community Atmosphere Model (CAM) (UCAR., 
2020), is the one with the most complexity.” It’s hard to say that more model complexity 
is contained in one model component than another; could the authors clarify/jus5fy 
what’s intended by this statement?  

• Line 20: “Par5cipated in con5nuous numerical integra5on,” - Consider rephrasing for 
clarity; do the authors mean that in coupled climate simula5ons, this is a source of 
uncertainty? 

• Line 22: “However, as a general circula5on model (GCM), CAM takes a long 5me and a 
large amount of resource to run…” Given that ESM is already defined above, the authors 
should con5nue to use that nota5on rather than also defining GCM (unless a dis5nc5on 
is intended, which could be elaborated on).  

• Line 24: “good alterna5ve model” – rephrase for clarity. What’s meant by ‘good’  here – 
cheaper, more efficient, etc?  

• Line 25: What is meant by SCAM only needs “one process”?  
• Lines 28-29: “Sensi5vity analysis (SA) is a method for inves5ga5ng how uncertainty in 

the model output is assigned to the different sources of uncertainty in the model input 
factors, and the par5cipants (Saltelli et al., 2010).” It’s not clear what the par5cipants 
are; please clarify.  

• Line 41: “quasi-random sequence by Sobol (Sobol’, 1967) and other researchers),” please 
specify the other researchers who have established the method so that it can be easily 
referenced by readers. It may also be useful to briefly explain what the “low-discrepancy 
quasi-random sequence” is if relevant to the study.  

• Line 48: “Aeer we iden5fy the important tuning targets in the SA stage” – how are those 
targets usually defined? This hasn’t been explained in the previous paragraph, only that 
there are different methods for sampling parameters. Please briefly note how that 
translates to iden5fica5on of targets (even a sentence should suffice). 



• Line 70: “By reusing the 3,840 instances with varia5ons of 11 parameters” – there is no 
indica5on of where these numbers are coming from or what they refer to. This should 
be introduced in the methods sec5on, so wait un5l that point to elaborate on specifics 
like this.  

• Lines 75-82: please condense into a paragraph rather than bulleted list.  
• Lines 77-79: “By reusing the 3,840 sampling instances…” - Again, where does the 

number of instances come from? And when the authors say the model achieves good 
accuracy, which variables are they referring to (i.e., the “error within 10%” is an error 
across which variables?)  

• Lines 89-91: “case-specific tuned parameters would further reduce the precipita5on 
error by 15% when compared to a set of unified tuned parameters, and suggest a 
poten5al improvement from loca5on-wise parameter tuning in the future.” I did not see 
the discussion of a case where all cases are combined to find the op5mum parameter 
values. Please elaborate further on that in the results sec5on to support this.  

• Lines 98-100: Is it wise to tune for just a single variable (5me-mean PRECT)? Realis5cally, 
when assessing model performance and tuning accordingly, a number of performance 
metrics need to be accounted for beyond the mean of one variable. Could the authors 
elaborate on the validity of selec5ng just one, perhaps? 

• Lines 111-114: “In addi5on, the programs running on Sunway TaihuLight needed to be 
recompiled due to the adop5on of a different archiecture.” - Shouldn’t the model be 
recompiled at build 5me? Is this a unique addi5on to the model, that enables 
compila5on with a non-supported compiler? Is the source code available and going to be 
included in CESM?  

• Lines 184-185: “We set the learning rate…” – could the authors elaborate on if this is the 
most suitable choice of learning rate/batch size? Were other values tested?  

- Figure 5: There’s a rela5vely wide variability in this across cases, with ARM97 and TOGAII 
being the least sensi5ve and GATEIII being very sensi5ve to the number of parameters to 
be tuned. Worth elabora5ng on?  

• Lines 225-226: “…although the effect of tuning four parameters was be_er than tuning 
three parameters, the advantages of the surrogate model in the parameter tuning 
process could not be exploited at this point.” I’m unclear why “the advantages of the 
surrogate model in the parameter tuning process could not be exploited” when using 4 
rather than 3 parameters.  

• Lines 229-230: “combina5ons of three parameters lead to the most significance in 
output” – is this meant to imply the three parameters that drive the most significant 
change in PRECT, or the most significant improvement (assuming those are different, 
they could be the same, but a big change does not necessarily lead to improvement).  

• Lines 255-257: For complete reference, please also explain epsilon and p as they are 
used in Algorithm 1.  

• Line 260: “Meaning average error” – is this meant to be the mean absolute error? Or is 
this something else?  

• Lines 290-292: “We use a total of 7,680 samples, with 1,536 samples for each of the five 
SCAM case.” - Please elaborate on the reason for choosing this number of samples – 



how many values per parameter are enabled by this choice? Is there a clear reason for 
running 1,536 samples per IOP? This also seems like a detail that should be included in 
the methods rather than the results  

• Lines 298-299: “…although the medium point varies from 5 to 12 mm per day, 
demonstra5ng clearly different climate pa_erns.” - How much of this is due to 
differences in the length of the IOP (perhaps one captured more dry days than another, 
for example), or an IOP designed to capture shallow vs. deep convec5on? This may not 
necessarily be indica5ve of obviously varying climate pa_erns. 

• Lines 318-319: “The reason for this difference probably comes from a different 5me of 
year and the forcing field simulated in these two cases.” It would be good to see a more 
confident asser5on here. How different is the 5me of year assessed, is it substan5al 
enough to cause such a change in sensi5vity? How different is the forcing field (and does 
this hypothesize that it’s the large scale T or Q convergence that’s responsible)? Is there 
a difference in the type of convec5on that occurs as well?  

• Line 322-323: “Instead of calling SA methods directly, we use combinatorial analysis of 
the magnitude of change to determine the effect that these parameter combina5ons 
have on the model output.” I’m not sure on what this means, please rephrase for clarity?  

• Lines 330-332: “For example, increasing tau tends 
• to increase total precipita5on in GATEIII, while in the other cases it brings the opposite 

result.” - Is there something special about that case that causes the unique signal?  
• Lines 353-353: “The impact of such differences is even mul5plied” – unclear what is 

meant by this statement; what is being mul5plied here?  
• Lines 366-368: “It is easy to see that in the control experiment there were several spikes 

where the simulated output was significantly higher than the observed values, as was 
the case in the first four cases. Aeer tuning, these spikes are significantly weakened and 
the output is much closer to the observed values.” It looks like this is really only an issue 
in the land-based ARM cases; is that true? It looks like the tuning is s5ll unable to match 
some of the largest rain rates in GATEIII especially but also TOGAII – is there a reason for 
that?  

• Lines 368-369: “This demonstrates the significance of the parameter tuning provided by 
the workflow for model.” Could the authors be more quan5ta5ve here? How much is the 
bias reduced by, for example?  

• Lines 399-400: “It is easy to see that the two land convec5on regions are closer and, 
accordingly, the three tropical convec5on aggrega5on regions are also closer.” It looks 
like the land cases might be fairly different, par5cularly in terms of op5mal pz4 value. A 
table would make it easier to compare the ‘op5mal’ values, even if they’re given by a 
range of what’s marked in red in Figure 15.  

• Lines 402-403: “the distribu5on of the be_er value points is different for different 
parameters even for the same parameter space.” Should this read that the be_er values 
are different for different cases within the same parameter space?  

• Line 404: “In the other three cases, smaller values of tau lead to be_er performance.” It 
looks like the op5mal value of pz4 occurs at/near the minimum range for both GATEIII 



and TWP06 – have the authors tested expanding the lower limit of this variable further 
to see if this is the op5mum value or if it’s being cut off? 

• Lines 405-406: “On the other hand, it also shows that there are differences in the 
distribu5on of parameters that make the results perform be_er in different types of 
cases.” Rephrase? This sounds like it’s saying the same thing as the sentence before it.  

• Lines 407-408: “It can be got that the op5mal value points for the two land convec5on 
cases are close, while the points for the three tropical convec5on cases are even closer.” 
While the GATEIII and TWP06 cases are very similar, the difference in the TOGA case 
challenges the no5on that tropical convec5on cases are closer than what we see in the 
ARM case. Over land, it also looks like the pz4 op5mal values are actually rather 
different; a table would make this argument more convincing and easier to see, 
poten5ally. Or may point to the need for a more nuanced statement.  

• Lines 416-417: “The difference between the two cases lies mainly in the 5me, which 
therefore reflects that there is also a difference in SCAM’s simula5on performance for 
different 5mes.” I don’t see a 5me-based sensi5vity analysis in this; could the authors 
clarify/elaborate? Is this a seasonal difference? Were other alterna5ve hypotheses 
explored to explain the difference in ARM95 and ARM97 (different synop5c condi5ons, 
etc)? 

• Line 419: “the op5mal parameter values for each case can be represented by a vector” – 
I’m not en5rely clear on what this vector would look like; it might help the reader to plot 
said vector on Fig 15.  


