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Abstract. This paper introduces the idealised atmospheric circulation model Bedymo, which combines the quasi-geostrophic

approximation and the hydrostatic primitive equations in one modelling framework. The model is designed such that the

two systems of equations are solved as similarly as possible, such that differences can be unambiguously attributed to the

different approximations, rather than the model formulation or the numerics. As a consequence, but in contrast to most other

quasi-geostrophic models, Bedymo is using sigma-coordinates in the vertical. In addition to the atmospheric core, Bedymo5

also includes a slab ocean model and passive tracer module that will provide the basis for future idealised parametrisation of

moisture and latent heat release. Further, Bedymo has a graphical user interface, making it particularly useful for teaching.

Bedymo is evaluated for three atmosphere-only test cases and one coupled test case including the slab ocean component.

The atmosphere-only test cases comprise the growth of a cyclonic disturbance in a baroclinic environment and the excitation

of Rossby waves by isolated orography, both in a mid-latitude channel, as well as the simulation of a mid-latitude storm track.10

The atmosphere-ocean coupled test case is based on an equatorial channel and evaluates the coupled response to an isolated

equatorial temperature anomaly in the ocean mixed layer. For all test cases, results agree well with expectations from theory

and results obtained with more complex models.

1 Introduction

Since the 1950ies, several studies introduced different quasi-geostrophic (QG; e.g. Charney and Phillips, 1953) and hydrostatic15

primitive-equation models (PE; e.g. Smagorinsky, 1958). Table 1 of Schär and Wernli (1993) lists a more recent selection of

QG and PE models, and the development of idealised models is still ongoing (e.g. Hogg et al., 2003; Maze et al., 2006). Given

this wealth of existing models, why should one develop another model? The main reason for developing the BErgen DYnamical

MOdel (Bedymo) is to combine two approximations – quasi-geostrophy and the dry hydrostatic primitive equations – in one

modelling framework. To our knowledge, there is no other model that combines several approximations in one numerical20

framework. Hence, Bedymo provides the only dynamical core that incorporates two levels in the Held (2005) hierarchy of

models.

Typically, the approach to solve the underlying set of equations is different for each approximation. For example, QG models

usually forecast the QG potential vorticity (QGPV) and diagnose the geostrophic wind and temperature field by inverting the

QGPV (e.g. Charney and Phillips, 1953). In contrast, PE models often forecast vorticity, divergence and potential temperature25
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(e.g. Smagorinsky, 1958). As our main goal is to combine the different approximations in one model, we devise a common

approach that allows to solve the respective set of equations as similarly as possible. In contrast to previous studies (e.g.

Whitaker, 1993; Rotunno et al., 2000), we can then intercompare QG with PE without using different models.

Another reason for starting the model development from scratch was to make use of comparatively new features of Fortran

95 and 2003. These features aid the modularity and readability, and hence maintainability of the source code. In addition to30

the combined QG/PE atmospheric model, Bedymo also includes a slab ocean and atmospheric tracers as optional modules.

Furthermore, the source code is organised in a way to make it easily accessible from Python. Besides allowing for flexible, yet

easy-to-read runscripts, the Python bindings provide the basis for a graphical user interface (GUI) that allows to interactively

run the model and watch the flow evolution “live" while the model is running. All these features make Bedymo an ideal tool

not only for research, but also for education and student research projects.35

2 The model

2.1 Atmospheric dynamics

Our joint approach to solve the equations for QG and for hydrostatic PE is based on the thermodynamic equation, because it

features only small modifications between the different approximations. The only difference is the wind velocity components

used in the advection (Tab. 1). In conjunction with a lower boundary condition provided by the forecasted surface pressure, the40

temperature distribution fully determines the atmospheric state in the QG system via hydrostatic and geostrophic balance. In

PE, the horizontal wind velocity components evolve independently and hence must be forecasted as well.

In both systems, pressure and σ vertical velocity is required to integrate the thermodynamic equation forward in time. In

QG, the pressure vertical velocity follows from an inversion of the omega-equation, which implicitly establishes the three-

dimensional QG-balance, and σ-vertical velocity is derived therefrom. In PE, both vertical velocities are derived from the45

continuity equation, using the divergence of the forecasted horizontal flow and the local surface pressure tendency. In PE, the

local surface pressure is given by the column-integrated mass flux divergence and thus also follows from continuity. In contrast,

in QG the local surface pressure tendency is derived from the pressure vertical velocity at the lower surface, and thus by the

lower boundary condition used for the ω-inversion. This boundary condition is given by the vorticity equation evaluated at the

lower surface such that in QG surface pressure evolves following QG vorticity dynamics.50

In the following, we summarise the model equations for QG and PE. We use a β-plane approximation for the Coriolis

parameter f = f0 +βy. In order to derive a self-consistent QG system, we need to approximate the specific volumes by time-

invariant and horizontally homogeneous background values α= α(σ). This approximation is optional for PE, and we will

introduce and evaluate both variants. All symbols used in the following equations are summarised in Tab. 2.
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2.1.1 Full primitive equations55

The PE equations, as used in Bedymo, are

du

dt
− (f0 +βy)v =−∂φ

∂x
−ασ∂ps

∂x
− ru+D∇2u (1)

dv

dt
+ (f0 +βy)u=−∂φ

∂y
−ασ∂ps

∂y
− rv+D∇2v (2)

α=
RT

σps
(3)

∂φ

∂σ
=−RT

σ
(4)60

dT

dt
− α

cp
ω =

J

cp
(5)

1
ps

dps
dt

+∇σ ·v+
∂σ̇

∂σ
= 0 (6)

In order to provide an energy sink for long and short waves, respectively, the momentum equations include scale-inselective

linear Ekman friction and a scale-selective damping term.

In this system, we infer geopotential φ by integrating the hydrostatic equation (4) upwards, starting from the time-invariant65

surface geopotential φs which represents the model orography. The local surface pressure tendency results from continuity,

∂ps
∂t

=−
1∫

0

∇ · (vps) dσ . (7)

And, finally,

σ̇ =− σ
ps

∂ps
∂t
− 1
ps

σ∫

0

∇ · (vps) dσ , and (8)

ω =−
σ∫

0

∇ · (vps) dσ+σv · ∇ps , (9)70

which closes the system of equations (1)-(6). All other parameters in the equations are either time-invariant fields, constants,

or represent an external forcing.

2.1.2 Homogeneous density approximation

As a first step towards quasi-geostrophy, we first assume horizontally homogeneous density within the PE system. In mathe-

matical form, the approximation α≈ α(σ) resembles the anelastic approximation in Cartesian z-coordinates. However, while75

the continuity equation for the anelastic approximation reduces to that for incompressible flow, the continuity equation in σ-

coordinates is unchanged by this approximation. As a result of this difference, (barotropic) acoustic waves are still supported,

while they are not with the anelastic approximation.
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As a result of the homogeneous density approximation, the pressure gradient terms become linear, because ασ only varies

with height. In fact, using the ideal gas law ασ = RT
ps

, the product ασ becomes constant with an isothermal background state.80

Further, vertical temperature advection is approximated by advection of the homogeneous background state only, σ̇ ∂T∂σ ≈ σ̇Γ

with Γ = ∂T
∂σ .

In summary, the resulting momentum and thermodynamic equations are

du

dt
− (f0 +βy)v =−∂φ

∂x
−ασ∂ps

∂x
− ru+D∇2u , (10)

dv

dt
+ (f0 +βy)u=−∂φ

∂y
−ασ∂ps

∂y
− rv+D∇2v , (11)85

dhT

dt
+ Γσ̇− α

cp
ω =

J

cp
. (12)

Continuity (eq. 6), hydrostasy (eq. 4) and eqs. (7)-(9) that determine the surface pressure tendency and the vertical velocities

all remain unchanged.

2.1.3 Quasi-geostrophy

In QG, the geostrophic wind follows from the geostrophic streamfunction ψg ,90

vg =−k×∇ψg , (13)

which is in turn defined by

f0ψg = φ+ασps . (14)

The prognostic equations are

dgT

dt
+ Γσ̇− α

cp
ω =

J

cp
and (15)95

dgps
dt

=
∂ps
∂t

+vgs · ∇ps = ωs , (16)

in which the surface pressure tendency equation (16) is evaluated at the lower surface (σ = 1), indicated by the subscripts s.

The remaining unknown variables at this point are the vertical wind σ̇ and the pressure vertical velocity ω. Starting from the

following form of continuity

∇σ ·va +
1
p0

∂ω

∂σ
= 0 , (17)100

the pressure vertical velocity can be derived from the ω-equation

s∇2
σω+

f2
0

p0

∂2ω

∂σ2
= 2∇σ · (Q1,Q2) +βf0

∂vg
∂σ

+ f0
∂rζg
∂σ
− f0

∂D∇2ζg
∂σ

− κ

σ
∇2J , (18)

in which Q1 and Q2 represent the two components of the Hoskins et al. (1978) Q-vector

Q1 = +f0
∂vg
∂x
· ∇σ

∂ψg
∂σ

, (19)

Q2 =−f0
∂vg
∂y
· ∇σ

∂ψg
∂σ

. (20)105
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Further, s= s(σ) is a horizontally homogeneous stability parameter

s=−α
σ

cv
cp
− ∂α

∂σ
. (21)

In order to solve the elliptic ω-equation (18), we require a condition for ω at the lower surface. We obtain ωs from the

vorticity tendency equation evaluated at the lower surface. The resulting condition is

αs∇2ωs−
f2
0

p0

∂ω

∂σ

∣∣∣
s

=−vgs · ∇(∇2φs)−βf0vgs− f0rsζgs + f0Ds∇2ζgs , (22)110

in which the subscript s again indicates variables that are evaluated at the surface. Finally, after using ωs to obtain ω for the

entire model domain, we derive σ̇ from

σ̇ =
1
p0

(ω−σωs−σ(vg −vgs) · ∇ps) , (23)

which closes the system of equations.

QG potential vorticity q is not used anywhere in the model. Nevertheless, for reference, q takes the form115

q =∇2
σψg +βy+

f2
0

p0

∂

∂σ

[
1
s

∂ψg
∂σ

]
(24)

in this QG system.

2.2 Ocean dynamics

In addition to the atmospheric component, Bedymo also includes a slab ocean. The slab ocean is intended to represent an

oceanic mixed layer that interacts with the atmosphere on time scales on which the internal ocean dynamics can be neglected.120

Nevertheless, as the oceanic heat transport might play a role even at these time scales, we provide several options to provide

oceanic flow and heat transport.

The only prognostic variable in the slab ocean model is the mixed layer temperature T o,

∂T o

∂t
=− Fsh

ρocopH
−OHT −α(T o−T oe ) . (25)

It can change due to sensible heat exchange Fsh between the ocean and the atmosphere and oceanic heat transport OHT .125

In addition, the model includes a relaxation term towards a prescribed climatological temperature T oe , which may be used to

crudely represent the neglected oceanic circulation (see Tab. 2 for other symbols).

The heat exchange is parameterised with a bulk flux formulation,

Fsh = ρasc
a
pCsh|vas |(T as −T o) . (26)

Here and in the following, atmospheric variables are denoted by a superscript a, and the index s denotes values at the interface130

between the atmosphere and ocean. Details on how these surface variables are defined are given in section 2.4.
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The options for parametrising the oceanic heat transports are

OHT =





0 for a 0.5-layer model,

vo · ∇hT o for a 1-layer model, and

∇ · (uoT o) for a 1.25-layer model.

(27)

The first option represents a motionless ocean, while the other two options differ in the way divergence in the flow field is

treated, with uo denoting the 3D-flow field and vo the horizontal part of the flow. Whereas divergence does not influence the135

mixed layer temperature in the 1-layer model, the 1.25-layer model assumes a compensating vertical flow (positive upwards)

wo =∇h ·vo

that transports water from a lower layer of temperature T o2 into the mixed layer,

∇ · (uoT o) =∇h · (voT o)−





woT o if downwelling, wo < 0 ,

woT o2 if upwelling, wo ≥ 0 .

The temperature T o2 might vary spatially, but is kept constant over time. By not letting T o2 vary with time, we implicitly assume140

the deeper layer to be motionless and to have infinite heat capacity.

Formally, both the 1-layer model and the 1.25-layer model for the OHT do not conserve energy, because the average mixed

layer temperature can change without temperature relaxation or heat exchange with the atmosphere. Upwelling in the 1.25-

layer model lets the average mixed layer temperature approach the deep layer temperature, without the latter changing due to

the downwelling required by continuity. The 1.25-layer model reduces to the 1.0-layer model if T o2 = T o, such that the average145

mixed layer temperature will over time approach the local mixed layer temperature in locations of divergent flow.

The total transporting flow vo = ve +vp is a combination of a user-prescribed flow pattern vp and the wind-driven Ekman-

flow ve. Our formulation of ve also includes a small parameter ε in addition to the standard Ekman flow,

ve =
ρasCD|vas |

ρoH(ε2 + f2)
(εvas − fk×vas ) , (28)

which controls the magnitude of the non-rotating flow excited by wind stresses. This addition results in finite Ekman velocities150

at the equator. Codron (2012) refers to ε as the inverse damping timescale of oceanic currents.

2.3 Numerics

2.3.1 Coordinate system and discretisation

Bedymo uses Cartesian coordinates in the horizontal and a terrain-following pressure coordinate σ in the vertical, which is

defined by155

σ =
p

ps
. (29)
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Variations in surface pressure thus affect the coordinate system throughout the atmospheric column up to the model top at

p= 0.

In both the horizontal and the vertical directions, the velocity components are staggered with respect to the main grid points,

following the C-grid setup of Arakawa and Lamb (1977). Temperature, geopotential, specific volume, and surface pressure are160

all defined on the unstaggered grid.

Bedymo uses the 3rd-order Runge-Kutta time integration scheme in conjunction with a 3rd-order upwind-biased interpolation

of the advected quantities to determine the advective fluxes at the staggered locations of the wind speed components, following

the derivations of Smolarkiewicz (1982) and Tremback et al. (1987). Only for the first grid point inside a lateral wall, a 1st-order

upwind-biased interpolation is used, and analogously for vertical advection in the uppermost and lowermost layer of the model165

domain. The remainder of the model is discretised using 2nd-order centred differences and interpolations.

2.3.2 Elliptical solver

In QG-mode, an elliptic equation has to be solved to determine the vertical velocity. Through extensive testing, we found

the Full Multigrid Method (e.g. Saad, 2003) in conjunction with the Bi-Conjugate gradient Stabilised (BiCGstab) Method of

van der Vorst (1992) to be the most effective and stable configuration for Bedymo. We use BiCGstab both to solve the elliptic170

equation on the coarsest grid and to iteratively refine the solution on finer grids.

2.4 Boundary conditions

The boundaries of the model domain are located at staggered grid points. At the model top, p= 0 and also both vertical

velocities vanish, σ̇ = 0 and ω = 0. At the surface, σ̇ = 0, but ωs 6= 0 as surface pressure can change both locally and in a

Lagrangian reference frame. In QG, ωs is determined through a condition derived from the surface vorticity tendency (eq. 22);175

in PE, it is derived from continuity (eq. 9).

There are two available options for boundary conditions along the lateral boundaries. The first option represents periodic

boundaries in the respective direction, and the second option features an impermeable free-slip “wall” with zero boundary-

normal fluxes.

3 Evaluation180

We subject Bedymo to several test cases to evaluate the performance of the model. We chose different test cases to isolate

pertinent aspects of the atmospheric and coupled dynamics. Furthermore, we chose test cases that have been studied com-

prehensively, such that the expected results are well established. The first three test cases focus on important aspects of the

mid-latitude atmospheric dynamics in isolation. In a fourth test case, we evaluate the PE model in conjunction with the slab

ocean by simulating the coupled response to a temperature anomaly in the ocean mixed layer located at the equator.185
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3.1 Atmospheric test cases

The first atmosphere-only test case evaluates the representation of baroclinic cyclogenesis in a mid-latitude channel on the f

and β-plane, as well as the sensitivity of the baroclinic development to the magnitude of the initial baroclinicity. Second, we

extend the baroclinic channel setup by including temperature relaxation and friction and evaluate the long-term zonal-mean

statistics of the storm track simulated by Bedymo. Finally, test case three evaluates the development towards the stationary190

barotropic Rossby wave response to isolated orography.

3.1.1 Baroclinic cyclogenesis on an f and β-plane

The baroclinic channel for the cyclogenesis test case is 16000km long and periodic in the zonal direction. In the meridional

direction it is 10000km wide and bounded by impermeable walls. We initialise a baroclinic zone with a temperature contrast

of in total about 32K distributed over about 3000km. Temperature stratification is determined by Γ = 0.8Γd, with Γd the195

dry adiabatic lapse rate in sigma-coordinates. This corresponds approximately to an overall Brunt Vaisala frequency N2 =

1.2 ·10−4 s−2. The baroclinic zone is meridionally centred in the channel. There is no initial surface pressure gradient and thus

no initial surface winds. With Coriolis parameters corresponding to a latitude of 50◦N, the baroclinic zone is initially balanced

by a jet of maximum intensity of about 50ms−1 in the uppermost layer (σ = 1/6).

To localise the baroclinic development, we perturb this initial state by a warm anomaly of 2K located at the center of the200

baroclinic zone. The temperature perturbation is invariant with height and has a zonal and meridional extent corresponding to

the width of the baroclinic zone (approx. 3000km). The perturbation is initially balanced by a perturbation thermal wind.

In our control setup, we use the β-plane approximation, as it is this setup we will later extend to multi-decadal storm track

simulations. We will compare this control setup to simulations on an f -plane and to simulations in which we vary the initial

baroclinicity to yield a balanced initial jet of either about 30ms−1 or 70ms−1, respectively.205

The baroclinic development for the control setup and the three model variants is summarised in Figure 1. For the first three

days, the evolution in the three model variants is quite similar (Fig. 1a-f), and only at day 5 structural differences become

apparent between QG and the two PE variants (Fig. 1g-i). In QG, cyclones are considerably larger in scale than in the PE

variants and largely symmetric in size and structure compared to the anticyclones. In contrast, PE cyclones are smaller, more

circular, and surrounded by steeper pressure gradients than PE anticyclones. Further, only PE produces qualitatively realistic210

fronts with near-discontinuities in the temperature field. This is expected from theory, as Hoskins (1975) showed that advection

by ageostrophic winds must be taken into account in order to realistically capture the evolution of fronts.

Comparing the two PE variants, only minor differences occur up to day 5 (Fig. 1h-i). The two most apparent differences

are a slightly slower cyclone intensification with homogeneous density PE, and, potentially related, changes in the temperature

structure. In the homogeneous density PE, cyclone cores are comparatively warmer, and anticyclones comparatively cooler215

than their counterparts in full PE. Given that the only differences between the two PE variants is linearised vertical advection

and a linearised pressure gradient force, it seems implausible that these differences in temperature originate from the linearised
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Figure 1. Baroclinic development in a three-layer channel model on an β-plane for (a,d,g) QG and (b,e,h) homogeneous density PE, and

(c,f,i) full PE. From top to bottom, the rows show the development after (a-c) 1days, (d-f) 3days, and (g-i) 5days lead time, respectively. The

shading shows temperature in Kelvin and barbs the winds in ms−1, both representing the lowest of the three layers at σ = 5/6. The contours

show surface pressure with a contour interval of 10hPa centred on 1000hPa, which contours below 1000hPa dashed. Note that the not the

entire model domain is shown in the y-direction.

vertical advection. Warmer cyclones and colder anticyclones yield an overall somewhat reduced baroclinicity in homogeneous

density PE compared to full PE, which is consistent with the slightly slower intensification in homogeneous density PE.

Considering the growth rate of the eddy kinetic energy, both variants of PE develop somewhat slower and later than QG220

(Fig. 2), with maximum growth rates of 17.7 hours (QG), 19.0 hours (full PE), and 21.1 hours (homo. PE). For our channel

setup, the Rossby deformation radius is approximately 930km (e.g. Vallis, 2006), which implies a most unstable wave length

of about 3600km, and a maximum Eady growth rate of

σE = 0.31
umax
Ld

≈ 1.66 · 10−5s−1 ,

for the control jet intensity of 50ms−1. This corresponds to an e-folding time scale of τE = 16.7hours, which fits quite well,225

in particular with the QG variant.

Further, the simulated evolution generally follows the expectations from theory for varying magnitudes of the baroclinicity.

For a stronger jet of 70ms−1, the Eady growth time scale reduces to 11.9hours. This fits almost perfectly to the simulated
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Figure 2. Growth rate of eddy kinetic energy averaged over 24-hour periods, for (grey-black) the default baroclinicity maximum winds of

50ms−1, (blue) strong baroclinicity with maximum winds of 70ms−1, and (orange) weak baroclinicity with maximum winds of 30ms−1.

The opacity shows the different model variants with opaque, slightly transparent, and more transparent denoting QG, Full PE, and Homo.

PE, respectively.

maximum intensification with a time scale of 11.7hours in the QG variant (darkest blue line in Fig. 2). The two PE variants

are again somewhat slower and later in their development (lighter blue lines in Fig. 2). For the weaker jet of 30ms−1, the230

correspondence between theory and simulation is less tight, with an Eady growth time scale of 27.8hours and a QG maximum

intensification with a time scale of 35.6hours. This might, at least partly, be due to the beta-effect and downstream development

playing a comparatively larger role with weaker baroclinicity. But this cannot be the full explanation, because for full PE the

reduction in the peak growth rate (about 44%) is only slightly larger than the reduction in baroclinicity (40%).

Despite these differences in growth rate, structurally the evolution remains very consistent across the three tested magnitudes235

of the baroclinicity (Fig. 3). Considering lead times normalised by the different jet intensities, the wave structures are nearly

identical within each model variant (columns in Fig. 3), showing that downstream propagation of wave energy scales largely

linearly with the jet intensity despite the considerable amplitude of the waves.

The evolution of the cyclone is qualitatively similar on the f and β-plane for all three model variants (compare Figs. 1 & A1).

In particular the differences in the size and shape of cyclones and anticyclones translate from the β to the f-plane. However,240

at day 5 it becomes apparent that meridional movement is much less constrained on the f-plane compared to the β-plane. The

meridional scale of the synoptic systems is markedly larger, and soon after day 5 the large cold sectors in the zonal center of

the domain start to interact with the southern boundary of the domain.

Overall, the structure and sensitivities of the simulated cyclone development is very much in line previous simulations

of idealised cyclones with more complex models (e.g., Schemm et al., 2013, Terpstra and Spengler, 2015, and the cyclones245

in the colder environments of Tierney et al., 2018). This consistency is not surprising given the much earlier results of for
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Figure 3. Sensitivity of the downstream development in a three-layer channel model on an β-plane for (a,d,g) QG and (b,e,h) homogeneous

density PE, and (c,f,i) full PE. From top to bottom, the rows show the development after (a-c) 8.25days, (d-f) 5days, and (g-i) 3.5days lead

time, respectively. The presented lead times are scaled linearly with the initialised jet speed. Barbs and contours as in Fig. 1, and panels (d-f)

identical to panels (g-i) of Fig. 1 except for the temperature scale.

example Simmons and Hoskins (1978), which used a model similar in complexity to Bedymo to study cyclogenesis. But the

consistency remains worth noting, because these more recent studies typically employ a factor of 5-10 higher resolution in

both the horizontal and vertical and use a full suite of physics parametrisations.

3.1.2 Mid-latitude storm track250

The control setup for the baroclinic instability test case also serves as the basis for long-term simulations to evaluate the

representation of a mid-latitude storm track in Bedymo. In order to achieve a statistically stationary storm track, we follow

Held and Suarez (1994) and add simple parametrisations for three physical processes to the model setup. First, we enable a

temperature relaxation towards the initial state with a time scale of 106s≈ 11.6days throughout the model domain to represent

all process that replenish baroclinicity in real storm tracks. Second, we enable linear Ekman friction in the lowest model layer255

with r = 106 s. Finally, we enable bi-harmonic diffusion that damps 2∆x-waves with a time scale of 105s≈ 28hours. This

time scale increases quadratically with increasing wave length and thus predominantly affects the shortest waves. The storm
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Figure 4. Statistical equilibrium state of the QG and full PE storm tracks, respectively. Color and opacity of the lines are consistent throughout

the panels, with blue lines representing full PE, and orange lines QG, respectively. Transparency indicates the vertical level with the most

opaque lines representing the uppermost of the three layers.

track simulations cover a time period of 32 years of 360 days each, of which the first two years are discarded as spin-up. After

1-1.5 years there is no discernible trend anymore in the distribution of sea-level pressure in any of the simulations, which we

take as an indication that a statistical equilibrium has been reached.260

Because of the absence of any zonal asymmetries, the resulting storm track is zonally symmetric. Figure 4 thus presents the

zonal and time average state for the last 30 years of the simulations. In addition to the average temperature and zonal winds, we

also show the eddy momentum and heat fluxes, in which the temperature and wind perturbations (indicated by primes) are taken

to be the deviations from the zonal-and-time average. These fluxes are interesting, because, for example ∂
∂yu
′v′ < 0 indicates

a convergence of eddy momentum fluxes in the time mean, and analogously for ∂
∂yv
′T ′ < 0 and ∂

∂σ σ̇
′T ′ < 0 that indicate a265

convergence of heat in the meridional and vertical, respectively. To keep the line plots legible, we restrict our presentation and

discussion to QG and full PE.

In QG, the resulting storm track is symmetric and centred on the imposed baroclinic zone. In the angular momentum

budget, weak surface easterlies on either side of the baroclinic zone balance the near-surface westerlies under the jet (Fig. 4a).

Maximum zonal winds in the uppermost level are just below 50ms−1, which would be the wind speed required to thermally270

balance the initial and relaxation temperature gradient in the absence of near-surface winds. Consistent with the mean zonal
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winds, the mean convergence of momentum is symmetric around the imposed baroclinic zone with maximum momentum

convergence at the jet core which is also strongest at the jet level (Fig. 4b). In contrast, heat transports are strongest in the

lowest level (Fig. 4d,e), consistent with the largest deviation of mean temperature from the relaxation state (Fig. 4c). The

described QG storm track is qualitatively similar to the storm tracks produced by other models (e.g., Held and Suarez, 1994;275

Vallis et al., 2004; Frierson et al., 2006; Voigt and Shaw, 2016) and the ones seen in reality (e.g., Figs. 7.7 and 11.8 of Peixoto

and Oort, 1992).

In contrast to QG, the simulated PE storm track is not symmetric around the imposed baroclinic zone. The core of the jet

is shifted poleward at all levels, and near-surface easterlies mainly occur on the equatorward side of the imposed baroclinic

zone. This asymmetry is likely related to the asymmetry between cyclones and anticyclones observed in the cyclogenesis test280

case (Fig. 1). As discussed there, the strongest gradients in both sea-level pressure and temperature occur around cyclones, and

thus on average somewhat poleward of the imposed baroclinic zone (Fig. 1). It thus seems plausible that the time mean reflects

this asymmetry. If this interpretation is correct, the asymmetric storm track would thus be another consequence of taking into

account advection by the ageostrophic winds (cf., Hoskins, 1975; Wolf and Wirth, 2015).

The storm tracks observed on Earth display a similar meridional asymmetry with regards to the surface winds. Near-surface285

easterlies are much more pronounced in the subtropics, on the equatorward side of the baroclinic zone, compared to the polar

regions. Despite the similarity, the mechanisms leading to these easterlies might nevertheless be different. For real storm tracks,

both the Hadley circulation and the spherical geometry of the Earth certainly introduce meridional asymmetries that cannot

be captured in a Cartesian mid-latitude channel. In fact, some setups of the spherical 1-layer QG model of Vallis et al. (2004)

yield meridional asymmetries similar to the one seen here for PE.290

In addition to the asymmetries, the PE storm track features larger heat and momentum fluxes at all levels compared to QG.

Nevertheless, the meridional profiles of these fluxes are generally consistent across QG and PE at all levels. The only exception

is near-surface eddy momentum transport, but here amplitudes are quite small both in QG and PE. Consistent with the more

vigorous heat transport in PE, the average temperature deviations from the relaxation state are larger in PE than in QG. On

the equatorward side of the mean jet, weak but noticeable temperature deviations extend all the way to the southern boundary.295

Interactions with the boundary do however not affect the PE storm track, as the meridional profiles of all parameters remain

nearly unchanged in a simulation with a meridionally wider channel.

Finally, the simulated storm track remains largely consistent across a range of temperature relaxation time scales (Fig. 5).

In addition to the default relaxation with a time scale of 11.6days, we conducted simulations with full PE using time scales of

3.47 and 34.7days, respectively. These simulations are called “weak” and “strong” in Fig. 5, respectively. Within this range of300

parameters, stronger relaxation yields a more vigorous storm track with more intense heat and momentum transports as well

as stronger jets (Fig. 5).

3.1.3 Rossby waves excited by orography

The third and final mid-latitude test case evaluates the developing stationary wave response to isolated orography. Orographi-

cally forced stationary waves are one of the main ingredients determining the zonal asymmetries in the Northern Hemisphere305
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Figure 5. Sensitivity of the full PE storm track to the strength of temperature relaxation. The panels (a-c) here correspond to panels (a),

(b) and (d) in Fig. 4, with the control simulation here being identical to the PE simulation there. Line color and opacity is consistent across

panels.

storm tracks (Held et al., 2002). The test case considered here uses the same mid-latitude channel used in the previous test

cases, but the model is initialised by homogeneous zonal winds of 10ms−1 which are balanced by a surface pressure gradient.

The setup is barotropic, and temperatures thus set to be dynamically inactive by replacing T by T in hydrostasy (4). Orography

is introduced as an isolated Gaussian mountain, meridionally centred in the domain, with a meridional scale of 1500km, a

zonal scale of 500km, and a height of 1000m.310

Figure 6 shows the developing Rossby wave train excited by the mountain for the three model variants. As expected from

theory, the QG response is meridionally symmetric. In contrast, the two variants of the PE again show slight meridional

asymmetries. But overall the response is very consistent in both shape and amplitude across the three model variants. Further,

the response fits qualitatively well to the response expected from linear wave theory (Hoskins and Karoly, 1981; Held et al.,

2002).315

3.2 Coupled tests

In addition to the mid-latitude test case, we subject Bedymo to a test case centred on tropical air-sea interaction. The model

domain remains a zonally periodic channel with a meridional width of 10000km. Zonally, the channel is extended to cover the

actual circumference of the Earth of 40000km and the Coriolis parameter is adapted to represent an equatorial β-plane. As the

model domain contains the equator, we use only the two PE variants of Bedymo for this test case.320

Initial surface air temperatures and sea-surface temperatures (SSTs) are homogeneous 288K except for a +5K SST anomaly

with a radius of 1500km centred on the equator. Below this warm mixed layer is a 15K colder deeper ocean layer without

heat anomaly. In case of the 1.25-layer ocean model, this cold deep water can be upwelled to affect the ocean mixed layer

temperature and thus the SST. The atmosphere is initialised with homogeneous and barotropic easterlies with a wind speed of

10ms−1 that is balanced as far as possible and necessary by a meridional surface pressure gradient. Temperature stratification325

in the atmosphere is as in the cyclogenesis test case, corresponding approximately to N2 = 1.2 · 10−4 s−2. Neither ocean nor

atmospheric temperatures are relaxed.
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Figure 6. Developing stationary Rossby wave response to orographic forcing on a β-plane for (a,d,g) QG and (b,e,h) homogeneous density

PE, and (c,f,i) full PE. From top to bottom, the rows show the development after (a-c) 1days, (d-f) 5days, and (g-i) 9days lead time,

respectively. The shading shows the (barotropic) meridional wind in ms−1. The contours show surface pressure anomaly with respect to the

balanced initial conditions with a contour interval of 4hPa, showing only the surface pressure anomaly associated with the orography. Note

that not the entire model domain is shown in the y-direction.

The initial transient atmospheric response to the surface heating is shown in Figure 7. As the ocean heat transport only has a

minor influence within the initial seven days shown in Figure 7, and as homogeneous density PE and full PE yield very similar

results (cf. Figs. 7 & A2), we here focus on the combination of full PE with the 0.5-layer ocean which ignores ocean heat330

transport (eq. 27).

The initial atmospheric response to equatorial surface heating is consistent with the stationary Matsuno-Gill response derived

in Matsuno (1966) and Gill (1980). The solution consists of a pair of cyclonic vortices, symmetric on either side of the equator,

on the western side of the heating. These vortices represent the Rossby wave-component of the response as derived in Matsuno

(1966). These Rossby waves are accompanied by a (baroclinic) Kelvin wave propagating eastwards along the equator Gill335

(1980). When comparing our transient solution to those in Gill (1980), it is important to remember that Gill (1980) includes a

large amount of damping in order to arrive at a stationary solution. We only apply weak scale-selective damping as described

in the storm track test case, and the excited Rossby and Kelvin waves can thus propagate away from the wave source.
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Figure 7. Developing wave response in response to an equatorial SST anomaly on a β-plane for full PE. From top to bottom, the rows show

the development after (a) 1day, (b) 3days, (c) 5days, and (d) 7days lead time, respectively. The panel setup is as in Fig. 6, but showing wind

in the lowest of three levels (σ = 5/6) and with the contour interval for the surface pressure anomaly decreased to 1hPa. The additional

orange-red contours show zonal wind anomalies relative to the initialisation with a contour interval of 1ms−1 centered around zero and the

±2.5ms−1-contour highlighted.

After 60 days lead time, the atmosphere achieved a near-equilibrium, which is only slowly evolving in tandem with the

evolving ocean. At this time, the coupled solution depends strongly on the chosen parametrisation for the ocean heat transport340

(Fig. 8). We here again focus the discussion on the simulations using full PE, as the homogeneous density PE solutions are

very consistent (cf. Figs. 8 & A3).

With the 0.5-layer ocean, the shape of the initial SST anomaly is entirely intact after 60 days (Fig. 8b), because the ocean

itself does not internally redistribute heat. Nevertheless, the ocean mixed layer lost about a quarter of its initial heat anomaly to

the atmosphere and the SST anomaly decreased by about 1.2K. The atmospheric response is much weaker in amplitude than345

the initial shock-like response to the heating (cf. Figs. 7 & 8a), but it is now following the stationary solution in Gill (1980)

more closely, as the transient response has largely dissipated due to numerical and parameterised diffusion.

With the 1.0-layer ocean, direct wind-induced currents and associated ocean heat transports considerably deformed the SST

anomaly over 60 days (Fig. 8d). With this parametrisation of the ocean-heat transport, diverging currents do not change the

mixed-layer temperature. Atmospheric easterlies induce divergent ocean currents along the equator, thereby increasing the area350

covered by the warm anomaly without decreasing its amplitude. Overall this leads to a slightly larger ocean heat content with

the 1.0-layer compared to the 0.5-layer ocean (compare Fig. 8d and Fig. 8b). Consistent with the slightly larger ocean heat
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Figure 8. Near-stationary wave response to a coupled equatorial SST anomaly on a β-plane for full PE after 60days of lead time. From top

to bottom, the rows show the development of (a) the 0.5-layer model, (b) the 1-layer model, and (c) the 1.25-layer model, respectively. The

panel setup for the left column is as in Fig. 7, but to accommodate the much larger sea-level pressure anomalies in (e), black contours are

shown at -1.5hPa through 1.5hPa in steps of 1hPa as well as at 5 and 10hPa, and zonal wind contours are omitted beyond 2.5ms−1. The

maximum zonal wind anomaly on either side of the equator is about 7ms−1. The right column shows ocean mixed-layer temperatures in

Kelvin.

anomaly, the atmospheric response in the 1.0-layer ocean setup is slightly larger in amplitude than for the 0.5-layer ocean (Fig.

8a,c).

Finally, with the 1.25-layer ocean, divergent currents along the equator lead to the upwelling of considerably colder water,355

leading to large negative SST anomalies along the equator (Fig. 8f). This upwelling is larger in amplitude than the initially

positive SST anomaly, which thus largely disappeared after 60 days. In fact, the coldest SSTs appear just eastward of the

location of the initial SST anomaly, because the initial response intensified the surface winds in this region. With the warm

anomaly largely disappeared, both the SST anomaly field and the atmospheric response is to a first approximation zonally

symmetric (Fig. 8e, f). The colder SSTs lead to a marked increase in surface pressure over the equator and a zonally-average360

meridional flow component away from the equator on either side.

In summary, Bedymo successfully captures both the transient (cf., Matsuno, 1966) and (near-)stationary response (cf., Gill,

1980) to equatorial heating. Beyond these theoretical expectations, the comparison of the different parametrisations of the

ocean heat transport demonstrates that both ocean-internal dynamics and air-sea exchange have a profound influence on the

coupled solution on time scales longer than a week or so. A caveat with this conclusion is that Bedymo so far cannot represent365

dynamical balances in the ocean, and thus cannot represent the ocean gyre circulations in the mid-latitudes.
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4 Conclusions

We introduced a joint approach to consistently solve the quasi-geostrophic (QG) and two variants of the primitive equations

(PE). In all systems, we forecast temperature and surface pressure. In PE, the horizontal wind velocity components also need

to be forecasted, whereas all other variables follow diagnostically in QG.370

We implemented this approach in the BErgen DYnamic MOdel (Bedymo) and demonstrated the feasibility of the approach as

well as the performance of Bedymo on the basis of four test cases. These cases are (a) the baroclinic development of a cyclonic

disturbance, (b) the representation of mid-latitude storm tracks, (c) the excitation of Rossby waves by isolated orography, and

(d) the coupled response of the PE models with a slab ocean to an equatorial temperature anomaly in the ocean mixed layer. In

all cases, the model results agree well with either an analytical solution for the corresponding linearised problem or conceptual375

models.

By successfully combining QG and PE into one consistent model, Bedymo considerably simplifies the comparison of the

dynamical differences between QG and PE, because it eliminates all error sources associated with comparing two different

models. The ability to simply switch between the approximations is especially valuable in cases where the formal validity of

QG becomes questionable. One such example is the treatment of orography, because the assumptions underlying QG formally380

require orographic slopes to be negligibly small.
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Table 1. Summary of the common approach to solve the QG and PE systems. Prognostic equations are marked bold. In this table, u and v

denote advecting wind velocities.
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u, v = (ug,vg) Eqs. (1), (2)
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Table 2: List of symbols. Where ambiguous, superscripts a or o denote atmospheric or oceanic variables, respectively.

Symbol Explanation

x, y Horizontal Cartesian coordinates.

σ Vertical coordinate defined by σ = p
ps

.

ps Surface pressure.

u, v Horizontal atmospheric or oceanic flow

velocity components.

ug , vg Geostrophic flow velocity components.

ω, σ̇ Pressure and σ vertical velocity,

respectively.

ue, ve Ekman flow velocity in the ocean.

up, vp Prescribed flow velocity in the ocean.

u Three-dimensional atmospheric or

oceanic flow velocity vector.

v Horizontal atmospheric or oceanic flow

velocity vector.

f Spatially variable Coriolis parameter

f0, β Spatially constant Coriolis and β = ∂f
∂y

parameters.

s Stability parameter defined in eq. (21).

α, α Specific volume, with α= α(σ) as

with the homo. dens. approximation.

T , Γ Background state temperature profile

and stratification.

φ Hydrostatic geopotential.

ψg Geostrophic stream function defined by

eq. (14).

r Linear (Ekman) friction coefficient.

D Scale-selective damping coefficient.

R Ideal gas constant for air.

cp, cv Isobaric and isochoric specific heat

capacity for air.

φs Constant surface geopotential,

representing orography.

J Specific diabatic heating rate, unit

Jkg−1 s−1.
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Symbol Explanation

Q1, Q2 Components of the Hoskins et al.

(1978) Q-vector.

H Depth of the slab ocean mixed layer.

Fsh Sensible heat transport between the

atmosphere and ocean.

ε Small non-rotating flow coefficient for

wind-driven flow in the ocean.

Csh, CD Exchange coefficients for sensible heat

and momentum fluxes.
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