Dear reviewer, thank you for volunteering your time to review our manuscript and to provide comments, and thank you for the kind words as well. Below, we incorporate and respond to the feedback that you have provided.

The manuscript describes a new model-generated dataset of wind resources for the California coast and compares it to an older dataset used by the wind industry. The manuscript is well written and well organized. The manuscript presents many interesting statistics of the wind climatology in these two datasets, e.g., the climatology of wind shear, wind veer, and "wind droughts". There are no observational datasets of wind in this region above the surface (buoys); thus, the comparison is purely made between two model-generated datasets. One could probably argue that the most recent one is more accurate, but the manuscript shows no evidence that this is true. The appendix contains a short evaluation against buoy data. But the authors well know that this is insufficient because the different surface and PBL scheme could give very different wind profiles (see, e.g., Draxl et al. 2014). My usual question for this type of manuscript is: "what new information does the manuscript provide that will help the scientific community in future investigations?" I cannot find any. Two datasets are compared, they are different in many aspects, but they cannot guide future WRF simulations for wind resource assessment. The information is perhaps valuable for wind farm developers and policymakers, but in my opinion, not to the reader of GMD.

Therefore, my recommendation is that the manuscript is rejected for publication in GMD but perhaps transferred to Wind Energy Science.

In this manuscript, we primarily conduct a model inter-comparison study. We believe these types of studies to be essential, especially for trying to understand uncertainty of modeled wind resource (Research Need #2, from Archer et. al 2014). Model inter-comparison studies are explicitly called for in the “model experiment description papers” category in GMD (fifth bullet at https://www.geoscientific-model-development.net/about/aims_and_scope.html), and as such, we believe this manuscript is an appropriate fit for this journal.

However, we additionally agree that it valuable and timely to compare to the simulations to hub-height wind speed measurements from lidar, which have only recently become available. In this spirit, we conducted a limited validation study for the month of October 2020 that maintains the model-focused nature of this analysis while also increasing the applicability of the conclusions of this paper. This analysis is detailed in the new Appendix B (L 427-447), and we summarize the analysis here.

We use measurements from two lidars—-one deployed off the coast of Humboldt and the other near Morro Bay. As neither CA20 nor the WIND Toolkit contain wind information for October 2020, we run two new month-long simulations. The first simulation uses the same set up as CA20, and the second simulation uses the same set up except YSU is used instead of MYNN, to correspond to the WIND Toolkit setup.
We find that, for this month, MYNN outperforms YSU (Fig. R1). In Humboldt, MYNN wind speed profiles show a bias between 1.0 and 2.5 m s\(^{-1}\)}. The YSU wind speed profiles have a bias that is approximately 0.5 m s\(^{-1}\) larger at all heights. MYNN also shows a smaller RMSE than YSU here. Additionally, MYNN outperforms YSU at Morro Bay in terms of bias and RMSE, although by smaller quantities. The difference in performance at the two locations may be tied to modeled stability: the models at Humboldt show predominantly weakly stable and moderately stable values of the bulk Richardson number, whereas they show a greater spread of stabilities at Morro Bay (Fig. R2).

Thus, this initial comparison suggests that MYNN is more accurate than YSU at these two locations, and therefore, it could be postulated that CA20 is more accurate than the WIND Toolkit. Future studies will expand this analysis beyond a month to study modeled winds under a longer observational window.

Furthermore, we have received your feedback that you cannot find any information that answers the question “what new information does the manuscript provide that will help the scientific community in future investigations?”.

- One major question that the scientific community is investigating is “How sensitive are modeled hub-height winds to different inputs in numerical weather prediction models?” This question has been addressed in GMD articles (see Hahmann et al. (2020)), as well as in other journals that are less application-driven and distant from wind industry (see Hahmann et al. (2015), Yang et al. (2017), and Berg et al. (2019)). Section 3 of our paper directly responds to this question by analyzing average wind speeds across the coast. Sections 3.1--3.3 address how the winds are different, and
Section 3.4 investigates why the winds may be different. Sections 4.1 (Wind Speed Distributions), 4.3 (Stability Analysis), and 4.4 (Wind Shear and Veer) additionally directly address this question. Ultimately, our results in offshore California suggest that average modeled hub-height winds are not particularly sensitive to the period of simulation, forcing from the reanalysis or SST product, and the horizontal domain extent (Figure 6 c-f). In contrast, we find that hub-height winds are sensitive to the PBL scheme and to the WRF version. As discussed in greater detail within the manuscript (L 169-170, L 199-201, L 218-219, L223-224, L227), our findings agree with some scientific studies but disagree with others. As a result, we believe that our study will help guide future scientific investigations, particularly into these areas of disagreement.

• Furthermore, we disagree with the statement that this study “cannot guide future WRF simulations for wind resource assessment” as our study has already informed future scientific investigations. Since this pilot study has been conducted, the National Renewable Energy Laboratory has conducted additional offshore wind resource assessments across many regions of the US including the Pacific Northwest and the Mid-Atlantic (manuscripts in preparation). The modeling decisions made in these new assessments were directly informed by the results of this study.

Also, I have a few more editorial comments:

1. Please revise the figure captions. Most figure captions need further clarification. Many of them lack information on the averaging period. Also, please add (a), (b) labels to all sub-panels. These labels are a requirement from GMD.

We have revisited figure captions and have added averaging period information where it was missing (Fig. 6, Fig. 9). Additionally, all sub-panels have been labeled.

2. Abstract L5-6: "The data set predicts a significantly larger wind resource (0.25–1.75 m s−1 stronger)," Since the units are m s-1. This is wind speed, not wind resource.

Thank you for catching this inconsistency. We have updated the abstract to read “The data set predicts significantly larger mean hub-height wind speeds (0.25–1.75 m s−1)” (L 6).

3. Page 4, the bottom of page: "CA20 applies spectral nudging on a 6-km domain every 6 hours" This statement is incorrect. In WRF, the nudging terms are applied at every time step. But the tendencies used to compute this term could come to 6 hourly data.

Thank you for catching this. The corrected statement now reads “CA20 applies spectral nudging on a 6-km domain using tendencies that are updated at 6 hourly resolution.” (L 94).

4. Page 10, L180. Is the MYNN simulation used as the basis for the stability classes? I think this needs to be clarified.

We have clarified the situation, as stability classes are calculated for both MYNN and YSU. The introduction to this analysis now reads “We diagnose stability in each of the PBL schemes via the bulk Richardson number in the lowest 200 m” (L 173, italics is new text).
5. L210: You write, “The updated product contains higher horizontal resolution (31 km vs 79 km), higher temporal resolution (1 hour vs 6 hours)”. But I understand that you use the 6-hour ERA5 data for the nudging, so this fact is inconsequential.

Thank you for drawing attention to this detail. We generated ERA5 boundary conditions (met_em files) using hourly data. However, we applied spectral nudging a 6 hourly resolution as we did not want to nudge too frequently. We have updated this text to now read “The updated product contains higher horizontal resolution (31 km vs. 79 km), higher temporal resolution (1 hour vs. 6 hour for boundary conditions)” (L 215-216).

6. I don’t see the point of including section 3.4.6. The different factors are clearly interrelated and nonlinear. So why analyze their sum?

Section 3.4.6 provides a linear understanding of sensitivity to all the inputs. Based off of the lead author’s coursework in a graduate-level Uncertainty Quantification course at CU Boulder (taught by Dr. Paul Constantine based off of the professor’s personal notes), this is the typical first step before conducting a larger, non-linear sensitivity study.
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