
Cover letter: 
Dear reviewers and editor Prof. Yuefei Zeng, 
Thanks for the careful reading and insightful comments. We have carefully revised the manuscript 
accordingly. We believe this study is an important advancement for the ensemble-type CO2 flux 
estimation study. And this paper is also a milestone for our COLA system that the long-standing 
mass conservation issue is fixed. And, we have submitted our real data assimilation results to the 
OCO-2 Model Intercomparison Project (OCO2MIP). We got lots of feedback and encouragement 
from the MIP community. The preliminary comparison with other state-of-the-art systems among 
the MIP further verified our methods and the robustness of the COLA system. We hope the revised 
manuscript is appropriate for publishing in GMD. 
 
Sincerely, 
Zhiqiang Liu  
, on behalf of all co-authors 
 
Response to reviewer 1: 
 
The authors investigate the benefit of constraining the CO2 mass when simultaneously estimating 
the CO2 (state variables) and the surface carbon fluxes (parameters) with the LETKF in an idealized 
set-up. The science is valid and benefits the corresponding research field. However, major 
improvements are needed in terms of language and the discussion of the results. I listed the major 
issues of this paper below. 
 
Language: 
Unfortunately the English is very poor, which makes it is sometimes difficult to decipher what the 
authors mean. Some examples: 
- line 66: “The system replaces the GCM …”. What is the GCM replaced with? Is it with GEOS-
Chem? This is not clear from the sentence. 
- line line 207: “To get the prior ensemble ….” What does it mean: “at 1 October 2014 within 30 
days”? 
- line 264: “However, the SC amplitude and the phase are reinvestigated…” I don’t understand the 
word reinvestigated in this context. 
Many articles (“the” and “a/an”) are either missing or are there where they shouldn’t be.   
Response: Thanks for your careful reading. We revised the manuscript in terms of grammar and 
words. In addition, the manuscript was polished by a native speaker from AJE (America Journal 
Expert). 
 
In my opinion there are too many abbreviations introduced, which makes it hard to read the paper. 
Perhaps including a table with all abbreviations would help.    
Response: Thanks for the suggestion. We have deleted some abbreviations and added a table to the 
appendix section (Table. A3). 
 
In the abstract, line 23, the authors state that they introduce a Constrained Ensemble Kalman Filter. 
However, if I am not mistaken, this was introduced by Pan and Wood (2006). 



Response: Thanks for pointing out this mistake. We replaced the word 'introduce' with 'apply'. 
 
Provided information: 
It was necessary to read Liu et al 2019 to understand the current manuscript. I feel that the authors 
did not optimize the selection of information given. For example, the authors chose to write down 
the equations for the LETKF, but did not explain what an “observation window is”. In my opinion 
the authors have 2 choices: 
1) Let the readers explicitly know that this is a follow up paper of Liu et al 2019, so that they know 
they should read Liu et al 2019 first. In this case, a lot of the paper up to section 2.3 should be 
shortened (and also section 3). 
2) Make sure that this paper is understandable without Liu et al 2019. Specific examples of 
information that needs to be added are: 
- explaining the “running in place” principle. This can be very short as is for instance done in the 
abstract of Liu et al 2019.     
Response: Thanks for the suggestion. We prefer the second choice, and we also guide the readers to 
read Liu et al. (2019) for more information. We added a flowchart figure to describe the whole 
COLA system (Fig. 1). It described how AW and OW worked and how the two steps of EnKF were 
applied. We believe this figure could help readers further understand the COLA system. In addition, 
for the methodology section, we further explained the method related to the short assimilation 
window and long observation window (Line 140). 
 
- The authors are estimating the SCF, but the results show fields of FTA. Do they calculate FTA 
from SCF? Clarify! Also, what is E_t in equation 12) (from Liu et al 2019 I deduce it is the time 
average)? 
Response: Thanks for pointing out this. The FTA is part of SCF (SCF=FTA+FOA+FFE, Line 110). 
In the OSSE set-up, we only focus on estimating the FTA, while FOA and FFE are directly 
prescribed as 'background' fluxes (Line 210) that are the same in nature and assimilation runs (Table. 
1). And E_t is the time average. We have added more details to clarify the equation (Line 279). 
 
- Line 66: “The system replaces …” Elaborate on the reasons why the GCM model is replaced. The 
GEOS-Chem model has not been introduced, so the reader does not know that it does not include 
an estimation of transport uncertainties related to the meteorological field. Again, this is well 
explained in the abstract/introduction of Liu et al.2019. Also, the authors should shortly discuss the 
implications of assuming perfect meteorological fields. Is it a reasonable assumption, i.e. are the 
errors small in comparison to CO2 and the SCF in reality? Or do the authors expect it should not 
impact the estimation of SCF a lot? Or is this assumption made to isolate the effect of LETKF_C 
on the SCF?     
Response: Thanks for the suggestion. We briefly add some discussion on this (Line 68). Although 
the online modeling of the atmospheric dynamic could estimate the transport uncertainties. The 
quality of the GCM modeled atmospheric transport is usually poor than the atmospheric reanalysis 
data (e.g., MERRA2). And the computational cost is very expensive. Thus, using the offline ATM 
instead of the online GCM is an appropriate approach. And this approach does not include the 
estimation of transport uncertainties related to the meteorological field, which will lead to additional 
errors for SCF estimation in reality. This assumption is the commonly used in CO2 inversion studies. 



The impact is assumed small but remains to be validated in the future. We can include the 
meteorological field uncertainties by driving the ATM using different reanalysis products for 
different ensemble members. Such a capacity is under development. 
 
- The introduction of COLA is very confusing. Did I understand correctly that COLA is the name 
of the system which uses the GEOS-Chem model as the ATM and LETKF_C (without or without 
CEnKF) as the DA algorithm? Please clarify in the manuscript. 
Response: Thanks for pointing out this mistake. LETKF_C is the system name but not the DA 
algorithm (please see Liu et al. 2019, section 2). Based on the LETKF_C system, the COLA system 
is developed with an improved framework (inflation schemes, CEnKF, etc.). We add more details 
in the introduction section (Line 80). 
 
- How is the inter-annual variation calculated? 
Response: Thanks for the comment. It is calculated using the 12-month moving average method 
(Line 306). 
 
- Many figure captions miss information (for example I assume the shaded region in Figure 4a is 
spread, but it is not stated) 
Response: Thanks for the comment. We have carefully revised the figure captions. 
 
- The RMSER is introduced and is even discussed as if the RMSER is presented, but none of the 
Figures actually show the RMSER. They seem to show the difference compared to the truth. 
Response: Thanks for pointing out this mistake. We have added a table (Table A2) summarizing the 
RMSER of EXP-L, EXP-LC, and EXP-LC. 
 
Science: 
 I am concerned that the authors chose to constrain the CO2 mass on the ensemble mean only. They 
state in line 140: “We further simplified the method by constraining only the ensemble mean state, 
which significantly reduced the computational cost without influencing the performance”. However, 
the authors provide no evidence that the performance is not influenced. By constraining only the 
mean, each ensemble member is free to violate the mass conservation. However, as Pan and Wood 
2006 point out, adding the mass conservation constraint essentially adds physical information to the 
DA process. By not enforcing the mass constraint on each member, a lot of this physical information 
is lost. Also, as the authors point out in line 75, “the impact of mass gain or loss could last for a long 
time”. I would like to add that the impact is not necessarily linear in time, nor symmetric. As a result, 
a CO2 forecast could be very different when constraining each member as opposed to only the mean. 
I think that constraining the mean is still helpful because it will likely (though not guaranteed!) 
reduce the imbalance in each member anyway, but it remains an “ad hoc” solution forced by 
computational restrictions. I therefore think that the authors should do one of the following: 
Do an experiment with all members constrained. It would really be great if this could be done, but 
I am not aware of the computational limitations the authors have. If it is not possible, perhaps a set 
of experiments EXP-L, EXP-LC and EXP_LC2 (where EXP_LC2 corresponds to constraining each 
member) is feasible with a smaller ensemble size? 
Elaborate on this point. Explain that it is not possible to constrain each member and try to justify 



the choice of only constraining the mean and discuss the possible drawbacks. In Figure 11, show 
also the ensemble imbalance spread for EXP-LC, not only EXP-L. 
Response: Thanks for the comment and suggestion. There are two reasons that why we decide to 
constrain the ensemble mean only. 1) The RTPS inflation step will destroy the balance within each 
ensemble member. 2) Computationally expensive when run at high spatial resolution. At the 
beginning, we have applied the CEnKF to constrain each ensemble member. And the computational 
cost of CEnKF was ~10 seconds/cycle. Such cost is comparable to the cost of LETKF and thus 
acceptable (Table A1). But the time cost would increase much when we run at 2×2.5 resolution 
(~15 minutes/cycle). Since more and more CO2 observations will be available in the future, higher 
spatial resolution CO2 data assimilation is urgently needed. Thus, we simplified the method to 
constrain only the ensemble mean that we could run at higher spatial resolution.  
Indeed, we need to clarify the possible effects. We conduct a new experiment (EXP-LCE) that 
constrain each member. We summarized the performance of EXP-LC and EXP-LCE in table A2 in 
terms of RMSER. Our conclusion is that the performance of EXP-LC is similar to EXP-LCE (Line 
294). We hope the new experiment could address the concern. 
 
A large portion of the results is dedicated to evaluating EXP-L with respect to the prior. However, 
this is what was covered in Liu et al 2019. The current paper should focus on the comparison 
between EXP-L and EXP-LC with maybe the prior as a helpful benchmark. I therefore think that 
the abstract sentence on line 28 “At the seasonal scale …” should be deleted. Also because it is not 
clear to the reader that the “improved system” is referring to EXP-L, not EXP-LC. This confusion 
is also very much present in the conclusion, where I also think the improvement of EXP-L over the 
prior should not be highlighted as a result. I therefore also suggest that the authors merge section 
4.1 and 4.2 and basically make all plots with prior, EXP-L and EXP-LC.  
Response: Thanks for the comments. First, I guess the reviewer has misread Figure 5 and 6 (now 
Fig. 6, 7). We presented the EXP-LC but not the EXP-L compared with truth and a priori. As in Liu 
et al. 2019, it only focuses on the global seasonal cycle, while the region seasonal cycle and carbon 
budget has not been discussed. For CO2 inversion studies, the estimation at global scale is much 
more precise compared with the regional scale. And for those who are interested in CO2 inversion, 
they would like to see a comprehensive analysis from global to regional. Thus, we present Figure 
4~7 first that the readers could have a first impression of the COLA system. We organized the article 
in this form so that both CO2 inversion researchers and data assimilation researchers may be 
interested in it. So, we prefer to retain the seasonal scale analysis in both the abstract and main text. 
 
If the reason the authors did not include EXP-LC in Figures 4-7 is that the difference between EXP-
L and EXP-LC is not visible, this should be explicitly stated. Perhaps the authors meant to 
communicate this on line 302, but this was not clear to me. A likely reason for the lack of difference 
is that the SCF are updated using the covariances between CO2 and SCF, which are probably not as 
strongly impacted by the mass constraint as the ensemble mean. One would see a much greater 
effect on a CO2 forecast. 
Response: Thanks for the comments. We further explained this at line 271. Yes, the difference 
between EXP-L and EXP-LC is not visible, and therefore we only presented EXP-LC. Another 
reason for the lack of difference is that LETKF is accurate in estimating the large seasonal cycle 
amplitude. However, the mass loss of ~0.2 GtC/year is much smaller than the seasonal cycle 



amplitude of ~40 GtC/year. While averaging to the annual mean, the ~0.2 GtC/year mass loss 
becomes comparable to the ~1.2 GtC/year carbon sink, and the effect of CEnKF will come in at the 
annual scale. The impact of CEnKF on the CO2 forecast is directly visible (Fig. 12). But such an 
effect will reduce after a long time (Fig. A1). And on the contrary, the impact on the flux will stand 
out after a long time. 
 
The RMSER is introduced but not presented. I feel the RMSER (both as a function of time, averaged 
over space (Figure 4b), and as function of space averaged over time (Figure 7) would be an efficient 
and effective way to present results. I would be interested in both the RMSER of EXP-L with respect 
to the truth, and the RMSER of EXP-LC with respect to EXP-L. 
Response: Thanks for the comments. We have shown the RMSE in Figure 5~7. And the RMSER is 
calculated based on the RMSE. But we did not explicitly show the RMSER. Thus, we added Table. 
A2 to show the RMSER for each region. 
 
More results could be shown. For example, the inflation scheme for C02 is different than in Liu et 
al 2019. It would be nice to show the spread and RMSE (or spread skill ratio) of both CO2 and the 
SCF throughout the experiment period, including the spinup. Also, more could be said and shown 
about in effect the mass constraints have on the SCF increments and covariances between CO2 and 
the SCF. I would also be curious to look at the background RMSER (EXP-L with respect to EXP-
LC) of the background CO2, not only the increments. 
Response: Thanks for the comments and interest. I agree that more results could be showed. But 
this manuscript is focused on the CEnKF impact and the overall performance of COLA. We plan to 
discuss some of them in future works. 
 
Plots: 
Figure 7 and especially Figure 10 are too hard to read. Either make the plots bigger or show the 
RMSER with a colorbar that is centered aroud zero, so that it is easy to spot the improvement regions. 
Response: Thanks for the suggestions. We have made the plot bigger (Fig. 8). For Figure 10 (now 
Figure 11), because there are many grid points that the values are very small (near zero). The relative 
error reduction could be very large that making the plot very noise (Fig. R1). So, we prefer to use 
the original form. 

 

Figure R1: The percentage of the difference of EXP-LC and EXP-L compared with the truth.  
 
 



Response to reviewer 2: 
 
The authors present an improved EnKF approach to consistently estimate atmospheric CO2 
concentrations and surface fluxes from satellite and surface GHG observations. This approach is 
computationally very efficient and has been shown to be able to well reproduce the ‘true flux’ in 
OSSE experiments. Overall, this manuscript is clearly written, and the results are meaningful. But 
I think revisions are needed to address some concerns.    
 
Major comments: 
 
This approach estimates atmospheric CO2 concentrations and surface fluxes simultaneously. But I 
don’t see much assessment of the quality of the resulting CO2 concentrations by comparing with 
the ‘true’ (model) atmosphere etc. I can see some benefits from additional constraint on global 
atmospheric CO2 mass on the a posteriori flux estimate. It is interesting to know how the imposed 
mass constraint will affect the horizontal and vertical CO2 distributions in a long (such as 1 or 2 
years) run. Inconsistency is a potential concern, when adjustments from global atmospheric CO2 
mass conservation (instead of the more solid mass balance between total surface emission/sink and 
atmospheric CO2 mass) are applied only on CO2 distributions but does not the flux distributions 
accordingly. Regions with poor constraints (such as the boreal Eurasia) can be used to ‘dump’ the 
mass imbalance of other better constrained regions, leading to degraded agreements with the ‘true’ 
fluxes (see for example the boreal Eurasia in Figure 9 & 10).   
Response: Thanks for the critical and insightful comment. First, the main purpose of applying 
CEnKF is to improve the SCF estimation without influencing the CO2 forecast. We show that the 
imposed mass constraint has a small effect on the CO2 distributions for each season (Fig. A1). As 
the reviewer points out that there are significant biases over the Eurasia boreal region. However, we 
can see that both EXP-L and EXP-LC show a relatively large CO2 bias (Fig. A1), which indirectly 
shows that the CEnKF has less impact on the CO2 concentration over the Eurasia boreal region. 
And it is the LETKF that causes the bias. Although, the regional budget estimation of EXP-L is 
better over Eurasia boreal region (Fig. 11). This is mainly due to the large dipole deviation of EXP-
L that reduce the regional budget error. And the estimated SCF of EXP-LC is better than EXP-L 
over the north-east of Eurasia. 
 
In my opinion, deviations between a posteriori and the ‘true’ flux (see for example Figures 9 and 
10) are still significant over many regions, in particular over, northern high latitudes. Our 
understanding of the global carbon cycle has been hindered by unquantified discrepancies in the 
posterior fluxes inferred by different top-down flux inversion models. I think, robustness is now 
more important than the computational speed. 
Response: Thanks for the comments. I agree that there are significant deviations over some regions 
at the grid scale. Even though there are many inversion systems, including COLA, that estimate the 
flux at grid scale, but most of the systems have enough faith only on the continental scale like 
TRANSCOM/OCO2MIP regions. This is mainly because of the sparse distribution of the 
observation network. However, this is not saying that the grid point estimation is meanless. It 
reduces the aggregation error and gives much more insights. And most of the deviations are in a 
dipole pattern. When aggregating the flux to the OCO2MIP regions, the precision is significantly 



improved (Fig. 10). Moreover, computationally fast means we can run at higher spatial resolution, 
which could reduce the transport error and improve the estimation. 
 
It would be interesting to know whether the agreement with the ‘true’ can be further improved, for 
example, by using a longer window or using a larger ensemble etc. If possible, it is also interesting 
to know how the traditional top-down inversion will perform in those OSSEs. It become 
increasingly important to understand the discrepancies between different approaches. 
Response: Thanks for the comment. We are also interested in improving the results and comparing 
COLA with other traditional inversion methods. During the last three months, we have discussed 
with the inversion community and got a lot of feedback. However, it is not practical for us to conduct 
traditional inversion, and it is also not the focus of this paper. To address the concern and to know 
the performance of COLA, we have conducted read-data assimilation experiments and submitted 
the results to the OCO2MIP. Some preliminary results of COLA are posted to the OCO2MIP official 
websites (https://gml.noaa.gov/ccgg/OCO2_v10mip). The preliminary comparison shows that 
COLA is well consistent with the MIP ensembles (CT, CAMS, CMS-Flux, etc.), which indirectly 
validate our method and robustness of COLA system. We believe the further analysis of COLA 
among the MIP could help us improve the results and give more insights on how the COLA method 
compared with traditional methods. 
 
Minor comments: 
 
As pointed out by other reviewers, some sentences are ambiguous or poorly structured. There are 
also a lot of typos for example:  Line 304, Page 14: ‘the accululation of the annual global 
imbalances …’  I think the manuscript will benefit from a careful revision.   
Response: Thanks for the suggestions. We have carefully revised the manuscript. And it has been 
polished by a native speaker from AJE (America Journal Expert). 
 
No prior or posterior uncertainties presented in most of Tables and Figures such as Figures 5 and 6, 
and 9. Uncertainty is an important part of data assimilation product, which are particularly useful 
for us to assess whether improvements are substantial.  
Response: Thanks for the suggestions. The error bars are added to Figure 9 and 10. 
 
Figure 10. I’d like to see the difference shown as percentage of the true fluxes.  
Response: Thanks for the suggestion. Because there are many grids with a very small value, even 
the difference is also small, the percentage of the true fluxes could be very large, such as in Northern 
Africa (Fig. R1). We prefer showing the difference in the main text.  
 
Figure 11. Will the increments improve or degrade the agreement with ‘true’ model concentrations? 
Response: Thanks for the comment. The CEnKF increment has a small impact on the model 
concentration at the seasonal scale, that it is hard to say whether the CEnKF will improve or degrade 
the agreement (Fig. A1). And we do not expect an improved model concentration since the purpose 
of CEnKF is to improve the SCF. 
 
 



Response to Editor: 
 
The study introduces the concept of constrained EnKF that is used to improve estimation of CO 2 
in the GEOS-Chem model by conserving the mass of CO2 in analysis updates. The study is 
important to this field, and it is believed that authors spent lots of efforts on preparation of data, 
implementation, and interpretation, however, as the reviewer pointed out, the writing skills are very 
disappointing, there are too many typos, grammar errors, wrong choices of wording and 
incomprehensible phrases. There are much more than the reviewer already listed. Reviewers are 
primarily supposed to provide scientific evaluation of the work. Therefore, I strongly suggest that 
authors do careful cross proof-reading in the revision. 
Response: Thanks for the suggestions. We have carefully revised the manuscript. And it has been 
polished by a native speaker from AJE (America Journal Expert). 
 
There are some other comments from my side: 
 
1. They are too many abbreviations. They are very disturbing while reading. Use abbreviations only 
if they are necessary. For example, it is unnecessary to use "AW" for "assimilation window". 
Response: Thanks for the suggestion. We have deleted some abbreviations and summarized the 
abbreviations to table A3. 
 
2. It would be much easier to understand the mathematical expressions if authors can use thin, bold 
and bold capital to differentiate scalar, vector and matrix. 
Response: Thanks for the suggestion. We have revised the equations. 
 
3. Throughout the paper, it is not natural to use the word of "priori" instead of "background" while 
using "analysis" (not posterior). 
Response: Thanks for point out this. We replace the word of 'prior' with 'a priori' in the main text to 
reduce misunderstandings. In our study and most of the CO2 inversion studies, 'a priori' SCF 
inventory is used to regularize the ill-posed problem. And we use the 'a priori' to perturb the 
ensembles in the inflation step. 'A priori' is different from the background (or first guess) used in 
state-oriented DA (weather/ocean). So, in this paper, we used 'a priori' together with background 
(first guess) and analysis. 
 
4. Can authors provide a flow chart for the algorithm of LETKF+CEnKF? It would be helpful to 
understand how the algorithm works. 
Response: Thanks for the suggestion. We added a flow chart for the overall algorithm (Fig. 1). 
 
5. Can authors illustrate differences between assimilation window, observation window and overall 
window for the run-in-place method? 
Response: Thanks for the suggestion. We have added a flowchart to explain the windows (Fig. 1) 
and added more illustration on this (Line 135).  
 
6. Can authors explain why the RTPS can maintain mass conservation? I am not sure about this. 
Response: Thanks for the comment. First, RTPS can reduce but can not solve the mass conservation 



issue. Because the original error sources come from the flux. The RTPS for CO2 could maintain the 
error structure developed by the flux ensemble. While additive inflation for CO2 will destroy the 
structrue and leading to larger mass loss/gain. 
 
7. Can authors explain more clearly how the initial ensemble is created? Is it a time-lag ensemble? 
Response: Thanks for the comment. We have revised the explanation (line 213). Yes, it is a time-lag 
ensemble.  
 
8. Since OSSE is done in this study, I assume that the observations are created by adding the noise 
to truth. But it seems that real observations are used. Can authors make this more clear in the text? 
Response: Thanks for the comment. We rephrase the illustration of how the pseudo-observations 
are created (line 221). We use the real observation network (time, location, representative error of 
the observation) instead of the real observation values to creat the observations in OSSE.  
 
9. If I understand correctly, authors use the mass of background ensemble mean as the proxy for 
true value. However, this is not the ideal choice, for example, due to forecast error. Can authors 
provide some discussion on this? 
Response: Thanks for the comment. An important rule for CO2 inversion is strict mass conservation. 
We can also use the global mass of analysis CO2 as a proxy to constrain the SCF instead of CO2. It 
should reduce the mass imbalance but can not strictly conserve the mass. From the causal 
relationship point of view, it is the SCF that drives the accumulation/absorption of CO2 mass. So, 
there is no SCF that drives the additional analysis CO2 mass. And this is the reason why we apply 
the CEnKF to the CO2 state. The forecast error of the CO2 distribution could be large, but the 
forecast error of the global mass may be small if the assimilation window is short enough.  
 
1 10. Authors show the importance of mass conservation constraint within data assimilation. Does 
the constraint have some feedback effects on dynamical components of the model? Have authors 
also considered the impacts on the longterm forecasts? Is it important? 
Response: Thanks for the comment. The dynamic component is the CO2 transport. And it has some 
direct feedback effects on the short-term forecast (Fig. 12b, c). But for long-term forecasts, the 
effects could be diluted or smoothed out (Fig. A1). 
 
11. Line 73-74: Zeng and Janjic 2016 showed the LETKF can violate the conservation properties 
(e.g., total energy and enstrophy), and Zeng et al. 2017 introduced a new algorithm which can 
conserve non-linear properties. However, their studies have not showed the imbalanced dynamics. 
For imbalance, it is more appropriate to cite other papers, e.g., Greybush et al. 2011, Bick et al. 2016 
or Zeng et al. 2021a,b. 
Response: Thanks for the suggestion. We have added some of the references (Line 78). 
 


