The authors appreciate the reviewers for the effort to review our manuscript and to provide constructive comments. As suggested, we carefully revised the manuscript thoroughly according to the valuable advices. Listed below are our point-by-point responses in blue to the reviewer’s comments in black. The reviewer’s comments are reproduced (black) along with our replies and changes made to the text in the revised manuscript.

**Anonymous Referee #2**

**General comments:** Aerosol vertical structure is important for investigating global climate change, air pollution transport and control. The authors developed an online data assimilation system for vertical observation by coupling NAQPMS with PDAF, which offers spatiotemporally continuous aerosol vertical profiles. The system can make efficient use of parallel computational resources and produce great improvement in the aerosol vertical structure and surface PM2.5 concentration. Overall, the whole manuscript is within the scope of GMD and well written. I think the research is novelty to impact on other one’s research and could be reconsidered after major revisions.

**Reply:** We thank the reviewer for the positive assessment and constructive suggestions of our manuscript.

**Comment 1:** In previous assimilation studies of satellite products, 6 hr or 12 hr has been chosen as the assimilation window. The whole manuscript is based the analysis and subsequent 1-hr forecast. So why do authors choose one hour as DA window? What is the difference between 1 hr and 6 hr or 12 or in terms of assimilation effect?

**Reply:** The assimilation window denotes the time length of the assimilation period (Wu et al., 2008). I guess the “assimilation window” in this comment actually means assimilation cycling. Therefore, we here reply on the setting of 1-hr as assimilation window and continuous 1-hr cycling, respectively.

Firstly, an EnKF system requires a short assimilation window in order to have the ensemble perturbations evolve linearly and remain Gaussian (Liu et al., 2019), which is different from 4D-Var which do require a long window reduce the effect of the
initially specified covariances (Pires et al., 1996). For the EnKF in general, it is
desirable to use a short assimilation window (Houtekamer and Zhang, 2016). So we
choose 1-hr as assimilation window in our EnKF system (NAQPMS-PDAF) as other
similar studies do (Ma et al., 2020, 2019; Liu et al., 2019; Ha et al., 2020).

Secondly, the assimilation cycling is set as 1-hr in our work. On one hand, the
main reason is that our manuscript focuses on investigating the parallel performance of
NAQPMS-PDAF which is online coupled and the improvement of vertical profiles
after assimilating aerosol extinction coefficient profile. The performance of ensemble
forecast after ensemble filter of 1-hr or 6-hr is not the focus. Therefore, we increase the
frequency of assimilation from every 6-hr to 1-hr. On the other hand, the 6-hr cycling
usually choose 00:00, 06:00, 12:00 and 18:00 UTC as cycle times which is
corresponding to the updated time of FNL data (Ma et al., 2020, 2019; Pang et al., 2018;
Liu et al., 2011). However, this kind of setting may miss key values of aerosol extinction
coefficients as extinction profiles measured by ground-based lidar has large temporal
variability. Finally, the effect of forecast after assimilating ground-based lidar
measurement is larger than 6-hr and even reach to 24-hr (Zheng, 2018).

We perform NP-LIDAR-6HR experiment shown in Table S1 to compare the
assimilation effect between performing 1-hr and 6-hr cycling. Figure S1 and S2 are
scatter plots and frequency distribution of extinction coefficients from the model versus
the ground-based lidar measurements averaged over 5 DA sites and 6 VE sites of FR,
NP-LIDAR and NP-LIDAR-6HR experiment, which are corresponding to Figure 8 and
Figure 9 in our manuscript, respectively. As shown in Fig. S1f, extinction coefficient
scatters are mainly concentrated around the 1:1 line in the NP-LIDAR-6HR experiment
at DA sites. The RMSE and CORR value decreases (increases) from 0.42 1/km (0.33)
in the FR experiment to 0.18 1/km (0.89) in the NP-LIDAR-6HR experiment, showing
that the effect of assimilating lidar measurement with 6-hr cycling is positive. As shown
in Fig. S1e and Fig. S1f, the RMSE value of the NP-LIDAR and NP-LIDAR-6HR
experiment is 0.16 1/km and 0.18 1/km, respectively. The CORR value of these two
experiments is 0.91 and 0.89. Note that the analysis time period in the NP-LIDAR-6HR
is almost 6 times shorter than that in the NP-LIDAR experiment, result in a smaller
number of scatters in Fig. S1f than that in Fig. S1e. Fig. S2c and Fig. S2d also show that the performance of BIAS of the NP-LIDAR experiment is slightly better than that of the NP-LIDAR-6HR experiment with 93% and 92% scatters within |BIAS| < 0.25. It can be found that the statistic performance of the NP-LIDAR experiment is close to that in the NP-LIDAR-6HR experiment, and the performance of the former is slightly better than that in the latter. It means that the performance of assimilating all lidar measurements with 1-hr cycling is slightly better than assimilating the lidar measurements with 6-hr cycling under the current configuration.

As shown in Fig. S1b and Fig. S1c, the RMSE (CORR) value is 0.27 1/km (0.72) and 0.33 1/km (0.60) in the NP-LIDAR and NP-LIDAR-6HR experiment at DA sites, respectively. The frequency of |BIAS| <0.25 is 80% and 75% in the NP-LIDAR and NP-LIDAR-6HR experiments at DA sites, which is shown in Fig. S2a and Fig. S2b. It indicates that the statistic performance of the 1-hr forecast in the NP-LIDAR is better than that in the NP-LIDAR-6HR. It can be explained that the performance of NP-LIDAR is much less affected by the attenuation of data assimilation due to 1-hr is less than 6-hr in the NP-LIDAR-6HR experiment. At the VE sites, the statistic performance of extinction coefficients in the NP-LIDAR (Fig. S1h and Fig. S2e) and NP-LIDAR-6HR (Fig. S1i and Fig. S2f) experiment is nearly close, which both show a significantly improvement than that in the FR experiment (Fig. S1g).

<table>
<thead>
<tr>
<th>Table S1. Summary of the Experimental design in AC2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>FR</td>
</tr>
<tr>
<td>NP-LIDAR</td>
</tr>
<tr>
<td>NP-LIDAR-6HR</td>
</tr>
</tbody>
</table>
Figure S1. Scatter plots of the modeled hourly extinction coefficients at 550 nm versus the ground lidar hourly aerosol extinction coefficients at 532 nm (1/km) of forecasts of FR (a)/(g), forecasts of NP-LIDAR(b)/(h), forecasts of NP-LIDAR-6HR (c)/(i), analysis of FR (d)/(j), analysis of NP-LIDAR (e)/(k), analysis of NP-LIDAR-6HR (f)/(l), which are averaged among DA sites/VE sites. The three dashed black lines correspond to the 1:2, 1:1 and 2:1 lines in each panel.
Figure S2. Frequency distributions of BIAS of forecasts of NP-LIDAR versus FR (a)/(e), forecasts of NP-LIDAR-6HR versus FR (b)/(f), analysis of NP-LIDAR versus FR (c)/(g) and analysis of NP-LIDAR-6HR versus FR (d)/(h), which are averaged among DA sites/VE sites.
Comment 2: The paper chooses ESTKF as the assimilation algorithm. What are the improvements or advantages of this Kalman filter algorithms compared to the previous KF algorithms?

Reply: The error-subspace transform Kalman filter (ESTKF, Nerger et al., 2012) is a recently developed Ensemble Kalman filter (EnKF, Evensen, 1994) variant which is derived from the singular evolutive interpolated Kalman filter (SEIK, Pham et al., 1998) by combining the advantages of the SEIK and the Ensemble Transform Kalman Filter (ETKF, Bishop et al., 2001).

Firstly, EnKF originated from the fusion of extended Kalman filter (EKF, Cohn, 1997) and Monte Carlo estimation methods. By providing flow- and location-dependent estimates of first-guess forecast error, the EnKF can potentially provide analysis and forecasts that are much more accurate than data assimilation schemes which assume that the background error does not vary in time (Whitaker and Hamill, 2002).

Secondly, EnKF and its variants can be categorized in deterministic ensemble filter, where the analysis is found through explicit mathematical transformations (SEIK, ETKF, ESTKF and so on), and stochastic ensemble filters, where perturbed forecasted observations are used (original EnKF). As one of ensemble square root filter algorithms, ESTKF is the former. On one hand, although stochastic filters can handle non-linearity better than the deterministic filters for large ensemble sizes (Lawson and Hansen, 2004), current computational resources restricts us to only use small ensemble sizes for high-dimensional problems. On the other hand, the stochastic filters may add another source of sampling error and underestimate the analysis update because observations assimilated is perturbed.

Thirdly, as mentioned above, the ESTKF is a combination of SEIK and ETKF and the three filters are essentially equivalent apart from computing the ensemble transformation in the error subspace (Vetra-Carvalho et al., 2018). The most significantly difference of ESTKF differs from SEIK and ETKF is that the error-subspace matrix is computed by

\[ L = X' \Omega, \]  

(1)
where it is a projection matrix of size $N_e \times (N_e - 1)$ given by the set of equations as follows:

$$
\Omega_i = \begin{cases} 
1 - \frac{1}{N_e} \frac{1}{\sqrt{N_e} + 1} & \text{for } i = j, i < N_e \\
- \frac{1}{N_e} \frac{1}{\sqrt{N_e} + 1} & \text{for } i \neq j, i < N_e \\
- \frac{1}{\sqrt{N_e}} & \text{for } i = N_e. 
\end{cases}
$$

(2)

where $N_e$ is the number of ensemble members and $i = 1, 2, ..., N_e$.

The ESTKF can exhibit better properties than the SEIK filter, like a minimum ensemble transformation as the ETKF (Vetra-Carvalho et al., 2018). Nerger et al. (2012) conducted a series of numerical experiments to compare the performance of SEIK, ETKF and ESTKF using deterministic and random ensemble transformations. They found that the performance for the ESTKF and ETKF are better than SEIK filter with ESTKF having a slightly lower computational cost.

**Comment 3:** What does “Although the orbits are slightly covered by the model domain, the only difference between the FR and NP-LIDAR experiment is whether ground-based lidar measurements are assimilated (Fig. 12b)” mean? I do not understand this very well. What is the connection between these two sentences?

**Reply:** We agree with the comment. This sentence is really ambiguous and has been revised.

**Changes in manuscript:** We have replaced the “Although the orbits are slightly covered by the model domain, the only difference between the FR and NP-LIDAR experiment is whether ground-based lidar measurements are assimilated (Fig. 12b)” with “Although the orbits are slightly covered by the model domain, the only difference of the averaged profiles between the FR and NP-LIDAR experiment is whether ground-based lidar measurements are assimilated (Fig. 12b)”, please refer to the revised manuscript in Line 529-530.

**Comment 4:** L605: Adding “measured by lidar” after “The aerosol vertical profile” for clarity.

**Reply:** Thanks, we agree with this comment.
Changes in manuscript: We have replaced the “The aerosol vertical profile averaged over VE sites shows a similar shape to that over DA sites” with “The aerosol vertical profile from lidar measurements averaged over VE sites shows a similar shape to that over DA sites”, please refer to the revised manuscript in Line 599.

Comment 5: L675: authors listed several reasons to explain that only assimilating lidar measurements has a weaker performance than only assimilating surface PM2.5 measurements. However, these reasons are just a guess without any detailed analysis. So, these reasons should not be listed in conclusion.

Reply: Thanks, we agree with this comment.

Changes in manuscript: We have deleted “This could be explained by the relatively sparser distribution of lidar sites compared with surface PM$_{2.5}$ measurements and the uncertainties in the spatial representation of lidar data, as well as the errors in the lumped variables of extinction coefficients with multiple contributions by different aerosol components. Moreover, the problem can also be attributed to the discordant relationship between aerosol mass concentration and extinction coefficients both in the simulation and measurements”.

Comment 6: L685: “a systematic data quality control of lidar measurements is urgently needed to solve this problem in future research” should be deleted. The reason is same as the above comment.

Reply: Thanks, we agree with this comment.

Changes in manuscript: We have deleted “A systematic data quality control of lidar measurements is urgently needed to solve this problem in future research”.

Comment 7: Fig. 7: The description of Fig. 7d is missing.

Reply: Thanks, it has been corrected in Line 1202.

Changes in manuscript: We have added “(d) extinction coefficients at 1000 m”.

Please refer to the revised manuscript in Line 1202.

Comment 8: Fig. 12: “(e)” is missing.

Reply: Thanks, it has been added. Please refer to the revised manuscript in Line 1241.

Comment 9: Fig. 15: “2021” should be “2019”.

Reply: Thanks, it has been corrected in Line 1257 of the revised manuscript.
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