
Dear Editor, 
 
Please find in this file our point-by-point responses to the reviews, including all relevant changes 
made in the manuscript. The revised manuscript includes replotted figures, as indicated. We have 
also added an appendix including a summary of statistics of the respective model evaluation plots.  
Based on the Executive Editor’s requests, the Code availability Sect., the Data availability Sect., 
and the Acknowledgments has been changed as follows: 
Code availability  
The EC-Earth3-Iron code is available from the EC-Earth development portal (https://dev.ec-
earth.org/ ) for members of the consortium. EC-Earth3-Iron adds new features to the EC-Earth-
AerChem version 3.3.2.1, which includes the IFS cycle 36r4, the NEMO-LIM3 release 3.6, the TM5-
mp 3.0, and makes use of the OASIS3-MCT version 3.0 coupler. An AMIP reader is also available to 
use ocean prescribed data. Model codes developed at ECMWF, including the atmosphere model 
IFS, are intellectual property of ECMWF and its member states. Permission to access the EC-Earth3-
Iron source code can be requested from the EC-Earth community via the EC-Earth website 
(http://www.ec-earth.org/ ) and may be granted if a corresponding software license agreement 
is signed with ECMWF. The corresponding repository tag is 3.3.2.1-Fe. Currently, only European 
users can be granted access, due to license limitations of the model.  
Data availability 
The Aerosol Robotic Network retrievals of optical depth were downloaded through the AERONET 
data download tool (available at: https://aeronet.gsfc.nasa.gov/, last accessed March 28, 2020). 
Access to the observations of dust concentration from the AMMA campaign can be requested 
through the INDAAF website https://indaaf.obs-mip.fr/ (last accessed May 2021). Other 
observational datasets used for evaluation are available in the referenced articles.  
ERA-Interim data is available through the ECMWF data download site 
(https://apps.ecmwf.int/datasets/data/interim-full-daily/levtype=sfc/, last accessed December 2, 
2019), and the gridded emission datasets, as well as ocean surface conditions used in this work, 
are available through the input4MIPs download tool (https://esgf-
node.llnl.gov/projects/input4mips/, last accessed December 2, 2019). The model outputs relevant 
for this study are stored in the zenodo repository, accessible through: 
https://doi.org/10.5281/zenodo.5752596. 
Acknowledgments [in addition] 
The authors gratefully acknowledge the AERONET and RSMA PI(s) and their staff for establishing 
and maintaining the sites and data used in this investigation. PM10 measurements in 
Banizoumbou (Niger), Cinzana (Mali), M'Bour (Senegal) were performed in the framework of the 
French National Observatory Service INDAAF (International Network to study Deposition and 
Atmospheric composition in Africa; https://indaaf.obs-mip.fr/) piloted by the LISA and LAERO and 
supported by the INSU/CNRS,  the IRD and the Observatoire Midi-Pyrénées and the Observatoire 
des Sciences de l'Univers EFLUVE. 
Please note, that the Code Availability Sect. is based on previous publications of the EC-Earth 
consortium members, recently published (see van Noije et al., 2021, https://doi.org/10.5194/gmd-
14-5637-2021) or accepted for publication (see Döscher et al., https://doi.org/10.5194/gmd-2020-
446, in review, 2021 ) in Geosc. Mod. Dev. We would like also to clarify that for this study our 
model developments are based on the AerChem configuration of EC-Earth (see also Sect. 2.2. in 
the manuscript) thus not all the existed submodels are here used (e.g., LPJ-GUESS, etc.). For this, 
the Code Availability Sect. is limited to the submodels used for this work. 
 
Please find also below our replies to the referees: 
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We thank the reviewer for the careful reading of the manuscript and the insightful comments. Please 
find below our point-by-point replies: 
 
Scientific Comments 
 
SC1. The authors mention that the metastable assumption in ISORROPIA II can lead to 

overprediction of aerosol acidity (i.e., lower pH values) compared to the stable aerosol 
assumption. Can the authors provide some estimate of how this might impact the results 
of the model simulations? For instance, is the atmospheric processing production of SFe 
noticeably larger due to the metastable assumption? It would be good to know how this 
uncertainty in aerosol acidity calculations might impact the multiphase chemistry 
incorporated in the model. 

• We thank the reviewer for this comment. In retrospect, this comment should have been 
rephrased differently: “The metastable assumption produces pH values that are 
different from the stable assumption. Work to date, such as Bougiatioti et al. (2016), 
Guo et al. (2018; 2015) and others identified in the review of Pye et al. (2020), has 
shown that the metastable solution tends to provide semi-volatile partitioning of pH-
sensitive species (like NH3/NH4 and HNO3/NO3) and aerosol liquid water content that 
is closer to observations – at least for when the RH is above 40%. For this reason, we 
assume that the most plausible estimates of acidity are to be obtained with the 
metastable assumption – and we base our simulations on that.” 
Nevertheless, we have further investigated the sensitivity of dissolved Fe to the phase 
state assumption, by running the model (ERA-Interim) for one year with ISORROPIA-
II in the forward mode but following the stable assumption. 

Our results indicate that the total Fe dissolution is lower by ~20 % on average due to 
the total cumulative effects of the different aerosol pH and liquid water content 
predicted. Moreover, the expected location of soluble Fe production is also affected by 
the different aerosol phase state assumptions (i.e., metastable vs. stable), which in turn 
affects the spatial distribution of soluble iron deposition (SFe). The stable aerosol 
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assumption leads generally to lower solubilities in deposition over source regions, such 
as for dust-dominated (~ -1%) as for combustion-dominated (~ -3%). However, the 
larger impact is calculated over the remote ocean (to up to ~ -4%), where high iron 
solubilities are combined with low iron-containing aerosol concentrations. We note, 
however, that dust outflow and wildfire-dominated regions still receive most of the 
soluble iron, in contrast to the Southern Ocean that receives much lesser soluble iron. 

 
SC2. How many passive tracers had to be added to the model in order to simulate all the 

gas phase and aqueous species, and the multiphase chemical reactions, represented in 
Table S2? Did this significantly increase the computational expense of the model? 

• The aqueous phase driver alone accounts for 68 tracers that can either be partitioned, 
dissolved (in the case of minerals), and/or oxidized in the aqueous phase of the 
atmosphere. However, upon the calculation of the aqueous phase chemistry, the model 
does not trace all the different forms of the species participating in the aqueous-phase 
chemistry scheme, meaning that the different aqueous-phase forms are not prognostic 
variables (tracers) in the model, as we also stated in the manuscript. Instead, we trace 
the final concentrations that can be transported and deposited. Thus, for this work we 
account only for tracers needed to properly describe the mineral-Fe solubilization 
processes; specifically, oxalate and glyoxylic acid, as well as the mineral dust-Fe 
according to three dissolution classes; namely fast, intermediate, and slow Fe pools 
(overall, 10 species additionally).  
The aqueous-phase chemistry calculations, nevertheless, do increase the computational 
time of the model. To make it more clear to the reader as the reviewer proposed, we 
added a new subsection (i.e., Sect. 2.6) focusing specifically on the model’s 
performance: “The coupling of the aqueous-phase chemistry scheme along with the 
description of the atmospheric iron cycle for this work increases the model runtime. 
EC-Earth3-Iron uses 109 transported and 33 non-transported tracers, which are 
significantly larger numbers than in the EC-Earth3-AerChem configuration (i.e., 69 
transported and 21 non-transported tracers). Note, however, that EC-Earth3-Iron used 
for this work employs the MOGUNTIA gas-phase chemistry scheme configuration, in 
contrast to the mCB05 configuration used in EC-Earth3-AerChem, which is overall 
found to be computationally more expensive by ~27% alone (Myriokefalitakis et al., 
2020). In the Marenostrum4 supercomputer architecture (2x Intel Xeon Platinum 8160 
24C at 2.1 GHz), the EC-Earth3-AerChem configuration (van Noije et al., 2021) 
simulates 1.85 years per day simulation time (SYPD) with 187 CPUs, while to reach to 
a comparable performance (i.e., 1.41 SYPD) with the EC-Earth3-Iron configurations, 
432 CPUs are required, respectively. This means overall, that the EC-Earth3-Iron 
corresponds to 7353 computation hours per year (CHPY), which is roughly 3 times 
larger than the standard EC-Earth3-AerChem.” 

 
SC3. The standard deviation around the mean of the multi-year OXL (and some other 

species) is very small. Does this mean there is very little interannual variability (IAV) in 
the primary emissions (I see from Table 2 that the primary emissions are constant) and 
precursor species emission, and production/destruction processes? One would think that 
there would be IAV in emission source strength of precursor species, transport/deposition, 
and other meteorological conditions impacting OXL production/distribution. 

• The EC-Earth3-Iron version used for this study is built on EC-Earth3-AerChem (van 
Noije et al., 2021). Thus, we used the same emission set-up for anthropogenic, biomass 
burning, as well as for biogenic and other natural emissions as in van Noije et al. (2021). 
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However, in EC-Earth3-AerChem, the biogenic emissions are prescribed using monthly 
estimates from the MEGAN-MACC data set (Sindelarova et al., 2014) for the year 
2000, as produced by the Model of Emissions of Gases and Aerosols from Nature 
(MEGAN) version 2.1 under the Monitoring Atmospheric Composition and Climate 
(MACC) project. Accounting that OXL is mainly produced from precursors of biogenic 
origin (i.e., mainly isoprene), we do not thus expect a strong IAV on the calculation of 
its production, i.e., in EC-Earth the OXL production is 12.61 ± 0.06 Tg yr-1. On the 
other hand, the primary emissions of OXL, although very uncertain as we note in the 
manuscript, are very low based on the published estimates and are not expected to have 
a substantial impact on OXL atmospheric concentrations. Note that in Table 2 we 
provide the average of the simulated period (see also caption), but in the text, we also 
provide the IAV, i.e., 0.373 ± 0.005 Tg yr-1; see also Sect. 3.1.1. Nevertheless, we here 
present simulations only for a short period (2000-2014) of present-day, thus no 
important IAV is expected. 

 
SC4. The paper is very dense. The amount of quantitative values for species emission, 

production/destruction, deposition, and evaluation statistics of each species, and 
comparison to other recent studies, presented in the text of the article is a bit 
overwhelming. It makes reading and understanding the manuscript difficult. After much 
effort I feel that all the values seem reasonable; however, this took significant effort. This 
might impact the effectiveness of presenting the important results of this paper. I don’t 
think this is 100% necessary, but I would suggest that the authors think of ways to simplify 
the text of the paper. 
• This manuscript aims to include the most important information about the calculations of 

the precursors of oxalate and how this can impact Fe-containing minerals dissolution. Such 
a layout can help the reader to have in one place all the critical information concerning the 
chemistry calculations, along with a comparison to other state-of-the-art studies. This 
layout is, thus, necessary to describe the complex chemical formation pathways of OXL 
and its precursors, as in other studies available in the literature (e.g., Lin et al., 2012; Liu 
et al., 2012; Myriokefalitakis et al., 2011), as well as to provide enough references to guide 
the reader for further reading. 

 
SC5. How important is the comparison of the model results, in all sections of the 

manuscript, with both sets of meteorological fields? I almost think this part of the 
manuscript could be a supplemental section. This would reduce the density of the article’s 
information in the main body of the paper. 

• Our goal here is to couple a chemistry scheme that can satisfactorily simulate the 
aqueous-phase production of oxalate to properly simulate the mineral Fe dissolution 
processes in the atmosphere. However, using only the calculated (online) meteorology 
of EC-Earth, we cannot come to a safe conclusion based on present-day observations 
concerning the actual strength of oxalate production in the aqueous phase of the 
atmosphere, due to biases in the meteorological conditions that unavoidably exist in an 
ESM. On the other hand, the ERA-Interim setup allows constraining the model with the 
observations-based assimilated meteorological data and is therefore used for the budget 
analysis and comparison with other modeling estimates from the literature. All in all, 
the comparison with ERA-Interim is used to explore uncertainties regarding the 
aqueous-phase chemistry scheme in EC-Earth and thus its impact on Fe-containing 
aerosol solubilization processes. For this, we keep in the discussion the results of both 
sets of meteorological fields. 
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Technical Comments 
 
TC1. Line 563. considered in that latter study. 

• Corrected. 
 
TC2. The use of “~”. The authors use the approximation symbol for nearly every value 

presented in the manuscript. It seems that the values are often pretty exact (e.g., line 576 
for the atmospheric lifetime of 5.7 days) and likely do not need this symbol. 
• Corrected. 

 
TC3. Line 583. “calculates that is ~ 3 % lower” needs rewording.  

• Rephrased as “while in EC-Earth is calculated 3 % lower.” 
 
TC4. Line 603. are is produced. 

• Corrected. 
 
TC5. Line 661. downwind of land areas. 

• Corrected. 
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We thank the reviewer for the careful reading of the manuscript and the insightful comments. Please 
find below our point-by-point replies: 
 
Specific Comments 
 
SC1. Please double check the level of significance throughout the manuscript. There are 

some instances of where a higher precision is given than likely should be. Also please be 
consistent with the level of precision within a given paragraph, best to not let it vary 
without giving the justification. 
• We have revised the manuscript and have corrected the level of precision. 

 
SC2. When reporting the average for shipborne observations (and comparing to the model) 

it is recommend using the median and not the mean (or give both). This is how the 
observational papers report these values (e.g., any Baker et al. paper) and a full reasoning 
is given in (Hamilton et al., 2019) outlining why for such sparse (spatially and temporally) 
datasets the mean can often be misleading. Using the median may also result in a better 
model: obs correlation. Please add medians and alter discussion where needed. 
• Medians have been added and the presentation of the model comparison with observations 

has been adapted accordingly in the revised manuscript. 
 

SC3. Maybe useful to point to Table S2 earlier within the introduction to help guide the 
reader through the many reaction mechanisms discussed. 
• In the introduction, we refer to the reactions available in the literature that can take place 

in the aqueous phase of the atmosphere. In Table S2, however, we do not include all the 
available aqueous-phase reactions, but only those included in our chemistry scheme. As 
we have also indicated in the manuscript, such a level of complexity (i.e., as described in 
the introduction) cannot be implemented in a global modeling study. Thus, we use Table 
S2 to only present and discuss the aqueous-phase chemistry scheme of this study (including 
the simplifications unavoidably adopted for this work) and not the generic chemistry 
equations. Nevertheless, we believe that we provide enough references to guide the reader 
for further reading. 

 
SC4. Methods: Please describe the aerosol model further. Some points to include for 

example would be mixing assumptions (internal vs. external), which modes the iron 
aerosol goes into (and if ageing of aerosol information is needed please add), how the 
aerosol number concentrations are calculated and the associated new constants used for 
iron aerosol, the vertical distribution of biomass burning emissions (if any), and how dry 
and wet deposition are handled (briefly). There may be more beyond this list too. 
• Aerosols are described with the size-resolved modal microphysics scheme M7 (Aan de 

Brugh et al., 2011; Vignati et al., 2004). M7 uses seven log-normal size distributions or 
modes with predefined geometric standard deviations. There are four water-soluble modes 
(nucleation, Aitken, accumulation, and coarse) and three insoluble modes (Aitken, 
accumulation, and coarse). The aerosol module is however described in a rather detailed 
manner in several previous publications of the model such as van Noije et al. (2014) and 
more recently in  van Noije et al. (2021), which presents the EC-Earth3-AerChem version 
of the model that is the base of our developments, as explained in the manuscript. Since for 
this work, we did not change the aerosol module of the model, and  the paper is already 
very dense and lengthy, we believe that it is unnecessary to repeat the same information, 
and it is better to refer to van Noije et al. (2021). Overall, the iron species are added to the 
model on top of the aerosols already present, they follow the same size distribution as the 
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original aerosols represented in the model (accumulation and coarse, soluble, and 
insoluble). 
The following sentences are added in the revised manuscript: “M7 uses seven log-normal 
size distributions with predefined geometric standard deviations, including four water-
soluble modes (nucleation, Aitken, accumulation, and coarse) and three insoluble modes 
(Aitken, accumulation, and coarse). Note that the new developments of this work are added 
to the model on top of the aerosols already represented by M7, and that the new aerosol 
components are introduced using the existing M7 modes.” 

 
SC5. If Fe fractions are used to generate combustion iron emissions, how are the coarse 

sized emissions of carbonaceous aerosol estimated? CMIP6 inventories have assumed all 
BC and OC is in the accumulation mode. 
• This work is not focused on the calculation of the iron combustion emissions but on the 

atmospheric dissolution processes of Fe-containing aerosols, and for this we just used the 
respective emissions as calculated by Ito et al. (2018). Thus, we applied here the derived 
emission factors (per sector) of fine and coarse-sized combustion iron emissions on the fine 
carbonaceous aerosol emissions available from CMIP6. According, however, to Ito et al. 
(2018), the emissions of total and coarse particulate matter are calculated by those of PM1 
(with the term PM1 we refer to OC, BC, and particulate inorganic matters). The sub-micron 
and super-micron Fe emissions are then estimated by the respective Fe contents of sub-
micron and super-micron particles. For more detail, please see also our reply in SC20. 

 
SC6. Please add the required additional model simulation time (e.g., core hours) for the 

new tracers and chemistry. It may be easiest to give both the base model EC-Earth3 run 
time and the new EC-Earth3-Iron runtimes. 
• A new subsection (i.e., Sect. 2.6) focused on the model’s performance is added in the 

manuscript. Please see also our reply to Reviewer#1’s SC2. 
 
SC7. Using a hematite fraction of 66% iron (Table S1) is higher than other studies (e.g., 

(Journet et al., 2008) gives 57.5%). What is the reasoning for using this value? 
• The hematite estimate in Claquin et al. (1999) and Nickovic et al. (2012) is commonly used 

as a proxy for iron oxides. The value used in our model follows the same approach as in 
Nickovic et al. (2013), who takes an average estimate of 66% for the content of iron in the 
iron oxides. For clarity, we changed the term “Hematite” to “Iron oxides” in Table S1. 

 
SC8. Have any of the modelled dust optical properties been modified by accounting for 

dust mineralogy? is the new iron aerosol from combustion sources interacting with the 
radiation scheme? Please briefly what are the potential impacts/feedbacks on relevant 
variables for the chemistry (temperature, humidity, etc.) when comparing online (EC-
Earth) vs. offline (ERA-Interim) simulations of adding (or not adding) these couplings. 
• The new iron species do not interact with the radiation in the model. The main purpose of 

adding them is to study and analyze the effects of iron deposition upon ocean 
biogeochemistry. The optical properties of dust remain thus unaffected after the 
developments included in the model and they are compared to AERONET retrievals to 
evaluate the overall performance of the atmospheric composition estimates by our model. 
It is out of the scope of this work to assess the impact of the mineralogy on the radiative 
effects of dust, but it is certainly an interesting aspect we could implement and explore in 
the future.  
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SC9. What is the dust emission flux (Tg/a)? How does that compare to recent estimates 
(e.g., (Kok et al., 2021; Wu et al., 2020))? And were dust emissions tuned in any way (e.g., 
(Ridley et al., 2016) recommendations to attain a global mean dust AOD of 0.03)? 
• The dust scheme and the tuning parameters used are identical to those of the EC-Earth3-

AerChem version used in the CMIP6-AerChemMIP experiments (van Noije et al., 2021). 
Our focus in this work, however, was not to improve or change the dust scheme itself, but 
to include a detailed definition of the iron sources and its solubilization process. The mean 
(2000-2014) dust emission flux in EC-Earth equals 1256.7 ± 25.8 Tg yr-1. That said, the 
model dust emission estimates fall in the low range of the AEROCOM phase III models. 
In more detail, the annual global mean dust emissions in EC-Earth are lower than the 
3250±77 Tg yr-1 calculated by Hamilton at al. (2019) corresponding to about the same 
period, but in the range of other literature estimates of ∼500-5000 Tg yr-1 (Huneeus et al., 
2011; Kok et al., 2017, 2021; Wu et al., 2020). We note, however, that EC-Earth accounts 
for emission flux of dust with a geometric diameter up to 8 µm (van Noije et al., 2021), 
which is in the low range of 1200-2900 Tg yr-1 reported by Kok et al. (2021) for inverse 
model results of about the same dust aerosol sizes. Furthermore, the average optical depth 
for dust at 550 nm (annual mean over the 2000-2014) yields a value of 0.032 +/- 0.005. 
The following text is added in the revised manuscript: “Overall, the average optical depth 
for dust at 550 nm (annual mean over the 2000-2014) yields a value of 0.032 ± 0.005, 
which falls well in the range of observationally based estimates, based on in-situ 
measurements, satellites and global models, i.e., 0.030 ± 0.005 (Ridley et al., 2016). EC-
Earth3-Iron annual mean dust emission amount to 1256.7 ± 25.8 Tg yr-1, which falls in the 
lower range of the AEROCOM phase III models (Gliß et al., 2021), and is also at the low 
end of the range estimated by Kok et al. (2021) from inverse modelling (~1200-2900 Tg yr-

1), valid for dust aerosol with a geometric diameter £10µm (PM10).” 
 
SC10. Does dust minerology alter the AOD estimates in the model? 

• No, we do not trace minerals in this model version. We include only tracers for iron and 
calcium, with the focus of improving the aqueous phase chemistry and the estimate of 
soluble iron deposition.  

 
SC11. Is dust aerosol internally mixed with sea spray aerosol? How does this impact dust 

lifetimes? 
• The aerosol population in M7 is composed of an external mixture of insoluble and 

internally mixed populations (Vignati et al., 2004). Part of the dust is insoluble and only 
the soluble part is internally mixed with sea salt in the accumulation and coarse modes. 
The latter part is subject to enhanced wet scavenging by clouds and rain. Thus, since part 
of dust aerosols are present in the mixed phase, their lifetime can be thus impacted by the 
wet deposition process. 
 

SC12. Can the Authors describe why is the lifetime of dust iron much larger than 
combustion iron? I would have guessed the other way as dust is larger and thus more 
prone to being lost from the atmosphere by dry deposition. This is therefore maybe 
interesting.  
• In Table 2, the presented lifetimes over deposition correspond to the soluble Fe-containing 

aerosols. Focusing on the Fe-combustion aerosols, roughly 91% of combustion Fe is here 
emitted in the coarse mode, indicating that most of the dissolved Fe from combustion 
processes is also produced in the coarse aerosols. This is in line with Ito et al. (2018) where 
the Fe oxides emitted from combustion sources largely reside in super-micron aerosols, as 
indicated by observations. As the reviewer notices, the Fe associated with mineral dust is 
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expected to reside in larger particles and thus being lost faster from the atmosphere due to 
dry deposition processes. This is in particular true also in our simulations when comparing 
the lifetimes of total Fe aerosols over dry deposition processes: the lifetime of the Fe-
containing dust particles is calculated in EC-Earth at about 7.9 days, and for the Fe-
containing particles from combustion processes at about 12.5 days. On the other hand, the 
respective lifetimes for wet deposition processes indicate that the insoluble Fe combustion 
aerosols are converted more easily to soluble forms compared to the dust Fe-containing 
aerosols, resulting in global lifetimes due to wet deposition processes of 4.5 and 10.9 days, 
respectively. 

 
SC13. The discussion section compares results with Myriokefalitakis et al. 2018 and Ito et 

al. 2021. However, neither of these studies contain results from an Earth System Model 
using a modal aerosol scheme containing iron aerosol. It therefore would be insightful to 
include a comparison to the more similar model aerosol framework from (Hamilton et al., 
2020, GRL) or (Hamilton et al., 2019). Furthermore, (Hamilton et al., 2020) covers the 
same study years as presented here, which the other studies do not. 
• We thank the reviewer for attracting our attention to the publications by (Hamilton et al., 

2019, 2020) and, where relevant, we added the respective information in the discussion 
section of the revised manuscript: “The amount of total Fe deposited to the global ocean is 
calculated to be 12.94 ± 0.31 Tg yr−1 in EC-Earth, which is about 50% lower than recent 
estimates by Hamilton et al. (2019), owing to the significantly larger (almost double) 
mineral dust emission flux in the latter study. On the other hand, our result is close to the 
high-end of other global estimates (0.173 - 0.419 Tg yr-1) as presented in the model 
intercomparison study of Myriokefalitakis et al. (2018), and slightly higher than the 
respective DFe deposition fluxes in Ito et al. (2021) (~0.271 Tg yr-1). Thus, even though we 
do not consider a super-coarse mode of dust in our simulations, the DFe deposition rates 
over the remote ocean are not severely impacted (Myriokefalitakis et al., 2018) by the size 
of the emitted minerals, but instead by the atmospheric processing during long-range 
transport. Nevertheless, reaching a firm conclusion in that respect will need further work. 
The Fe-containing dust aerosols dominate (~70%) the total deposition fluxes over the 
ocean in the model, although combustion sources are calculated to have a significant 
impact on the Fe input to remote oceanic regions, such as the Pacific and the Southern 
Oceans, in agreement with other studies (e.g., Hamilton et al., 2020).” 

 
SC14. L70-75: What of other anthropogenic fuel sources beyond oil? How do these 

compare? 
• We rephrased in the revised manuscript as: “Significantly higher Fe solubilities are found, 

however, for anthropogenic combustion-related Fe-containing aerosols, especially for Fe 
in oil fly ash from industries and shipping, which is mainly in the form of ferric sulfates 
(Chen et al., 2012; Ito, 2013; Rathod et al., 2020; Schroth et al., 2009).” 

 
SC15. L140: Can the authors elaborate more on why a continental source is important? 

• The continental source is important for the aqueous-phase production of the Fe-oxalato 
complexes because they include Fe-containing aerosols from natural (dust) and combustion 
processes that can have an impact on the aqueous-phase OH production, especially via iron 
photochemistry. We add the following sentence in the revised manuscript “…where 
elevated concentrations of Fe-containing aerosols, both of lithogenic and pyrogenic 
sources, can exist.”  
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SC16. L185: Is DMS in EC-Earth truly prognostic as it uses a climatological monthly mean 
ocean surface conc. from Lana et al. (2011)? The gas transfer velocity is then 
parameterized following Wanninkhof (2014). 
• We refer to the oceanic DMS emissions, indicating that they are calculated online in the 

model, i.e., meaning that they depend on parameters calculated by the model that can affect 
the strength of its source. We mentioned that to distinguish it from other emissions that are 
derived based on climatological maps (see L185). As mentioned in more detail in van Noije 
et al. (2021), the DMS flux in ice-free ocean areas is calculated as the product of the local 
surface ocean DMS concentration and the gas transfer velocity. Although the ocean 
concentrations are prescribed according to the monthly climatology from Lana et al. 
(2011), the gas transfer velocity is parameterized following Wanninkhof (2014), as a 
function of the wind speed (i.e., U10

2) and the SST through the Schmidt number, both 
calculated online in the model. Thus, even though sea-water DMS concentrations are 
prescribed, DMS emissions to the atmospheric are calculated online, and atmospheric DMS 
is calculated prognostically by the chemistry scheme.     

 
SC17. L194: Please define anthropogenic (sources are those from Table S1?) and biomass 

burning (anthropogenic or also wildfires?). Was a metal smelting source accounted for? 
At L219 it states, “Fe is also emitted in the model from anthropogenic combustion and 
biomass burning sources following Ito et al. (2018) and Hajima et al. (2019)”, Ito et al. do 
consider metal smelting, but I can find no reference here to this particular source. 
• The definition of anthropogenic (including fossil and biomass fuels) and biomass burning 

(excluding biofuel combustion) is following CMIP6. Only a part of metal smelting 
processes (i.e., pig-iron production) is included as the industrial emissions of carbonaceous 
aerosol emissions in CMIP6 (Hoesly et al., 2018), as was pointed out by Rathod et al. 
(2020). We note that estimates of other processes in the smelting industry remain highly 
uncertain (Rathod et al., 2020). We now included this in the supplement (caption of Table 
S2), and we rephrased in the revised manuscript as: “Fe is also emitted in the model from 
anthropogenic activities (including fossil and biomass fuels) and biomass burning 
(excluding biofuel combustion) following Ito et al. (2018). The estimate of Fe emission 
from metal smelting remain highly uncertain and further works are needed (Rathod et al., 
2020).”  

 
SC18. L213: What is the mean PSD (accumulation: coarse dust) ratio? 

• The mean PSD (2000-2014) is equal to 0.072, as derived from the emitted dust 
accumulation and coarse dust aerosols in the model  

 
SC19. L215: Is the 0.1% placed in “fast” at point of emission? And can the Authors describe 

a little more their reasoning for using 0.1% solubility for all iron bearing minerals 
regardless of mineralogy. 
• For this work, 0.1% of all Fe-containing mineral soil emissions are assumed directly 

soluble (Ito and Shi, 2016). To make it more clear to the reader, we rephrased that part in 
the revised manuscript as: “No relationship of Fe dissolution with other elements is 
observed, however, for clays and feldspars where the total Fe content of the minerals is 
very low (< 0.54%) and the Fe is in the form of impurities (Journet et al., 2008). For this, 
0.1 % Fe content in total Fe-containing minerals is here assumed directly soluble as 
amorphous free iron impurities regardless of mineralogy (Ito and Shi, 2016).” 
 

SC20. L219: I cannot quite link up how this methodology follows Ito et al. (2018) and Hajima 
et al. (2019). Maybe it is best to describe what was done here to estimate combustion iron 
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emissions in more detail. For example, Ito et al. uses supermicron and submicron PM 
values while Hajima et al. states that MIROC uses a 0.4gFe gBC-1 ratio. But I cannot find 
how either of these link to the different values given in Table S1, and if values in Table S1 
are iron fraction w.r.t. to total aerosol or to carbonaceous aerosol only. Some more 
description of how these were derived in the main text and the Table header would thus 
be beneficial. Also, within Table S1 where are values for biomass burning 0.63 
(accumulation) and 2.30 (coarse) from – also Ito et al. 2019? (maybe add refs to Table S1?). 
For the biomass burning how do these values compare to the multi-biome ratio estimates 
given in (Hamilton et al., 2019, 2022)? 

For this work, we did not recalculate the iron emissions from biomass burning but, instead, 
we used the Fe/PM factors as derived from Ito (2011) and Ito et al. (2018) estimates. 
MIROC uses the global mean ratio of 0.04 gFe gBC-1 ratio for biomass burning in fine 
particles from Ito et al. (2018), which is consistent with the global mean ratio of 0.032 in 
Hamilton et al. (2022). We note that there was a typo in the caption of Figure 5 in Hamilton 
et al. (2022): “Range in observed (a) iron:black carbon, (b) phosphorus:black carbon, and 
(c) iron:aluminum ratios in fire aerosol as reported in the studies listed in Supplemental 
Table 3”, instead of “Supplemental Table 2”. To make it more clear to the reader, we 
rephrase this part in the manuscript as: “The Fe-containing fossil fuel and biofuel 
combustion emissions are here estimated by applying specific factors (i.e., per emission 
sector and per particle size) to the total particulate emissions (i.e., the sum of organic 
carbon, black carbon, and inorganic matter), as derived for this work based on estimates 
from Ito et al. (2018) for the Fe content in the sub-micron and super-micron combustion 
aerosols. As for the biomass burning, the iron fractions in the fine particles are related to 
the combustion stages of flaming (0.46 ± 0.51 %) and smoldering (0.06 ± 0.03 %) fires, 
while the averaged iron fraction is used for coarse particles (3.4 %) (Ito, 2011). The global 
mean ratio of 0.04 gFe gBC-1 for biomass burning in fine particles is consistent with that 
of 0.032 in the review paper by Hamilton et al. (2022)."  
We also rephrased the caption of Table S1 as: “Averaged factors for the years 2000-2014, 
used to represent the Fe-containing aerosols in the emitted fine and coarse aerosols of the 
model, as applied to a) the calculated dust mineral emissions as derived from the updated 
mineralogy maps originally created by Claquin et al. (1999), b) the CMIP6 anthropogenic 
sectors (Hoesly et al., 2018) as retrieved based on estimates from Ito et al. (2018) for the 
emitted submicron carbonaceous particulate matter (i.e., sum of OC and BC, and 
inorganic matters), and c) the CMIP6 biomass burning (van Marle et al., 2017) also based 
on Ito et al. (2018). In parentheses, the standard deviation (where available) is also 
provided.”  
We further note that  Ito et al. (2018) estimated Fe emission for the present day. The 
description of historical emission from shipping sources, from coal to oil fuel, were 
described in Hajima et al., 2019). For clarity, we removed the respective Hajima et al. 
(2019) reference since we are here only focus on the years 2000-2014. 

 
SC21. L225: For the study period this is the GFED4s fire emission dataset, maybe also 

reference as such? 
• We here refer to the historical fire emissions from van Marle et al. (2017) as also mentioned 

in van Noije et al. (2021). For clarity, we prefer to keep it as it is. 
 

SC22. L226: While an iron solubility of 79% for oil has been recorded, it is a value at the 
high end of the literature (8-85%; e.g., (Rathod et al., 2020)). Furthermore, MIROC uses 
79% for the final solubility of oil sourced iron at the point of deposition. As 79% is used 
at point of emission here this iron will only increase after atmospheric processing. I think 
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it would be useful therefore to describe what possible implications this has for the current 
study, future model development, and comparison to observations shown. 
• An iron solubility of ~79% for oil corresponds to the average solubility (2000-2014) 

applied in ship emissions for our study. The value of 79% represents the high solubility of 
iron emissions in oil fly ash (Ito et al., 2021). Rathod et al. (2020) proposed a lower 
solubility in emissions (i.e., 47.5 % for iron-sulfates) with an upper value, however, up to 
~90%.  
To further investigate this in our model, a sensitivity simulation for one year using the 
central iron sulfate solubility for ship oil emissions of 47.5% is performed, leading, 
however, only to a slight decrease up to ~2% in iron solubility in deposition, mainly in the 
northern Atlantic Ocean, whereas globally the solubility flux increases by only ~0.7% due 
to the relatively higher availability of insoluble iron in ship oil emissions. On more open 
oceanic regions, however, the differences in iron solubility are smaller, meaning that an 
initially solubility at the high end of reported values (Rathod et al., 2020) is not expected 
to significantly impact our results.  

 
Ship oil combustion can nevertheless contribute significantly to the high Fe solubility 
found in low Fe loadings over the remote oceans. Nevertheless, the range of the solubility 
in emissions of oil combustion processes remains still highly uncertain (Rathod et al., 2020) 
and current global model capabilities might be unable to resolve such subscale 
(combustion) processes. The focus of this work, however, is the impact of atmospheric 
processing on the Fe aerosols, and not the Fe-related emissions that are successfully created 
in other studies, such as Ito et al. (2018) and more recently by Rathod et al. (2020). 
We added the following parts in the revised manuscript: “We note that the value of 79 % 
represents the high solubility of iron emissions in oil fly ash (Ito et al., 2021). (Ito et al., 
2018) Rathod et al. (2020) proposed a lower solubility in emissions (i.e., 47.5 % for iron-
sulfates) with an upper value at ~90%. We further note that although here a relatively high 
Fe solubility is applied for ship oil combustion emission, a sensitivity simulation (not 
shown) using an iron solubility for ship oil emissions of 47.5%, as proposed by Rathod et 
al. (2020), leads overall to only slight decreases (up to ~2 %) in iron solubility in 
deposition, mainly in the northern Atlantic Ocean, and does not substantially affect our 
results.” 

 
SC23. L228: I found it a little confusing to read biomass burning alongside anthropogenic 

in the same sentence here. This could be read to imply that only fires from human activity 
are accounted for in the model. Maybe best to sperate these sentences and explain why this 
assumption holds for biomass burning (e.g., assumed no change in vegetation type over 
the study period?). 
• We here referred to the fractions used to incorporate Fe emissions in our model, as derived 

here by Ito et al. (2018). Following the reviewer’s comment, however, we split the sentence 
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as: “The year-to-year variation in anthropogenic combustion Fe emission factors follows 
Ito et al. (2018). On the contrary, no such variation for the factors on wildfires Fe 
emissions is provided.” 

 
SC24. L598: Maybe duplicate this information about no ocean sources to the methods, 

alongside where it is discussed there are no gasoline engines sources (L237), to be complete 
in the methods. 
• In L237, we only discuss for the potential primary OXL sources, not the secondary ones. 

Although GLY is the main precursor of OXL, we prefer to keep all information about the 
known OXL precursors in one place not to confuse the reader. For this, we keep the 
discussion for GLY sources in L598. 

 
SC25. Figure 4: Would be nice to also have the statistics on the figure 

• We removed statistics from all figures upon the editor’s request for visibility reasons. 
However, also following the editor’s comment, we now include all statistics in the 
Appendix.  

 
SC26. Figure 6 (g+h) Would be nice to also have the statistics on the figure 

• Please see reply SC25. 
 
SC27. Figure 10: The use of contouring in the shading of the map creates a somewhat false 

impression of the values given it interpolates between cells and there are some high 
gradients and lone cells. I feel that it would be better to colour each grid cell individually. 
Also how were the observations averaged; all observations in a given cell collected and the 
average taken I am assuming, but maybe this can be more explicitly described in the 
caption. Can the standard error also be included for the ERA line in the bottom panels? 
• All observations in each cell are averaged (spatially and temporally) to produce Fig. 10. 

We now include it in the figure’s caption along with the standard error for the ERA-Interim 
simulation. 

 
SC28. Figures (general): Please alter line colours where red and green are used to make 

figures more accessible for colour blind readers. 
• Done 

 
SC29. Table S1: Please add refs for values. 

• We added references in the caption of Table S1 (please see our reply in SC22). 
 
SC30. Figure S5: Is it possible to add a scatter plot for iron solubility? 

• The respective iron solubility plots for accumulation aerosols, coarse aerosols, and total 
suspended matter have been added. 
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Technical comments 
 
TC1. L59: uptake of atmospheric CO2 

• Corrected.  
 
TC2. L132: Seems quite a precise approximate value 

• Corrected. 
 
TC3. L211: PSD is only used twice and in the same paragraph; likely does not warrant an 

acronym. 
• Corrected. 

 
TC4. L765: ‘outstandingly” is hyperbole, please give the values and allow the reader to 

come to that conclusion if merited. 
• Rephrased as “to reproduce satisfactorily…”. 
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