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Please find below the point-by-point answers to the reviews in blue including a list of the relevant changes made 
in the manuscript. 

Best regards, 

The authors. 

RC1: 

Main comments: 

L86 states that the aim of the study is to provide projections of sea-level changes, focusing on methodological 
aspects. If this is the aim, using only a single (downscaled) GCM is probably insufficient. The specification in 
L86-L90 suggests, however, that the aim is to evaluate the impact of dynamical downscaling and bias corrections 
on simulations of sea-level change, while the title suggests that the aim is to ‘evaluate sea-level change’. Other 
statements in the manuscript imply that the study is meant for presenting and evaluating a regional ocean model 
that will apparently be used for analyzing extreme sea level in a follow-up study. Altogether, I think that the 
purpose of the manuscript needs to be more clearly described in the introduction, in the conclusions and possibly 
in the title as well. 

We thank the reviewer for this comment. The study is meant to present a regional ocean model that will be used 
for analyzing the sensitivity of sea level changes, particularly extreme sea level changes, to methodological choices 
and representation of processes. In the current study, the configuration is presented along with its evaluation and 
the added value of the regional vs global model. It is from this perspective that we assess the impact of the 
dynamical downscaling and bias corrections on simulations of sea level changes. As the aim of the manuscript is 
to present the ocean regional model even more than to evaluate it, the title has been changed to “IBI-CCS: a 
regional high-resolution model to simulate sea level in Western Europe”. The methodology presented in this paper 
could subsequently be applied to produce an ensemble of simulations using different CMIP6 global models as 
parent models to provide projections of sea level changes and related uncertainties. The introduction and 
conclusion have been revised to clarify the aim of the manuscript. In L86, the term “focusing on methodological 
aspects” was referring to the dynamical downscaling methodology and bias corrections applied and not to the 
uncertainties associated with the simulations. The term has been removed to avoid confusion. 
 
L221-L239: the authors apply a bias correction to the boundary conditions by subtracting the historical mean 
seasonal cycle of biases, assuming that biases are stationary. However, the seasonal cycle and therefore the 
associated model biases are likely to change in the future. Could the authors comment on the validity/caveats of 
their methodology in this light? Showing the size of the bias (corrections) may be insightful as well. 

We applied a seasonal bias correction method that has been widely used in other studies for 2D variables (Adloff 
et al., 2015, 2018). The purpose of this paper was not to develop a new correction method, but rather to a use state-
of-the-art method to develop our model configuration and simulations. However, this bias correction method 
assumes that biases are stationary, while several papers have shown the non-stationarity of biases (Maraun, 2012; 
Nahar et al., 2017; Hui et al., 2020). Another caveat is that 3D variables are independently corrected. However, 
the large amplitude of biases found in the GCM justifies the use of stationary seasonal mean bias corrections to 
address them. The bias correction method was chosen over the delta method (in which the mean climate change 
signal is added to the present-day time series) because it preserves the variability of the GCM. More sophisticated 
bias correction methods are currently being developed (such as emergent constraints or multi-variable corrections). 
However, these methods are not yet mature enough and are potentially difficult to apply in the case of a 3D model. 
This discussion on bias correction methods is now reflected in the Discussion and Conclusions section of the 
manuscript. 

Figure RC1 shows the amplitude of the temperature and salinity bias corrections for the western boundary of the 
IBI domain. The amplitude of the biases is very large and can reach up to 4.5 ° and 1.5 psu at 1500m depth. At 
1500m depth, the biases of the western boundary are directly related to the Mediterranean Sea biases, mostly due 
to the Rhone river runoff error in the GCM. Their large amplitude justified for us the corrections applied to the 
IBI-CCS_corr simulation for the runoffs and thus also for the boundaries for consistency reasons. The temperature 



bias has a strong seasonality until 200m depth (Fig. RC1a and c) which is why we decided to apply a seasonal 
mean bias correction. Figure RC1 has been added to the Supplementary Materials. 

 

Figure RC1: Temperature bias over the 1993-2014 period between CNRM-CM6-1-HR and GLORYS for 
the winter (a) and for the summer (c). Salinity bias over the 1993-2014 period between CNRM-CM6-1-HR 
and GLORYS for the winter (b) and for the summer (d). The biases are computed over the western 
boundary of the domain at 20°W. 

In addition, Figure RC2 shows the seasonal sea surface temperature (SST) bias of CNRM-CM6-1-HR over the IBI 
domain using different reference datasets and over different periods: over 1993-2014 using the IBIRYS reanalysis 
(Levier et al., 2020), the GREP ensemble of reanalyses (Desportes et al., 2017), the observations CORA5.1 
(Szekely and Roltan 2020) and ARMORD3D (Guinehut et al., 2012) as reference datasets; over 1935-1978 and 
1900-1992 (the two available periods) using LEVITUS (Levitus 1982) as a reference dataset. The seasonal bias 
appeared to be quite stationary for the different past periods. For instance, the amplitude of the seasonal bias - 2°C 
- is 4 times larger than the amplitude of the difference of monthly biases for different periods / reference datasets 
- 0,5°C -.  

 

Figure RC2: Seasonal sea surface temperature (SST) bias of CNRM-CM6-1-HR over the IBI domain using 
different reference datasets and over different periods. 

Moreover, Figure RC3 shows the seasonal SST projections of CNRM-CM6-1-HR over the IBI domain. In 
projections, the GCM does not exhibit a shift in the seasonal cycle but only an offset in SST amplitudes, so the 
seasonal mean bias corrections did not seem detrimental to us. 



 

 

 

 

 

 

Figure RC3: The seasonal SST projections (2081-2100) of CNRM-CM6-1-HR over the IBI domain for 
different climate change scenarios in comparison the 1986-2005 period. 

Section 3.1: In multiple comparisons in this section, the IBIRYS and IBI-ERAi products are taken as the ground 
truth for evaluating the added value of downscaling, while those products rely on models and have their own biases 
as well. A quantitative comparison against observations to support the case that the changes due to downscaling 
and bias corrections are actually improvements, seems to be missing. 

It is true that the models have their own biases but there is also a lack of 4D observations which limits the validation 
of integrated fields such as thermosteric, halosteric and steric sea level. The paragraph of Sect. 2.1.2 has been 
revised: “The IBI zone is covered in the framework of the Copernicus Marine Service (CMEMS) with a 1/12 ° 
reanalysis IBIRYS   (https://marine.copernicus.eu/about/producers/ibi-mfc) including assimilation of observations 
and bias corrections. The configuration of IBIRYS (described in Baladrón et al., 2020 and validated in Levier et 
al., 2020) was used to perform the IBI-CCS simulations. The reanalysis has shown very good performances against 
observations in Levier et al. 2020 for several variables used to validate the IBI-CCS simulations in Sect. 3.1: 
temperature, salinity, currents, sea level. As IBIRYS and IBI-CSS share the same modeling framework, better 
results are not expected with IBI-CCS_corr than with IBIRYS. Therefore, IBIRYS is considered as the reference 
for the IBI zone in the study.” 

In addition, some comparisons against observations have been performed in Sect. 3.1 for the sea level metrics: the 
mean sea surface is compared to the mean dynamic topography based on observations (altimetry, gravimetry and 
in situ data), the modeled sea level interannual variability is compared to a global gridded reprocessed altimetric 
observation product distributed by CMEMS, the non-tidal residuals are compared to tide gauge data.  

Section 3.1.6: the authors compare the 99th percentile SSH between IBI-CCS_corr and GESLA2 observations and 
conclude that their model ‘properly’ reproduces the observed extremes, with an ‘error rarely exceeding 20%’. 
What is missing, however, is their motivation and contextualization for why errors of 10-20% are acceptable. 
Additionally, the authors should motivate why assessing only this single aspect of the simulation of ESLs is 
sufficient evidence that IBI-CCS is ‘a suitable tool (L790)’ for analyzing extreme sea levels and projecting their 
changes, as the authors seem to plan doing in a follow-up study. 

Thank you for your remark, the sentence has been revised in Sect. 3.1.6: “Errors found between IBI-CCS 
simulations and GESLA dataset are comparable to those of recent papers (Muis et al., 2020; Kirezci et al., 2020).” 
 
Then, only this single aspect of the simulation of ESLs is not sufficient and a more complete validation of the 
ESLs will be done in the follow-up study. L529, a sentence has been added: “The model will be further validated 
on extreme SLs; for example, in terms of return periods and return levels in a follow-up study.” The conclusion of 
the last paragraph L790-792 has been moderated as follows: “In conclusion, in this paper the IBI-CCS regional 
model appears to be a suitable tool for investigating questions related to climate change over the ocean in the IBI 
region, especially regarding SL. The aim of a follow-up study will be to analyze the projected changes in extreme 
SLs. For this purpose, the model will be further validated on extreme SLs; for example, in terms of return periods 
and return levels.”  

Other comments: 

L11: “some relevant processes’ - here and elsewhere, the paper would benefit from the authors more precisely 
formulating what they mean 



Here, the “relevant processes” are the processes driving coastal sea level changes which are not included in the 
GCMs: tides, atmospheric surface pressure forcing, waves. 

L56: The authors may consider writing out less commonly used abbreviations like DD, as well as the regional 
features in Figure 1, as these abbreviations may confuse readers unfamiliar with these terms 

Abbreviations have been removed except for regional climate model (RCM), global climate model (GCM), sea 
level (SL), dynamic sea level (DSL), global mean sea level (GMSL) and global mean thermosteric sea level 
(GMTSL).  

L75: is it dynamical downscaling that can overcome this problem or is it the bias corrections? 

The sentence has been modified as follows: “To overcome this problem, bias corrections can be applied to the 
GCM outputs before using them as forcing when performing dynamical downscaling” 

L81-82: unclear sentence structure 

The sentence has been modified as follows: “Other methods exist, such as rescaling the data with a factor (Macias 
et al., 2018 on the winds) or individually adjusting different ranges of a distribution.” 

L85: up to this point the authors have made clear what has been done in the literature, but they have not pointed 
out what has not been done in the literature and therefore the motivation for and the novelty of their model/study 
is not yet clear. 

A paragraph has been added L71: “Most of these studies have used low-resolution GCMs (around 1 ° spatial 
resolution), which explains the large differences in the projected sea level changes between GCMs and RCMs. 
However, few studies have employed higher resolution GCMs (e.g. ¼ ° over the ocean ≈ 28 km at the equator) in 
a dynamical downscaling framework. Hermans et al., 2020b have downscaled two GCMs with different ocean 
grid resolution. They concluded that the impact of dynamical downscaling is expected to be larger if the GCM has 
a lower resolution (typical CMIP5/6 model resolution of 1 °). The use of a GCM with a higher spatial resolution 
is nevertheless interesting for both the ocean (¼ °, eddy-permitting) and atmosphere. In particular, the atmospheric 
forcing applied to the regional ocean model is of higher resolution, which increases the realism of the forcing. For 
instance, the intensity of the atmospheric low-pressure systems and the spatial patterns generating extreme SL 
episodes should be better reproduced.” 

The sentence L77-79 has been modified: “This method is used with a seasonal bias correction on the sea surface 
temperature (SST) in Adloff et al., 2015 and seasonal bias correction on the sea surface height (SSH) in Adloff et 
al., 2018, but has never been applied to 3D variables in  the case of a dynamic downscaling method.” 

L89: the adjective ‘high-resolution’ is somewhat misleading here: the resolution may be high compared to other 
CMIP6 GCMs, but is not that high compared to some regional ocean models. If it would be, there would be less 
reason to dynamically downscale. 

The adjective “high-resolution” has been changed in “1/4° resolution”. 

L99: I suggest to change ‘climate change scenario’ to ‘greenhouse gas concentration scenarios’ and add a 
reference. Additionally, the choice to use these two scenarios needs motivation. 

The choice of the scenario has been more clearly highlighted in L99 : “Sect. 3.2 shows the RCM and GCM 
projections over the 21st century for two extreme greenhouse gas concentration scenarios of CNRM-CM6-1-HR : 
SSP5-8.5 and SSP1-2.6 (O’Neill et al., 2016).” 

Further justification is provided in Sect. 2.1.1: “In this paper, due to the computational cost of the simulations, we 
focus on only two greenhouse gas concentration scenarios. To obtain the most contrasting results possible, the two 
extreme scenarios of CNRM-CM6-1-HR included in Tier 1 of ScenarioMIP were chosen: SSP5-8.5 and SSP1-2.6 
with respectively a very high and low radiative forcing by the end of the century (O’Neill et al., 2016)” 



L103-L106: could the authors clarify why CNRM-CM6-1-HR specifically is chosen? 

A paragraph has been added L105 to clarify the choice of the GCM: “CNRM-CM6-1-HR was chosen mostly for 
its high resolution over the ocean (0.25°, eddy-permitting) compared to the typical ocean grid resolution of CMIP6 
models (1°). Other reasons for the choice of CNRM-CM6-1-HR are its high resolution over the atmosphere (0.5°) 
and its high frequency outputs. These two aspects are very important for the modeling of extreme SLs, which will 
be the purpose of a future study.” 

L111: does this mean that only the horizontal ocean resolution is increased in IBI-CCS compared to the CNRM-
CM6-1-HR model? 

Yes, exactly. The vertical ocean resolution is the same in IBI-CCS and CNRM-CM6-1-HR. A sentence has been 
added L111 to clarify it: “Only the horizontal ocean resolution is increased in IBI-CCS compared to CNRM-CM6-
1-HR.” 

L149-155: I suggest to change the order: first introduce the grid (resolution) of the IBI-CCS model and then explain 
its grid is based on an existing reanalysis 

Done. 

L188: the reason for the different set-up at the eastern boundary is missing 

This is a historical setting that is certainly no longer relevant and does not deserve to appear in the manuscript. For 
the next simulations, this constraint will probably be removed. Therefore, the information has been removed from 
the manuscript. 

L189: could the authors specify the type of boundary constraints used for the other variables as well? 

The sentence has been modified L187: “Temperature, salinity and baroclinic velocities of the GCM are prescribed 
at the frontier point of the domain and a buffer zone of 10 grid points relaxes the internal regional solution to the 
prescribed boundary values.”  

L190-191: from where are the initial conditions and the runoff derived? From the GCM? Observations? elsewhere? 

The initial conditions and runoff are derived from the GCM. It should be clearer thanks to the merging of Section 
2.2.1 and the text above Table 1 as suggested in the following comment.   

L211: could the authors specify how large? Does this have any effect on the SSP runs? 

Figure RC4 shows the drift in 2100 for the temperature and salinity in the GCM (computed as the linear fit of the 
pre-industrial control run over the whole period 1850-2150) for the western boundary of the domain. In the red 
box (21°W, 57°N-60°N, 0-10m depth), the drift is of almost 1°C in 2100 (vs 1850) when the climate change signal 
is of +2.5°C between 1986-2005 and 2081-2100 for the SSP5-8.5 scenario. Therefore, the drift has an effect on 
the SSP runs especially for low greenhouse gas concentration scenarios (like the SSP1-2.6 scenario where the 
climate change signal is lower). That is why we had to correct it. A sentence has been added L212. 



 

Figure RC4: Drift in 2100 for the temperature (a) and salinity (b) for the western boundary of the IBI 
domain. Projected changes in temperature (c) and salinity (d) between 1986-2005 and 2081-2100 for the 
SSP5-8.5 scenario (not corrected from the drift) for the western boundary of the IBI domain. 

L215: please specify which variables, and could the authors explain how they know a linear fit is ‘indeed 
appropriate’? 

The variables concerned by drift are summarized in Table 1. For the ocean, the 3D variables concerned are the 
temperature, salinity and sea surface height and for the atmosphere, the 2D variables concerned are the 2m-air 
surface temperature and 2m-specific humidity. A linear fit is a widely used method to remove the drift (Gupta et 
al., 2013; Irving et al., 2021). For example, in Hermans et al., 2021, the drift for the variable “zostoga” appears 
nearly linear for most CMIP6 models. In the AR6 (Supp Mat Chap 9, section 9.SM.4.2), the variables “zos” and 
“zostoga” have also been corrected from the drift linearly. Also, it has been shown in other studies that removing 
a linear drift is a good compromise to avoid removing internal variability (Gupta et al., 2013). 

A time series of the pre-industrial control run and its linear fit for temperature in the red box of the previous 
comment is provided in Figure RC5. In our case, the times series shows that a linear fit is appropriate to evaluate 
the drift.  

 

Figure RC5: Time series of the pre-industrial control run (piControl) and its linear fit for temperature at 
the western boundary of the domain (box: 21°W, 57°N-60°N, 0-10m depth). 

L269: The structure of the manuscript may benefit from a more descriptive title for this section 

The title of Section 2.3.1 has been modified as follows: “Correction of the main SL components in the regional 
simulations”. 

L270-272: I think this line of reasoning could be clarified by writing that the frequency shift of ESLs depends on 
total sea-level rise rather than just the ocean dynamic component, hence additional SLC components need to be 
incorporated in the model. 

Done. 



L273: the contribution of changes in land-water storage to GMSLR seems to be neglected? 

The contribution of changes in land-water storage to GMSLR is accounted for in CNRM-CM6-1-HR and IBI-CCS 
but not the associated GRD effects (Gregory et al., 2019). However, the contribution of changes is not evaluated 
nor corrected in the paper as they remain very small compared to the GMTSLR and to the contribution of changes 
in the cryosphere. The title of Section 2.3.1 has been modified as follows: “Transfer of water mass from the 
cryosphere to the ocean”. 

Section 2.3.3: it would help to clearly distinguish between sea level and sea-level change in the manuscript. For 
instance, is defined as total sea level (not sea-level change) but also as the sum of GMSL”R” and SSH. Sentence 
structure and grammar also need attention in this section. 

The GMTSLR of the equation has been replaced by GMTSL. This section has been completely revised in order to 
distinguish the total sea level in both the global and regional models.  

Figure 3: this figure shows many different things. To clarify things, the authors could consider splitting it up in 
multiple figures and discussing them one by one. I am also wondering, if the aim here is to evaluate depth-
integrated salinity and heat, why these variables are then not evaluated directly, since their biases may be more 
intuitive to understand than their meter sea level equivalents. Also, in all maps in the manuscript, it would be 
helpful to indicate some of the relevant isobaths in the regions (e.g., the shelf break). 

Indeed, Figure 3 is large and shows different things. However, the matrix presentation of Figure 3 had for us a real 
interest for the reading. The comparison of the rows gives information about the validation of the sea level 
components for a given simulation. The comparison of the columns provides information about the different biases 
between simulations for a given sea level component. In addition, the paper is already very long (35 pages) with 
many figures (18 figures) so we think that it is perhaps preferable to not split this figure. 

The configuration has been set up to focus on the sea level and therefore we have chosen the sea level equivalent 
variables (steric, thermosteric and halosteric sea level) in this direction even if their biases may be less intuitive to 
understand than those for salt and temperature. The shelf break has been indicated in the maps. 

Figure 4: apart from panel c, the arrows depicting the currents are too small to recognize 

The figure has been modified with fewer arrows. 

Figure 6: it would be helpful to mention that (presumably?) all panels here do not include the inverse barometer 
effect on mean sea level (same for Fig7?). Additionally, can the authors point to any reason for the differences in 
MDT between (a) and (b), especially in the Celtic Sea? 

Thank you for pointing this out. A sentence is added in the captions of Fig. 6 and 7 of the manuscript: “Note that 
all panels here do not include the inverse barometer effect on sea level.” The differences between (a) and (b) can 
be explained by the fact that IBI-ERAi does not include data assimilation. Therefore, the IBI-ERAi simulation has 
some biases compared to the observations in particular a negative bias in the Celtic Sea.  

L462: the authors mention that all models reproduce the observed MDT (6a) ‘well’. This assessment needs further 
justification given the differences between modelled and observed MDT in Figure 6. 

The sentence L642 mentioning that all models reproduce the observed MDT “well” was meant for the Atlantic 
MSSH in the deep ocean and more specifically the northwest to southeast gradient associated to the NAC. To 
clarify, the sentence is modified as follows: “The simulations reproduced well the Atlantic main features of the 
observed MDT (Fig. 6a).” 

L572-574: can the authors explain why it is expected that IBI-CCS_corr matches better with projections from 
CMIP(5?) models than IBI-CCS_raw? One may expect this to be the other way around, assuming that the CMIP 
models referred to also have deficiencies in resolving the Mediterranean Sea? 

An explanation has been added L572-574: “In Soto-Navarro et al., 2020, the outlier CMIP5 simulations were 
excluded from the average T/S computation. The simulations accounted for are those with a good representation 



of the Mediterranean Sea. This is not the case of the GCM CNRM-CM6-1-HR used here to force IBI-CCS_raw 
which is probably an outlier simulation in this region. On the contrary, IBI-CCS_corr provides a much better 
representation of the Mediterranean Sea, which explains why the projected changes in IBI-CCS_corr are closer to 
the projections of Soto-Navarro et al., 2020 than those in IBI-CCS_raw simulation.” 

Figure 12: can the authors explain why they only computed steric changes 0-2000 m, and what the implications 
are for comparing results against studies that have integrated down to the full depth of the ocean? Does this mean 
that manometric + steric change in this case is not equal to total DSLC, since steric changes below 2000 m depth 
are missing? If so, that should be mentioned. Also, is the change of the inverse barometer effect incorporated in 
the manometric change here? 

The steric changes have been computed 0-2000 m for the validation of the simulations. This choice has been made 
because the reanalyses include Argo observations which are provided up to 2000m. We chose to show the projected 
changes for the same 0-2000 m depth. Here, the manometric + steric change is thus not equal to the total DSLC 
for this reason but more importantly because we have set the spatial mean of DSLC to 0 over the IBI zone. This 
has been done to focus on the spatial patterns of DSLC and to compare these patterns for the two GCMs (CNRM-
CM6-1-HR and CNRM-CM6-1) and the RCM (IBI-CCS) in Figure 13 of the manuscript.  

A sentence has been included in the caption: “Note that the DSL mean over the IBI zone is 0. Note that the 
projected changes of the inverse barometer effect are not incorporated in the projected changes of manometric sea 
level (e). Moreover, as the changes are computed 0-2000m, the steric + manometric sea level changes are not equal 
to the DSL changes here.” 

L593-611: I do not fully understand the sign change of thermosteric SLC in large parts of the Atlantic between 
SSP1-2.6 and SSP5-8.5. Additionally, the positive halosteric SLC in the Atlantic implies the whole 0-2000 m is 
getting fresher everywhere in the deep ocean. Can the authors point to any reasons for these effects? Have columns 
c and d of Figure 12 been interchanged accidentally, by any chance? 

Column c and d have not been interchanged. The negative sign of thermosteric SLC is inherited from the GCM 
trough the boundaries. In this region, the GCM projects a cooling between 600-2000m depth and a freshening over 
the whole water column. In Fox-Kemper et al., 2021, Figure 9.12 shows in this zone a low CMIP6 model 
agreement (where <80% of the 17 GCMs agree on the sign of change) especially for the halosteric changes.  

A possible explanation would be that this cooling is related to changes in the exchanges at Gibraltar Strait. Figure 
11b in the paper shows that at the star location of Fig. 1 (and not in the Bay of Biscay, it has been corrected) the 
projected Mediterranean waters exit through the strait at a shallower depth than during the historical period. The 
"warm and salty" Mediterranean waters found in the Bay of Biscay in the past decades at ~800m depth (Figure 
RC6) are thus projected at a shallower depth too and therefore on thinner layers. For the same depth, between 
600m depth to 2000m depth, the projected waters in the BoB are projected to be less warm and less salty. This 
explanation has not been included in the paper because it doesn’t seem robust enough at this time. 

 

 

 

 

 

 

 

Figure RC6: TS diagram for the SSP5-8.5 scenario in the Bay of Biscay (box: 10°W-120W, 45°N-47°N) for 
the present (1986–2005) (light red) and future (2081–2100) (dark red) periods in IBI-CCS_corr. 



Figures 14 & 15: the white dots do not strongly contrast the shading of the figures, and in many cases cover most 
of the domain. I suggest choosing another color and only stippling those parts that have insignificant differences. 

Figures 14,15 and 16 have been modified considering your remark. 

L634: some caution is needed in attributing all of these differences solely to resolution issues, since resolution is 
not the only aspect in which the models differ. 

The sentence has been modified: “To isolate the impact of dynamical downscaling on the projected changes” 

L668-669: the authors state that the sea-level projections of IBI-CCS_raw and IBI-C’S’S_corr (note the typo) are 
very similar. However, this seems to be contradicted by Figures 15b-d, which show fairly large differences in the 
deep ocean. Since the differences in DSLC (Figure 15a) are smaller, apparently manometric SLC also differs 
substantially due to the bias corrections. Could the authors comment on this and explain why the bias corrections 
appear to affect the steric and manometric changes in the deep ocean in a substantial but compensating manner? 

The sentence L668-669 is modified as follows: “The main spatial patterns of the differences between the projected 
changes of IBI-CCS_raw and IBI-CCS_corr are very similar for the two scenarios (Fig. 15), except in the 
Mediterranean Sea for the halosteric SL changes (Fig. 15d). Elsewhere, the impact of the corrections does not 
seem to be affected by the scenario.” The manometric changes are not presented in Figure 15. The bias corrections 
appear to affect the thermosteric and halosteric changes in the deep ocean in a substantial but compensating manner 
at it is often the case according to Fox-Kemper et al., 2021: “Redistribution of water masses often involves 
anticorrelated thermosteric and halosteric changes especially in the Atlantic.” 

L700-702: could the authors point to any potential physical mechanism behind the decrease of the magnitude of 
interannual sea-level variability in the North Sea? 

A sentence has been added: “The decrease in the magnitude of the sea level interannual variability in the North 
Sea is associated with a reduction of the CNRM-CM6-1-HR wind variability over the same region (not shown), 
consistently with Hermans et al., 2020a, who have shown that the sea level interannual variability is mainly driven 
by the atmospheric forcing variability in the region. This change in wind forcing does not appear to be a robust 
climate change signal under the SSP5-8.5 scenario in the CMIP6 GCMs ensemble, thus the change in sea level 
variability in the North Sea is probably a specific feature of CNRM-CM6-1-HR and thus IBI-CCS.” 

L749-750: it would be good to refer to Hermans et al. (2020) here once more, since they already argued the same 
thing, based on downscaling two GCMs differing in ocean grid resolution in the region 

A sentence has been added L750: “Hermans et al., 2020b previously provided this argument based on the 
downscaling of two GCMs with different ocean grid resolution in the region.” 

L751-752: it would be good to add that to verify this, CNRM-CM6-1 would need to be downscaled as well 

Done. 

L776-777: Other GCMs may have other biases that may require different corrections. Different types of 
corrections, for example based on different reanalysis products, have not been tested here. Additionally, the model 
set-up in this manuscript requires more computational effort than time-slice methods such as used by Jin et al. 
(2021), which makes it difficult to obtain the large ensembles that are eventually required for comprehensive 
projections. Some more discussion of the caveats and the wider application of the methods in this study seems 
warranted. 

A paragraph has been added L772: “The purpose of this paper was not to develop a new correction method, but 
rather to use a state-of-the-art method to develop our model configuration and simulations. However, this bias 
correction method assumes that biases are stationary, while several papers have shown the non-stationarity of 
biases (Maraun, 2012; Nahar et al., 2017; Hui et al., 2020). Another caveat is that 3D variables are independently 
corrected. However, the large amplitude of biases found in the GCM justifies the use of stationary seasonal mean 
bias corrections to address them. The bias correction method was chosen over the delta method (in which the mean 
climate change signal is added to the present-day time series) because it preserves the variability of the GCM. The 



internal variability of the regional model is thus driven by the GCM for the historical period and projections, 
allowing projected changes of the variability in the regional simulations to be investigated. More sophisticated 
bias correction methods are currently being developed (such as emergent constraints or multi-variable corrections). 
However, these methods are not yet mature enough and are potentially difficult to apply in the case of a 3D model.”  

The paragraph L784 has been revised considering your remarks: “The methodology used here to produce climate 
projections dealing with GCM biases is intended to be applied to a larger number of models in forthcoming studies. 
However, when considering a large number of models, the bias correction method may not be systematically 
applicable. Moreover, the model set-up requires more computational effort than time-slice methods such as that 
used by Jin et al. (2021), which makes it difficult to obtain the large ensembles that are eventually required for 
comprehensive projections.” 

Finally, the authors may consider adding another test, comparing a simulation with and without tides, for example 
in terms of seasonal biases and the simulation of mean sea-level change. This may be well outside the scope of the 
manuscript, but if relatively easily implemented in the IBI-CCS framework, it could give valuable insights into 
the limitations of models excluding tides in the context of projecting mean sea-level change. 

Thank you for the interesting idea. This may be outside the scope of the manuscript but it might be interesting to 
run this simulation anyway. It could be relevant to have this simulation in the future study on the projections of 
extreme sea levels too. 

RC2: 

Main concerns 

The title of the manuscript is misleading. This manuscript mainly focuses on assessing the impact on the modelled 
regional sea-level change of an increased horizontal resolution of the DD, a more complete representation of 
coastal processes, and applying a bias correction to the driving GCM. Using only a single GCM downscale is not 
sufficient to provide a reliable sea-level change estimation. I suggest changing the title of the manuscript to reflect 
the primary goal of the work. 

We thank the reviewer for this comment highlighting that the title was not reflecting the aim of our work. The 
purpose of the paper is indeed not to provide a reliable sea-level change estimation not even to characterize 
uncertainties associated with the simulations. The study is meant to present a regional ocean model that will be 
used for analyzing the sensitivity of sea level changes, particularly extreme sea level changes, to methodological 
choices and representation of processes. In the current study, the configuration is presented along with its 
evaluation and the added value of the regional vs global model. It is from this perspective that we assess the impact 
of the dynamical downscaling and bias corrections on simulations of sea level changes. As the aim of the 
manuscript is to present the ocean regional model even more than to evaluate it, the title has been changed to “IBI-
CCS: a regional high-resolution model to simulate sea level in Western Europe”. The methodology presented in 
this paper could subsequently be applied to produce an ensemble of simulations using different CMIP6 global 
models as parent models to provide projections of sea level changes and related uncertainties.  

Paragraph 2.1.2 Regional ocean model IBI-CCS: Tide in the regional configuration is one of the main processes 
driving SL change in coastal areas. A specific validation of the tides should be included in the manuscript. A 
reference to a peer-reviewed paper in which the tides have been validated is also enough. Moreover, the authors 
claim that “Tides are included in the model by calculating the astronomical tidal potential and the tidal harmonic 
forcing as …”. Here the author should be more clear on the way they applied the tidal forcing in the regional 
model. 

A sentence has been added in the manuscript: “Tides have been validated in section 3.1 of Maraldi et al., 2013 
with a 1/36° configuration.”. In Figure RC1, we provide the M2 tidal amplitude for FES2014 (a) and IBI-CCS_corr 
(b) and the difference FES2014 minus IBI-CCS_corr (c). In general, the regional model is close to the FES2004 
solution, except north of the Irish Sea and in the German Bight. The figure has been added to the Supplementary 
Materials. 



 

Figure RC4: M2 tidal amplitude for FES2014 (a) and IBI-CCS_corr (1993-2014) (b) and the difference 
FES2014 minus IBI-CCS_corr (c) for the coastal points of the zone. 

Also, the paragraph explaining how the tidal forcing is applied in the regional model has been revised: “Tides are 
included in the model by calculating the astronomical tidal potential and the tidal harmonic forcing. SSH and 
barotropic velocities tidal components are added through the open boundaries as the sum of 11 components 
provided by FES2004 (Lyard et al., 2006) and TPXO7.1 (Egbert and Erofeeva, 2002): diurnal components (K1, 
O1, P1 and Q1), semi-diurnal constituents (M2, S2, N2 and K2), long-period tides (Mf and Mm) and a nonlinear 
component M4.”  

Paragraph 2.3.2. In line 308, the authors state that “The GCM GMTSLR term stored in the variable “zostoga” is 
thus added a posteriori to the RCM modelled SL”. My deep concern is how the authors used this variable in the 
final SL computation (Figure 9).  The global model used in this study is affected by strong temperature (and 
salinity) drift due to its relatively short spin-up (250 yrs). In particular, the temperature drift affects the local 
thermosteric component of the SL, and so the global mean thermosteric component (zostoga). Maybe I am wrong, 
but it seems that the authors used the original zostoga variable provided by the global simulation without any 
correction. I suggest the authors to indicate in the manuscript how they treated zostoga before using it in the final 
SL computation. 

Thank you for pointing this omission. The original variable zostoga has not been used for the reasons you 
mentioned. The variable is indeed corrected from the drift based on the same method as the corrections applied to 
the open boundary conditions. The drift is estimated by a linear fit of the full time series of the pre-industrial 
control simulation (Gupta et al., 2013). Then, the linear fit is subtracted to the corresponding historical simulation 
and projections at each time step. This method has been used in recent studies for the variable “zostoga” for 
example in Hermans et al., 2021 and Fox-Kemper et al., 2021 (Supp Mat Chap 9, section 9.SM.4.2). In Figure 
RC2, we provide the original and corrected variable “zostoga” (monthly outputs) for the two scenarios:  



 

Figure RC5: Original and drift corrected global mean thermosteric sea level over the 1950-2100 period for 
the two scenarios SSP5-8.5 and SSP1-2.6. 

The information has been added in: 

 section 2.2.1 “IBI-CCS_corr simulation”: “The drift is also removed from the global mean thermosteric 
sea level (variable “zostoga”) of section 2.3.2 using the same method.”.  

 section 2.3.2 “Thermal expansion”: “The GCM GMTSL term stored in the variable “zostoga” is thus 
added a posteriori to the RCM modeled SL after having removed the drift (section 2.2.1).” 

Line 172: I suspect that mixing due to internal tides is overestimated. So, I suggest to provide more details about 
the de Lavergne scheme and a more robust justification about its use in the regional model. 

Despite the regional ocean model explicitly resolves tides, the entire spectrum of internal waves is not generated 
especially at a 1/12° resolution. Actually, at this resolution, only the most energetic modes (mode 1 and 2) of the 
internal tides are resolved. In the IBI zone, the mode 1 seems to be dominant internal tide mode (Vic et al., 2019) 
so in our case we might generate a large part of the locally generated internal tide spectrum. However, the model 
doesn’t account for low modes propagating into the IBI region at its boundaries, nor does it have the required 
physics to dissipate explicitly resolved internal tides correctly. As stated in Melet et al., 2022, “even ocean general 
circulation models with explicit tides typically do not resolve the generation of high-mode internal tides, scattering 
of low-mode energy into higher modes, and various processes leading to internal-tide energy dissipation, so 
parameterizations are still required to get realistic internal tides and dissipation (e.g Arbic et al., 2010; Ansong et 
al., 2017).” For these reasons, we have applied the de Lavergne et al., 2020 parametrization which is at the state-
of-the-art in terms of representation of internal tide induced mixing processes (hence allowing for a molecular 
background diapycnal mixing). 

Line 249: Sea Surface Height tuning in the Mediterranean Sea. The authors claim that “GLORYS2V4 has a mean 
SSH bias of approximately -0.1 m in the Mediterranean Sea in comparison to the Mean Dynamic Topography 
observations from CNES- CLS-18”. It would be good to show, at least in the supplementary material, the 
horizontal map showing the differences between GLORYS2V4 and CNES- CLS-18 over the entire domain. The -
0.1 value used as a correction seems to result from a tuning exercise. The authors should provide more details on 
the applied correction if this is the case. Also, looking at Figure 3, it appears that in all simulations (including IBI-
CCS_corr) there is a bias on the eastern boundary in the Mediterranean Sea. Do the authors have a valid 
justification for the bias in IBI-CCS_corr? 

In Figure RC3, we provide the map showing the bias (c) between GLORYS2V4 (1993-2014) (b) and CNES-CLS-
18 (1993-2012) (a) over the entire domain.  The bias in the Mediterranean Sea is approximately of 10cm. The 
figure has been added to the supplementary materials as well. The bias in the Mediterranean Sea of approximately 
of +10 cm is due to the assimilation of two different sea level anomaly databases in GLORYS2V4: a global one 
for the Atlantic part and a Mediterranean one. These two databases were not aligned with each other.



Figure RC6: Sea Surface Height bias (c) between GLORYS2V4 (1993-2014) (b) and CNES-CLS-18 (1993-
2012) (a). 

As explained L260, the SSH corrective value of +0.1 m is applied to the east Mediterranean boundary at each time 
step and boundary grid point. A sentence has been added to detail how the correction is applied: “The mass 
correction is added to the local T/S values.” 

The +0.1m setting of the SSH is applied in both IBI-CCS_corr and in IBI-ERAi simulations so the biases observed 
at the eastern boundary in Figure 3 are not related to this setting. The biases of Figure 3 are found in the buffer 
zone where the bathymetries of CNRM-CM6-1-HR (1/4°) and of the regional model (1/12°) are merged. However, 
for the IBI-ERAi simulation, the forcings at the open boundaries are GLORYS2V4 (and not CNRM-CM6-1-HR 
as in IBI-CCS simulations), so there is a small inconsistency in the buffer zone between the forcings and 
bathymetry. That is why biases are observed for integrated variables like thermosteric or halosteric sea level.  

As a general comment, the manuscript needs revision for language and grammar. 

The manuscript has been revised for language and grammar. 

Minor issues 

Line 63: Please, provide the physical definition for “dynamic sea level”. 

The physical definition has been added above L41: “At regional scales, spatial variations of SL changes are mainly 
due to changes in dynamic sea level (DSL) i.e. changes in ocean circulations and the associated ocean heat, salt 
and mass redistribution within the ocean.” 

Line 75: The authors claim that “The DD method can be used to overcome this problem by applying corrections 
to the GCM outputs before using them as forcing when performing a DD”. Actually, the bias in GCM simulations 
can be strongly reduced using bias correction. So, I do not agree in ‘the DD methods’. May be this sentence need 
to be revised or deleted. 

The sentence has been modified as follows: “To overcome this problem, bias corrections can be applied to the 
GCM outputs before using them as forcing when performing a dynamical downscaling” 

Line 114: Paragraph 2.1.1. It would be good to add a specific subparagraph in which is indicated how the SSH is 
modelled in both global models. 

The subparagraph “2.3.3 Total SL in global and regional simulations” has been modified and explains how the 
SSH is modelled in both global and regional models.  



Line 115: I did not find any specific paper in the literature dedicated to the validation of CNRM-CM6-1-HR. Am 
I wrong? In case you could not provide any reference to the validation of CNRM-CM6-1-HR it would be necessary 
to justify the use of this model simulation as driver for the DD. 

Indeed only its lower resolution version (CNRM-CM6-1) has been extensively validated in Voldoire et al., 2019. 
The CNRM-CM6-1-HR model has been derived from its lower resolution counterpart by only increasing the 
resolution. This high-resolution version provides results very close to CNRM-CM6-1 which has not motivated a 
dedicated paper. However, in Saint-Martin et al., 2021, there is a brief description of this model and the supplement 
information material provides some figures comparing the biases of both model versions 
(https://agupubs.onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1029%2F2020MS002190&file=2
020MS002190-sup-0002-Supporting+Information+SI-S01.pdf). An explanation has been provided L115 to justify 
the use of this GCM: “The GCM CNRM-CM6-1-HR was chosen for its eddy-permitting high-resolution over the 
ocean which allows a more realistic regional circulation (section 3.1.2). Moreover, the 0.5° resolution over the 
atmosphere is also interesting to obtain a less smooth atmospheric forcing (winds) which is very important for the 
modeling of extreme SLs.” 

Line 122: The following sentence is not clear to me: “A polynomial representation of the equation of state (TEOS-
10, Roquet et al., 2015) is used but the temperature and salinity outputs are converted into the in-situ temperature 
and practical salinity needed by the RCM. “. Please, rewrite this sentence. 

The sentence L122 has been modified: “Seawater thermodynamics uses a polynomial approximation of TEOS-10 
(Roquet et al., 2015), therefore the prognostic variables are the absolute salinity and conservative temperature. As 
the RCM does not use the same approximation for the equation of state (section 2.1.2), the GCM outputs are 
converted to in-situ temperature and practical salinity to be used in the RCM.” 

The sentence L171 has been modified: “Seawater thermodynamics uses a polynomial approximation of EOS‐80 
(Fofonoff and Millard Jr, 1983). Therefore, the RCM requires in-situ temperature and practical salinity from the 
GCM.”  
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