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Review: A Scalability Study of the Ice-sheet and Sea-level 

System Model (ISSM, Version 4.18) 

General Impression 
 
The manuscript describes the results from an instrumentation to monitor the performance of the 
higher-order (HO, a.k.a. Blatter-Pattyn) ice flow model including free surface and ice-front 
evolution as well as thermodynamics in form of an enthalpy balance, all implemented in the Ice-
sheet and Sea-level System Model (ISSM). Investigations mainly focus on the scaling of different 
components within the modular built package. Results on scalability for parallel runs using the 
Message Passing Interface (MPI) standard on an Intel CPU cluster for a particular problem run on 
the Greenland ice-sheet are presented.  
 
To me, topically, this manuscript fits very well into GMD. I like the detailed analysis (the authors 
apparently invested a lot of time) and the presentation of the scaling behaviour of different 
modules of the simulation workflow and the way code-profiling and timing are implemented on a, 
seemingly, least invasive level. The sections building the text are well structured. The figures, in 
general, are clear to read.  
 
I have a few concerns with the way those scalability tests are presented and in particular how they 
are put in context with new architectures and exa-scale computing – I will try to elaborate in detail 
below and hope that this will contribute to improve the manuscript. 
 

Main points of critics 
 
I see two major points the manuscript has to be worked over before being able to be published.  

 
1 In parts vaguely defined scientific and computational context 
During the read of the manuscript, I came across expressions like “overall scaling” and “reasonably 
well” that I find difficult to put into exact context. At some places in the text I get the impression 
that the line of argumentation of impact of the here presented study is slightly off target, like a 
connection of pure MPI scalability on a limited amount of nodes to exa-scale computing. If you 
disagree with this, I would ask you to elaborate why MPI scalability on less than 10k cores 
prepares a code to be run on exa-scale machines. Also, the term “new architectures” for me is 
hard to interpret. Do you mean new generation CPU’s or - and that what I would understand to be 
kind of synonymous to exa-scale computing - accelerated (GPU) systems?  Further, the title as well 
as the abstract gives the impression that the whole code-base of ISSM is investigated, yet, I see 
that investigation were focused on the HO module. I think it should come clearer that the reader 
should not draw conclusions to other implementations – as far as I am aware of, ISSM also offers 
the possibility to deploy SSA and full-Stokes. In my opinion, you should be more precise in your 
definitions, and clearly state the purpose and applicability of your scalability tests. 
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2 Unexplained – and in parts unclear - settings relevant to the scalability study 
To me the circumstances and settings that lead to your scalability numbers are not completely 
clear. Mainly, I am missing a discussion on the influence of the compiler and flags therein (which 
can have a huge impact on performance) used.  Partly, I am surprised by the choices made. For 
instance, as you ran on new generation Intel processors, to me it appears strange that you – as I 
understand it - did not enable AVX2, nor AVX512 (actually not even low-level vectorization)? 
Would you not want to optimize first the performance (by right choice of compiler flags, the least) 
on a single node before you test scalability on more nodes? In Byckling et al. (2017) the 
degenerating scalability of the matrix assembly with low polynomial order elements was clearly 
linked to the compiler not being able to vectorize loops. Another issue is the under-subscription of 
cores on the nodes (I understand that you left 50% of the cores idle) and its influence on the 
performance?  I, frankly, do not understand the line of argumentation that this was implied by 
problem size. If there are enough nodes to run the problem with only half capacity, there should 
be also enough to double the partition amount of the equally sized problem and run it with fully 
subscribed nodes. Or am I missing something here, like a fixed DOFs/core ratio that needs to be 
maintained?  Also, if you would apply platform specific flags, downclocking – or in case of 
undersubscription rather the lack of it – which Intel processors are known for in connection with 
AVX512 for thermal management – could affect the result.  Additionally, could this measure have 
boosted performance by reducing cache-misses and thereby artificially improving scalability? 
Which brings me to the next question: Did you also analyse memory access and bandwidth? I think 
that presenting more details on these aspects of the performance and justification of the setup 
would be needed to give the reader more insight on the circumstances that lead to the presented 
scalability data. Ideally, you would redo (one of) the tests with the full set of platform specific 
optimization flags enabled and with – if possible – all cores of the nodes engaged in the 
computation. 

 

Detailed list of issues to be addressed 
 
The list of issues is in the order of their occurrence in the text. Quote from the manuscript are kept 
in blue text. 
 
page 1 – line 2:  It is important to test the scalability of existing ice sheet models in order to assess 
whether they are ready to take advantage of new cluster architectures.  
As I see it, “new architectures” will be relying on parallel paradigms beyond MPI, like OpenMP 
threading or SIMD (e.g., Byckling et al., 2017) and on frameworks or libraries that enable the 
utilization of accelerators (CUDA, HIP, Sycl, Kokkos, etc.). To my understanding, the study here – as 
important scalability of the MPI implementation is and remains to be – does not touch these 
topics and I would be careful to make a direct link to exa-scale computing (which in my opinion 
you do in the introduction) or new architectures (or elaborate what exactly you mean by this 
term). This is no criticism on the here presented topic and methods, but a request to not sell a 
pure MPI scalability study as priming a code to be ready for new (pre)exa-scale architectures. 
 
page 1 – line 3:  In this paper, we discuss the overall scaling of the Ice-sheet and Sea-level System 
Model (ISSM) applied to the Greenland ice sheet. 
What do you mean by “overall scaling”? Do you mean: In this paper, we discuss the scaling of the 
MPI implementation of the HO model of the Ice-sheet and Sea-level System Model (ISSM) applied 
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to the Greenland ice sheet. In my opinion, this statement and in particular the word “overall” can 
be misleading. as the study here does not allow to make conclusions to all implementations in 
ISSM, such as the full-Stokes model. 
 
page 1+2 – line 19-20:  Today, projections are still subject to large uncertainties, which stem in 
particular from the climate forcing and ice-sheet model characteristics (such as the initial state, 
Goelzer et al., 2020). 
To me this statement seems to be very much focused on sea level rise contribution from 
Greenland – which, admittedly, at the moment is the biggest single contributor. Yet, to my 
understanding (e.g., Edwards et al. 2021), the biggest uncertainty related to sea level rise is due to 
possible marine ice cliff instability (MICI), most prominently at the Antarctic ice-sheet, which is 
dominated by brittle failure and inherently difficult to be modelled by continuum models 
(Crawford et al., 2021). Thus, an increased resolution or throughput of continuum models does 
not automatically solve that particular issue – it though may help in connection with improved 
physics in terms of parametrizations (Crawford et al., 2021). 
 
page 2 – line 20-23:  While the momentum balance can nowadays be solved using a higher-order 
approximation (HO, also called Blatter-Pattyn, Blatter, 1995; Pattyn, 2003) representing the 
physical system reasonably well, the benefits of HO pay out only if the resolution is sufficiently 
high, especially in the vicinity of the grounding line where the ice sheet goes afloat. 
What do you mean by “reasonably well”? And in what connection? Do you mean grounding line 
dynamics? I would ask that you elaborate what quality of the model you are referring to and add a 
reference to support this statement. Does “nowadays” mean that this is a newly implemented 
feature in ISSM? – since I know of other HO implementations since a while. 
 
page 2 – line 25-28:  As a consequence, atmosphere and ocean models will be run in the future at 
higher spatial resolutions, so when ice sheet codes are coupled with other components of Earth 
System Models (ESMs), they need to reach a level of computational performance – especially in 
terms of parallel scalability – comparable to that of ocean and atmosphere models. 
To me, that statement implicitly renders ocean and atmosphere models to be more scalable as ice 
sheet models. If there is a general statement along this line to be found in literature, then please 
cite it here. But even if it is the case, could you shed some light to whether it is important for the 
combined ESM performance? From my experience, the absolute CPU consumption at least of 
lower order ice-sheet models falls way below that of the atmospheric and ocean components 
(admittedly, all depends on the resolution) – not to mention the couplers, such that improved 
scalability of ice-sheet models might not be that significant for the whole ESM. If you would have 
some figures at hand that would show the relative importance of ice-sheet models in ESM’s (e.g. 
by relating their SYPD to other components therein), this would support your line of 
argumentation and improve the information to the reader. 
 
page 2 – line 25-28:  To study the performance of ISSM, we select a real-life system as a test case: 
the Greenland Ice Sheet (GrIS) simulated at different horizontal resolutions – covering the range 
from what is today’s standard for long-term simulations (Plach et al., 2019), such as paleo-spinups, 
up to the present-day highest resolutions in projections such as the ones used in the international 
benchmark experiment ISMIP6 (Goelzer et al., 2020; Rückamp et al., 2020a). 
You study the performance of the HO-module of ISSM. To me this means that no conclusions to 
the performance of other approximations to Stokes equations implemented in ISSM can be drawn. 
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page 2 – line 39-40: Such an in-depth performance analysis has not yet been performed for ISSM 
and comes timely with the first exascale-ready ESMs (Golaz et al., 2019) ushering a new era of 
climate modelling. 
To me this sentence suggests that scalability on MPI level would prepare a code to be ready for 
exa-scale computing. In my opinion this does not apply. If you disagree, please elaborate why you 
think this is the case. 
 
page 3 – line 56: With increasing resolution as well as increasing order of shape functions, the 
number of DOF is increasing for a particular PDE boundary value problem. 
This is a FEM specific statement referring to higher order elements and not generally might be 
directly understandable to every reader. Hence, I think a reference would help. 
 
page 3 – line 59-60: For the software package PETSc (Balay et al., 2021a) on which ISSM is built, 
the recommendation is a minimum of 10 000 DOF/core. 
PETSc, as I understand it, provides an interface to different available solution methods – is it really 
so that there is a general rule of maximum DOF/core or is this recommendation linked to a certain 
solution strategy of a particular problem? 
 
page 3 – line 76-77: Since direct linear solvers are rather uncommon for sparse problems of such 
size, we rely on an iterative solver – based on Habbal et al. (2017) we selected GMRES 
preconditioned with block Jacobi method. 
What do you mean by “uncommon”? At least in numerical glaciology MUMPS is not that 
uncommon (Gagliardini et al., 2013), simply because of the bad condition number of the resulting 
system of the Stokes problem (that is why iterative solvers demand a good pre-conditioning 
strategy). Secondly, can you please elaborate whether you apply GMRES only to the horizontal 
stress balance or to every linear solution step (enthalpy, free surface)?  
 
page 3 – line 81-82: As a result, then, such an analysis can become part of the standard production 
environment, providing insight into the code’s performance as algorithms or the code’s 
environment change. 
Can you please elaborate what you mean by “code’s environment”? Do you refer to software 
stack, hardware, middleware? 
 
page 4 – line 94-95: For this study we focus on a selected subset of the capabilities of ISSM, e.g. 
we employ only the HO approximation of the stress balance. 
This links to previous statement that in my opinion you should drop a note on that in the abstract 
and introduction, too, such that readers do not link scalabilities numbers to other approximations 
of or the complete Stokes equation solver. 
 
page 4 – line 101-103: The computation within a time step is conducted in a sequence of different 
modules (see Figure 1 for a schematics of the main execution substeps), which means that the 
different balance equations for momentum, mass and energy are not solved in a coupled fashion. 
From this statement and also from Fig. 1 I understand that there is no iteration between coupled 
sequential modules (e.g., thermo-mechanical coupling) taking place on a single time-step. Can you 
clearly state that in the text and perhaps also drop a note why this is practised? And perhaps also 
discuss to whether this could have an influence on the stability linked to time-step size, which 
inherently would influence your SYPD.  
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page 4 – line  110: The results presented in this study are based on a realistic setup of the GrIS. 
In what context realistic? I think that if you write that you are profiling the code using a setup that 
represents one that is used for projection runs, the message would be clearer. 
 
page 4 – line  115: Climate forcing fields are not read in at each time step in the surface mass 
balance (SMB) module. 
Can you please provide information on how often they are read in, as I/O might influence the 
performance of the code? In particular, is the climate updated during the timesteps taken for 
scalability tests? 
 
page 5 – line  119-120: These settings basically specify a system close to an equilibrium. 
This is confusing: I would assume that present day GrIS setup is anything else than close to 
equilibrium at its marine fronts. Can you please explain? 
 
page 5 – line  129-130: Since we allow in each time step the individual modules to reach their 
convergence criteria, we intentionally exclude the timings from a cold-start based on a poor initial 
guess. 
This links to my earlier question: Do you allow for iterations between by variables mutually 
dependent modules on a single time-step? – Or does this statement refer to non-linear iterations 
of single solvers, only? 
 
page 5 – line  135-140: All experiments are conducted on dedicated compute nodes of the 
Lichtenberg HPC system with two 48-core Intel Xeon Platinum 9242 and 384 GB of main memory  
each,  connected  with  an  InfiniBand  HDR100  network.  We employ 48 MPI processes on each 
node pinned to NUMA nodes.  More processes per node are not possible, because of memory 
limitations of the high resolution model G250. Each experiment runs 3 repetitions, and results fall 
within a standard deviation of 10%. The basis for our instrumentation is the latest ISSM public 
release 4.18, which is is compiled with GCC 10.2 (optimization level -O2), Open MPI 4.0.5 (Graham 
et al., 2006) and PETSc 3.14 (Balay et al., 2021b). 
This is a very important paragraph and from my point of view needs to be elaborated in more 
details (see item 2 of main points). This seems to be the only place to really obtain information of 
the hard- and software environment and parameters used in the study. I have a few questions 
that I see as essential to be worked over: 

1. I understand that you are compiling ISSM with gcc and you only opt for -O2. Checking on 
the cluster accessible to me, I conclude that this optimization flag excludes any 
vectorization and utilization of particular performance enhancing CPU features (like AVX2, 
or even AVX512) of that high-end CPU:  
$ gcc -O2 -E -v - </dev/null 2>&1 | grep cc1  

/path/to/gcc/1 0.3.0/cc1 -E -quiet -v - -mtune=generic -mtune=x86-64 -O2 
If you agree with my statement above, please explain why you on purpose drop many 
advantages, like vectorization, modern CPU architectures would bring along?  I am just 
sceptic that if you would use a set of optimizations that take better use of the underlying 
hardware, you might get different (perhaps even worse, as communication might become 
a relatively stronger bottleneck) scaling. Also, if claiming to test for scalability on modern 
architectures and not utilizing essential built-in features of the CPUs you run on, to me is a 
contradiction, in particular as you mention SYPD. My suggestion would be to present 
runtimes and scalability obtained with code that was compiled with platform specific 
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optimization flags – in your case I guess this would be -mtune=cascadelake (see 
https://gcc.gnu.org/onlinedocs/gcc/x86-Options.html) 

2. Are the libraries (OpenMPI and PETSc) also compiled only with simple 2nd level 
optimization flag? 

3. Also, please explain in detail why the “memory limitations” in the G250 run imply under-
subscription of cores on nodes (see my comments in “main points”) 

4.  Do you consistently undersubscribe and use only half of the cores in a node throughout all 
experiments, i.e., not just G250? If not, I would say that you then should not compare the 
runtimes. 

5. As you base your numbers on multiple runs (which is good practise): Did you run on an 
empty system or did you have to share it with other users? If the latter applies, can you 
estimate the influence? 
 

page 6 – Fig. 1: 
  

I think the mass balance in the appendix is rather Eq. A9, as A10 is just 
the kinematic BC on the bedrock 
 

Further, I think it would improve readability, if you would explain the numbers in the r.h.s. of the 
figure in the caption. 
 
page 8 – line 164-165: For this it uses an even distribution of the elements, which is constant over 
time and independent of the modules, and each modules handles the parallelization in the same 
way. 
Does this link to load balance through domain decomposition? Is this “even distribution” of 
elements obtained from within ISSM or a result of an external partitioned mesh? 
 
page 8 – line 166-168: While this step is free of MPI communication, all entries which are assigned 
to other MPI processes are communicated in the assembly of the equation system leading to 
many MPI calls. 
I do not completely understand this statement. Could it be that you mean while for matrix entry 
construction in the bulk of the partition no MPI communication is required, entries for nodal 
values being shared with other MPI processes on domain boundaries impose a lot of MPI traffic? 
 
page 8 – line 169-170: In case of a nonlinear system, a convergence criteria has to be computed, 
which mainly consists of a single MPI allreduce, …  
As I see it, this is a technical term that not necessarily might be understood by readers not being 
familiar with MPI – I would recommend at least a citation where people can look up its meaning. 
 
page 9 – line 216-217: In the end, we provide Score-P with a whitelist of 52 functions to 
instrument and instrument by hand 6 code regions by bracketing them with Score-P 
instrumentation calls. 
Can you please explain? Does that mean that all mentioned 52 whitelisted functions are contained 
within 6 distinguishable code regions? 
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page 10 – line 220: These 58 functions cover the hot paths of the main parts of the code.  
I wonder if it would be better for a wider audience not familiar with code profiling to either 
explain the terminus or to provide a citation. 
 
page 10 – line 234-236: When, in addition, the 84 billion PETSc functions are instrumented, we do 
not detect any noteworthy additional overhead, the same holds for the addition of the 58 million 
calls related to ISSM. 
Looking at table 2, I would understand that this should read as “84 billion calls are made to 
instrumented PETSc functions” as well as “57 million calls related to ISSM” (instead of 58 million) 
 
page 11 – line 250: Preallocation is not an option for the thermal module due to the physics of the 
system, which is why it is not preallocated.  
I do not get the idea here. Can you please explain what part of the physics implies the changing 
sizes? 
 
page 11 – line 251: Since  the  nonlinear  iteration  scheme  of  the  thermal  module  only  needs  
one  to  three  nonlinear  iterations  in  our  setup,  the reallocation does not matter as much as in 
the stress balance horizontal module anyway. 
Focusing on the lower limit given here, I wonder how one can judge from a single non-linear 
iteration whether the system is converged? Or does this mean you are comparing to a previous 
time step? Concerning the upper bound given here: From my experience, convergence behaviour 
(also of the energy balance) strongly depends on the problem (and on the demanded accuracy) 
and I would be careful in dismissing the possibility to exceed 3 rounds. So, perhaps you mention 
that this situation applies to the particular problem you studied? 
 
page 12 – line 275-276: Exploiting the natural anisotropy of the problem, the horizontal and 
vertical components are solved in an uncoupled fashion, and the structure of the PDEs varies 
greatly between these two components. 
I understood that you investigate HO or Blatter-Pattyn, which has only horizontal components as 
PDEs, namely, Eqs. (A1 and A2) to solve for, simply because the vertical hydrostatic stress balance 
Eq. (A3) is assumed.  As I see it, there is no PDE solved in vertical direction, just a quadrature is 
needed to deduce the vertical velocity component (A9) in a post-processing step. Thereby, I would 
suggest to write: … and the structure of the solution procedure varies between these two main 
components. 
 
page 12 – line 289-290: While the stress balance vertical module is solved in a linear equation 
system, the nonlinear equation system of the stress balance horizontal module has to be solved 
iteratively and needs approximately twelve iterations per time step. 
Like before, this is a statement I understand to only apply to the particular case investigated here 
and cannot be put into such a generalized form. 
 
page 19 – line 363-364: So, for a fixed core count, increasing DOF increases performance but, with 
an increasing number of MPI processes, the communication overhead of the assembly starts 
dominating at some point. 
That is interesting (and rather a curious question than a point of critics): Could one speculate that 
then a shared memory approach (OpenMP threading) on intra-node in combination with message 
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passing (distributed memory) only for inter-node communication could improve that situation? 
Would this be achievable in ISSM? 
 
page 20 – line 388-391: One approach to address this problem would be to use an alternative 
approach for treating Dirichlet boundary conditions such as including entries for all nodes in the 
stiffness matrix, setting rows of constrained nodes to 0 except along the diagonal, and changing 
the right hand side to the value of the constraint. 
Can you please explain: Why would filling up the matrix diagonal elements and the r.h.s. with the 
Dirichlet conditions apart from increasing the size of the system speed up computations of its 
solution? I can understand that scalability of this single step suffers by eliminating Dirichlet 
conditions, but do not completely get why the absolute runtime would be that negatively affected. 
What am I missing here? 
 
page 20 – line 392-393: In addition, wherever a low number of DOF per MPI process is limiting 
scalability with increasing core counts, the number of DOF could be increased by switching to P2 
(quadratic) elements or solving the full Stokes problem. 
I thought that you refer to issues connected with the evolution of the lateral margin – how would 
switching to a full Stokes scheme have any influence on that problem? If you refer to the solution 
of the stress-balance, I would be careful to claim that the change from HO to (full-) Stokes will 
automatically increase scalability by introducing another unknown (and hence DOF), as you are 
buying into a more demanding saddle-point problem and most likely will have to invest into pre-
conditioning strategies to solve the problem with iterative methods (e.g., Isaac et al., 2015). 
 
page 21 – line 413-414: The recommendations and directions given by (Baur et al., 2021) thus will 
need to be adopted to the future development of ISSM too. 
I my opinion it would be valid information for the reader to write out the performance criterion in 
the reference given and even include an idea on how far ISSM falls behind – is it orders of 
magnitude or just a few %?  In this context I again wonder how much additional optimization flags 
utilizing optimized vectorization features on the CPU would improve results. 
 
page 21 – line 428-429: To analyse the practical throughput of a typical application of ISSM, we 
conducted transient simulations for the Greenland Ice Sheet in five different horizontal 
resolutions. 
Similar as before, I think that it would be good (in this case for readers focusing on the conclusion 
part, only) to elaborate “typical” by describing that you solved HO approximation. 
 
page 26 – line 544, Eq. (A21): Since ℎ𝑠 and ℎ𝑏 (interpreting them to be the z-elevation of surface 
and bedrock, respectively) are entangled with the unknown variable 𝐻 =  ℎ𝑠  − ℎ𝑏, please 
explain how you treat that dependence. Please, also verify in the equation that the order of 
integration boundaries is correct (to me they should be interchanged). 
 
page 27 – line 572: These convergence criteria are employed for the enthalpy and velocity. 
Can you please elaborate: Is either one of the above-mentioned criteria applied or is there some 
kind of mix of all three? If the latter applies, describe how this is achieved. 
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List of typos and to contents less important issues 
 
page 1 – affiliations: Hesse →Hessen 
page 2 – line 53: (e.g. triangles or quadrilaterals in the 2D, tetrahedra or prisms in the 3D) - 
remove articles 
page 3 - line 79: … an Earth systems scientist’s view → an Earth system scientist’s view 
page 4 - line 104: … using a fixed-point  Picard  iteration  whose  each  step  involves  solution  of  a  
linear  equation  system → ( only a  suggestion): … using  a  fixed-point  Picard  iteration where  
each  step  involves  the solution  of  a  linear  equation  system 
page 5 – line 140: missing space between sentences: … (Balay et al., 2021b).For profiling … 
page 6 – line 164-165: … and each modules→module handles the parallelization in the same way. 
page 8 – line 169: … a convergence criteria … → … a convergence criterion … 
page 9, line 211-212 (only a suggestions): So tThe profile contains the information whether an MPI 
call belongs to an assembly, the solver or some other PETSc algorithm, for example. The “for 
example” reads strange to me, as to me this sentence is no specification of a general statement. 
page 11 – line 250: Preallocation is not an option for the thermal module due to the physics of the 
system, which is why it is not preallocated. To me the last part is redundant. 
page 12- line 297: The thermal module contains a nonlinear iteration schema → scheme 
page 13 – caption Fig 4: what means “(draft)” at the end of the line?  
page 14 – line 302: (1) a levelset module that is computed first … ; I would say that a module is 
rather executed than computed  
page 15 – caption Fig 5: what means “(draft)” at the end of the line? Also, why are a), b) and c) not 
explained in main caption but inserted as sub-captions? 
page 19 – line 366: increasing run-time of mat assembly; do you mean:  matrix assembly? 
page 29:  there is an orphan subsection header on this page: A2    Mesh and horizontal velocity 
field. I presume Figure A1 of page 27 should occur under this and I simply assume that the final 
typesetting will correct that. Mentioning Figure A1: the white area inside JH Isbrae to me does not 
really convey a lot of information – I would suggest to have a zoom into the densest mesh area or 
else drop sub-figure b. 
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