
Response to Referee #2 (gmd-2021-259) 

We Thank Reviewer for his/her constructive comments. 

Responses to the comments: 

The manuscript ‘A quantitative decoupling analysis (QDA v1.0) method for the assessment of meteorological, emission 

and chemical contributions to fine particulate pollution’ written by Junhua Wang presented the QDA method as novel 

way to evaluate meteorology, emission, and chemistry processes involved for the aerosol formation. Although the 

concept of this method is interesting, I cannot fully understand the description of method itself and therefore go through 

to result and discussion section well. At the current presentation quality, this manuscript cannot be considered for 

publication. At this round, I would like to reject this manuscript. Before considering the possible publication, I sincerely 

request the fundamental amendments. I wish the following major and minor comments will help to revise this manuscript. 

Reply: The authors appreciate the reviewer for his/her constructive and up-to-point comments. We have 

carefully considered the comments and revised the manuscript accordingly. Please refer to our responses for 

more details given below. 

 

Major comments: 

Comment 1: The description of QDA and its relation to IPR. The newly developed QDA method is just the using of six 

accompanying simulations to calculate M, E, and C terms. In this sense, for example, to drive M term, this method seems to be 

identical to the SAA as described in the introduction. Actually, how to conduct six accompanying simulations is unclear. Under 

each time-step simulation, how can do the base-model derive each process? The detailed description of M2-M7 is required to 

understand the QDA method. In addition, without E term, C term cannot be driven due to the absence of precursors. Therefore, I 

guess that EC term inherently connected, and it could be hard to be divided. Moreover, on P4, L118, it was stated that “The above 

QDA method can also be combine with the IPR method to resolve more detailed information…”. This statement is confusing to me 

because this impressed that QDA is just the using of IPR. Under the current presentation quality, it is difficult to understand QDA 

method and I cannot recognize this method as novel way in modeling analysis. 

Reply: We feel sorry that we did not provide enough description on the QDA method. We have made a more detailed 

description on the QDA method, including its theoretical basis, algorithms, its realization in model as well as its 

relationship with the SAA (Factor Separation method) and IPR method, to facilitate the understanding of the QDA 

method and highlight the novelty of QDA method. 

1.1 Theoretical basis of the QDA method 

The QDA method is developed based on the Taylor series expansion. Considering that the PM2.5 concentration at 

t step is 𝑃𝑀ଶ.ହ
௧  and the PM2.5 concentration at t+1 step after undergoing the emission, meteorology and chemistry 

processes with 𝑃𝑀ଶ.ହ
௧  as initial condition is 𝑃𝑀ଶ.ହ

௧ାଵ, then we could define a function F that denotes the simulated PM2.5 



concentrations with or without different processes using 𝑃𝑀ଶ.ହ
௧  as initial concentration, such that:   

𝐹(0,0,0) = 𝑃𝑀ଶ.ହ
௧                      (R1) 

𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) = 𝑃𝑀ଶ.ହ
௧ାଵ                    (R2) 

where 𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) represents the simulated PM2.5 concentration with meteorology (𝑥ଵ), emission (𝑥ଶ), and chemistry 

processes (𝑥ଷ); 𝐹(0,0,0) represents the simulated PM2.5 concentration without emission, meteorology, and chemistry 

processes. Therefore, the 𝑃𝑀ଶ.ହ
௧  and the 𝑃𝑀ଶ.ହ

௧ାଵ can be seen as the different values of function F with different input 

data, and the variation of PM2.5 concentration between two timesteps can be written as: 

∆𝑃𝑀ଶ.ହ
௧ାଵ = 𝑃𝑀ଶ.ହ

௧ାଵ − 𝑃𝑀ଶ.ହ
௧ = 𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) − 𝐹(0,0,0)             (R3) 

where ∆𝑃𝑀ଶ.ହ
௧ାଵ represents the variation of PM2.5 concentration from t to t+1 step,  

According to Taylor series expansion, the function 𝐹 can be decomposed as follows: 

𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) − 𝐹(0,0,0) = ∑
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Based on this equation, the terms that only containing a single partial derivative to 𝑥ଵ, 𝑥ଶ, and𝑥ଷ (including any higher-

order derivatives) are defined as pure contribution of the meteorology (M), emission (E) and chemistry (C) processes to 

the variation of PM2.5 concentrations. Therefore, the term 
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as C. The cross terms then represent the interaction among different drivers, for example the term 
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6𝑥ଵ𝑥ଶ𝑥ଷቁ + ⋯  is defined as the interactions among emission, meteorology and chemistry processes 

(MCE). Detailed definitions to the different factors we resolved are available in Table R1. Note that pure here as well 

as elsewhere in the paper, is in the relative sense meaning that the effect due to one factor is separated from the other 

chosen factors. For example, the pure contribution of emission is only due to the direct emission at local space. The 

variation of PM2.5 concentration after emission process are seen as the contribution of meteorology and chemistry. 

Therefore, the values of E in the QDA method cannot represent the whole effects of emission in the common sense.  

According to these definitions, the PM2.5 variations from t to t+1 step can be written as the sum of 𝑀௧ାଵ, 𝐸௧ାଵ, 

𝐶௧ାଵ, 𝑀𝐸௧ାଵ, 𝑀𝐶௧ାଵ, 𝐶𝐸௧ାଵ, and 𝑀𝐶𝐸௧ାଵ, which is as follows: 

∆𝑃𝑀ଶ.ହ
௧ାଵ = 𝑀௧ାଵ + 𝐸௧ାଵ + 𝐶௧ାଵ + 𝑀𝐸௧ାଵ+𝑀𝐶௧ାଵ + 𝐶𝐸௧ାଵ + 𝑀𝐶𝐸௧ାଵ         (R5) 

 

 



Table R1 Definition of different factors considers in the QDA method 

 

1.2 Algorithms of the QDA and its implementation in model 

The QDA method uses a similar algorithms to the factor separation method introduced by Stein and Alpert (1993) 

to calculated the terms in Eq. (R3). By setting 𝑥୧ (𝑖 = 1,2,3) in Eq. (R2) to either 1 or 0, we can simply obtain following 

equations: 
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𝐹(𝑥ଵ, 𝑥ଶ, 0) − 𝐹(0,0,0) =  
డி

డ௫భ
𝑥ଵ +

డி

డ௫మ
𝑥ଶ +

ଵ

ଶ!
ቀ

డమி

డ௫భ
మ 𝑥ଵ

ଶ +
డమி

డ௫మ
మ 𝑥ଶ

ଶ + 2
డమி

డ௫భడ௫మ
𝑥ଵ𝑥ଶቁ + ⋯ = 𝑀 + 𝐸 + 𝑀𝐸   (R9) 
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where 𝐹(𝑥ଵ, 0,0) , 𝐹(0, 𝑥ଶ, 0) , 𝐹(0,0, 𝑥ଷ)  can be calculated by the simulation that only considers meteorology, 

emission, and chemistry process from t to t+1 step, respectively (Table R1); 𝐹(𝑥ଵ, 𝑥ଶ, 0), 𝐹(𝑥ଵ, 0, 𝑥ଷ), 𝐹(0, 𝑥ଶ, 𝑥ଷ) 

can be calculated by the simulation that does not including chemistry, emission, and meteorology process from t to t+1 

step, respectively. We define these simulations as the accompanying simulation, since their concentrations were updated 

by the base simulation at each model step as we said in following content. According to Eq. R1 and Eq. R2, the values 

of 𝐹(0,0,0) and 𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ) can be obtained from the base simulation. Based on these equations, each term in Eq. 
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(R3) can be simply calculated by: 

𝑀௧ାଵ = 𝐹(𝑥ଵ, 0,0)|ெమ.ఱ
 − 𝐹(0,0,0)|ெమ.ఱ

                (R12) 

𝐸௧ାଵ = 𝐹(0, 𝑥ଶ, 0)|ெమ.ఱ
 − 𝐹(0,0,0)|ெమ.ఱ

                (R13) 

𝐶௧ାଵ = 𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
 − 𝐹(0,0,0)|ெమ.ఱ

                (R14) 

𝑀𝐸௧ାଵ = 𝐹(𝑥ଵ, 𝑥ଶ, 0)|ெమ.ఱ
 − 𝐹(𝑥ଵ, 0,0)|ெమ.ఱ

 − 𝐹(0, 𝑥ଶ, 0)|ெమ.ఱ
 + 𝐹(0,0,0)|ெమ.ఱ

       (R15) 

𝑀𝐶௧ାଵ = 𝐹(𝑥ଵ, 0, 𝑥ଷ)|ெమ.ఱ
 − 𝐹(𝑥ଵ, 0,0)|ெమ.ఱ

 − 𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
 + 𝐹(0,0,0)|ெమ.ఱ

       (R16) 

𝐶𝐸௧ାଵ = 𝐹(0, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ
 − 𝐹(0, 𝑥ଶ, 0)|ெమ.ఱ

 − 𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
 + 𝐹(0,0,0)|ெమ.ఱ

       (R17) 

𝑀𝐶𝐸௧ାଵ = 𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ
 + ቀ𝐹(𝑥ଵ, 0,0)|ெమ.ఱ

 + 𝐹(0, 𝑥ଶ, 0)|ெమ.ఱ
 + 𝐹(0,0, 𝑥ଷ)|ெమ.ఱ

 ቁ − ቀ𝐹(𝑥ଵ, 𝑥ଶ, 0)|ெమ.ఱ
 +

𝐹(𝑥ଵ, 0, 𝑥ଷ)|ெమ.ఱ
 + 𝐹(0, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ

 ቁ − 𝐹(0,0,0)|ெమ.ఱ
             (R18) 

where 𝐹|ெమ.ఱ
  denote the simulated PM2.5 concentration with 𝑃𝑀ଶ.ହ

௧  as the initial condition. Based on Eq. (R1) and 

Eq. (R2), the values of 𝐹(0,0,0)|ெమ.ఱ
  and 𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ

  can be simply obtained from the base simulation, while 

the other six values are obtained from the results of six accompanying simulations. Since the accompanying simulations 

at each time step use 𝑃𝑀ଶ.ହ
௧  as initial condition, the concentrations of PM2.5 and other species in the accompanying 

simulation will be updated by the base simulation at the start of each model step. For example, the simulation 

𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
  is run from t to t+1 step without including meteorology processes and emissions anywhere in the 

modeling, then a new PM2.5 concentration will be obtained from the base simulation for the next time step to drive 

𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
శభ .  

Therefore, in 𝐹(0,0, 𝑥ଷ), the meteorology processes and emissions are absent for the entire simulation but the 

concentrations of PM2.5 and other species in each model grid is updated by base simulation in each time step. This 

enables us to isolate the chemistry and emission and evaluate the contributions of different processes to the variation of 

PM2.5 within a time step. To achieve this, the codes of accompanying simulation were embedded in the code of base 

simulation so that the simulated results of each accompanying simulation at each time step can be easily and quickly 

updated. 

Table R2. the descriptions of accompanying simulation in QDA method 

 
Simulation 

name 
Processes included in the simulations Target values 

Base simulation S All physicochemical processes 
𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ), 

𝐹(0,0,0) 



Accompanying 

simulations 

S1 Only meteorological process 𝐹(𝑥ଵ, 0,0) 

S2 Only emission processes 𝐹(0, 𝑥ଶ, 0) 

S3 Only chemical process 𝐹(0,0, 𝑥ଷ) 

S13 Meteorological and chemical processes 𝐹(𝑥ଵ, 0, 𝑥ଷ) 

S23 Emission and chemical processes 𝐹(0, 𝑥ଶ, 𝑥ଷ) 

S12 Emission and meteorological processes 𝐹(𝑥ଵ, 𝑥ଶ, 0) 

 

1.3 Relationship with SAA (Factor Separation) and IPR method 

The scenario analysis approach (SAA) as well as its updated algorithm, Factor Separation method introduced by 

Stein and Alpert (1993), is an effective tool for performing model sensitivity analysis and for identifying key factors 

that contribute significantly to model output. Compared with the SAA method, the Factor Separation method is superior 

in dealing with the nonlinear process that involves two or more factors. By performing multiple sensitivity experiments 

with different combination of factors, the Factor Separation method allows to assess the impact of a single factor in a 

nonlinear system as well as the interaction between that factor and others. The similarity between the Factor Separation 

method and the QDA method is that they employ same algorithms to separate the contributions of different factors, 

while the biggest difference between the Factor Separation method and the QDA method is in the object that they 

resolved. As seen in Fig.R1, the Factor Separation method is designed to resolve the effects of different factors on the 

differences between model results from two scenarios (i.e., control simulation – base simulation). This makes the 

contributions of different factors resolved by Factor Separation are in a relative sense, which are dependent on the choose 

of scenarios. Different from the Factor Separation method, the QDA method aims to track the contributions of different 

factors on the variations of model results in different time steps (Fig. R1). Therefore, the results of QDA methods are in 

an absolute sense, which only depends on the cases we choose. In addition, in the Factor Separation method, the 

sensitivity experiments were run independently with the base simulation, while in the QDA method the sensitivity 

experiments, i.e., accompanying simulations, are coupled with the base simulation as we illustrate in Sect.1.2. 

By analyzing the contribution of each process in the model, the IPR method can be used to resolved the contribution 

of different physical and chemical processes to the change of pollutant concentration. Considering that the emission 

process, chemical process and meteorological process are calculated in order in the CTMs, the IPR method is in fact 

equivalent to one realization of SAA method which calculated the effects of emission, meteorology and chemistry on 

the variation of model results by conducting three sensitivity simulations (Fig.R1). This makes the IPR method unable 

to consider the nonlinear effects between different factors, and results in the non-uniqueness of the results of IPR method 

since we can design different combinations of scenario experiments to calculate the contribution of different factors in 

the model process. Therefore, although both the IPR method and the QDA method aim to resolve the contribution of 



different factors to the variation of model results, the QDA method is superior in handling the nonlinearity among 

different factors through the conduction of more sensitivity simulation. 

In all, the QDA method could be seen as a combination of the Factor Separation method and IPR method. It uses 

the idea of Factor Separation to do the IPR analysis, which for the first time resolve the contributions of different factors 

as well as their interactions to the variation of model results. 

1.4 Combination with the IPR method  

Since the QDA results only gives the gross effects of emission, meteorology and chemistry processes on the 

variation of model results, the QDA method is combined with the IPR method to calculate the IPR results for different 

factors. This is achieved by applying the IPR method to each accompanying simulation. Then the results of different 

accompanying simulation can be decomposed as follows: 

𝐹(𝑥ଵ, 0,0)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫ଵ

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫ଵ
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫ଵ

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫ଵ
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫ଵ

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫ଵ
௧ାଵ + 𝑑𝑟𝑦𝑑𝑒𝑝௫ଵ

௧ାଵ +

𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫ଵ
௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫ଵ

௧ାଵ + 𝑆𝑂𝐴௫ଵ
௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ

             (R19) 

𝐹(0, 𝑥ଶ, 0)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫మ

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫మ
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫మ

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫మ
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫మ

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫మ
௧ାଵ + 𝑑𝑟𝑦𝑑𝑒𝑝௫మ

௧ାଵ +

𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫మ
௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫మ

௧ାଵ + 𝑆𝑂𝐴௫మ
௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ

             (R20) 

𝐹(0,0, 𝑥ଷ)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫య

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫య
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫య

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫య
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫య

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫య
௧ାଵ + 𝑑𝑟𝑦𝑑𝑒𝑝௫య

௧ାଵ +

𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫య
௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫య

௧ାଵ + 𝑆𝑂𝐴௫య
௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ

             (R21) 

𝐹(𝑥ଵ, 𝑥ଶ, 0)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫భ,௫మ

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫భ,௫మ
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫భ,௫మ

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫భ,௫మ
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫భ,௫మ

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫భ,௫మ
௧ାଵ +

𝑑𝑟𝑦𝑑𝑒𝑝௫భ,௫మ
௧ାଵ + 𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫భ,௫మ

௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫భ,௫మ
௧ାଵ + 𝑆𝑂𝐴௫భ,௫మ

௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ
         (R22) 

𝐹(𝑥ଵ, 0, 𝑥ଷ)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫భ,௫య

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫భ,௫య
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫భ,௫య

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫భ,௫య
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫భ,௫య

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫భ,௫య
௧ାଵ +

𝑑𝑟𝑦𝑑𝑒𝑝௫భ,௫య
௧ାଵ + 𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫భ,௫య

௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫భ,௫య
௧ାଵ + 𝑆𝑂𝐴௫భ,௫య

௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ
         (R23) 

𝐹(0, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫మ,௫య

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫మ,௫య
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫మ,௫య

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫మ,௫య
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫మ,௫య

௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫మ,௫య
௧ାଵ +

𝑑𝑟𝑦𝑑𝑒𝑝௫మ,௫య
௧ାଵ + 𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫మ,௫య

௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫మ,௫య
௧ାଵ + 𝑆𝑂𝐴௫మ,௫య

௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ
         (R24) 

𝐹(𝑥ଵ, 𝑥ଶ, 𝑥ଷ)|ெమ.ఱ
 = 𝑒𝑚𝑖𝑡௫భ,௫మ,௫య

௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫భ,௫మ,௫య
௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫భ,௫మ,௫య

௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫భ,௫మ,௫య
௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫భ,௫మ,௫య

௧ାଵ +

𝑤𝑒𝑡𝑑𝑒𝑝௫భ,௫మ,௫య
௧ାଵ + 𝑑𝑟𝑦𝑑𝑒𝑝௫భ,௫మ,௫య

௧ାଵ + 𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫భ,௫మ,௫య
௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫భ,௫మ,௫య

௧ାଵ + 𝑆𝑂𝐴௫భ,௫మ,௫య
௧ାଵ + 𝐹(0,0,0)|ெమ.ఱ

   (R25) 

where 𝑒𝑚𝑖𝑡௫ଵ
௧ାଵ, 𝑒𝑚𝑖𝑡௫మ

௧ାଵ, ⋯ , 𝑒𝑚𝑖𝑡௫భ,௫మ,௫య
௧ାଵ  represent the IPR results for emission processes in different accompanying 

simulation from t to t+1 step, and so do the other processes. Note that some processes in specific accompanying 

simulation is equal to zero, for example the 𝑒𝑚𝑖𝑡௫భ
௧ାଵ, 𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫భ

௧ାଵ, 𝐼𝑆𝑂𝑅𝑅௫భ
௧ାଵ and 𝑆𝑂𝐴௫భ

௧ାଵ term in 𝐹(𝑥ଵ, 0,0)|ெమ.ఱ
  

since 𝐹(𝑥ଵ, 0,0) only considers the meteorological processes. 



Based on Eq (R19-R25), IPR results for each factor can be calculated as the same way of the contribution of each 

factor. For example, the formulation of 𝑀௧ାଵ can be rewritten as follows based on IPR: 

𝑀௧ାଵ = 𝑒𝑚𝑖𝑡௫మ
௧ାଵ + 𝑎𝑑𝑣ℎ𝑜𝑟௫మ

௧ାଵ + 𝑎𝑑𝑣𝑣𝑒𝑟𝑡௫మ
௧ାଵ + 𝑑𝑖𝑓ℎ𝑜𝑟௫మ

௧ାଵ + 𝑑𝑖𝑓𝑣𝑒𝑟𝑡௫మ
௧ାଵ + 𝑤𝑒𝑡𝑑𝑒𝑝௫మ

௧ାଵ + 𝑑𝑟𝑦𝑑𝑒𝑝௫మ
௧ାଵ +

𝑔𝑎𝑠𝑐ℎ𝑒𝑚௫మ
௧ାଵ + 𝐼𝑆𝑂𝑅𝑅௫మ

௧ାଵ + 𝑆𝑂𝐴௫మ
௧ାଵ                (R26) 

Using the same manner, the IPR results for other factors can be calculated according to Eq (R12-R25). 

 

Figure R1. Comparisons of QDA method with the Factor Separation method and IPR method 

Comment 2: Results and discussion of QDA. Because the description of QDA is insufficient, I also cannot follow the result and 

discussion section. Why E term showed same values through analyzed stages? Is this because emissions did not consider temporal 

variation through analyzed episode? The meteorological field are shown in Fig. 4, but how about the precipitation? Because the 

term of “wetdep” was 0.00 through stages, I felt that there was no rain. Although this was the severe haze event, without the wet 

deposition analysis, this episode seems to be not interesting as test case to show the QDA result. As evaluated using NOR and SOR, 

I like the idea to consider the formation process from the viewpoint of each specie. The result of QDA is now discussed for PM2.5; 

however, each specie have been evolved as different E and C terms. I would like to strongly recommend to show the same kind of 

analysis of Figs. 7-9 for each specie. This analysis will offer the insight into C roles on chemical formation during haze episode. 

Reply: Thanks for your comments on our article. According to your comment, we have divided the whole comment 

into three small comments with detailed point-by-point responses listed below: 

(1) Why E term showed same values through analyzed stages? Is this because emissions did not consider 

temporal variation through analyzed episode? 

Reply: Yes, we did not consider the temporal variation of the emission throughout the analyzed episode since the 



bottom-up emissions are only available at monthly resolution and it is difficult to accurately estimate the time-variation 

of emissions from different sectors. Also, in the QDA method, the values of E just represent the pure contribution of 

emission, which only considers the effects of direct emission at local space. That’s why the values of E kept the same 

throughout the analyzed episode. To account for the effects of the temporal variation of emission on the QDA method, 

we re-performed the QDA analysis with the considerations of diurnal variation of emissions from different sectors. 

Figure R2 shows the diurnal profile of the emissions from different sectors obtained from the MIX inventory(Li et al., 

2017), which generally shows higher emissions during the daytime than the nighttime. The transport and residential 

emission also show a double-peak pattern in their diurnal profile.   

 

Figure R2 the diurnal profile of emissions from different sectors 

Figure R3 shows the updated time series of the calculated contributions of emission, meteorology, chemistry and 

their interactions to the PM2.5 variations. Compared with the QDA results without considerations of emission variation, 

the time-variation of the updated QDA results is generally larger. For example, the calculated meteorological 

contributions (M) ranges from -48.7 to 7.4 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ when the emission variation was considered, larger than the 

values of M (-42–8 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ) without the consideration of emission variation. The time-varying emission also 

induces larger variation in the contribution of the coupling effects of emission and chemistry, with the calculated 

contribution of EC ranging from 0 to 1.8 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ  higher than the values of EC (0.1–1.3𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ) 

without consideration of emission variation. 



 

Figure R3. time series of hourly PM2.5 variations between adjacent hours (black lines) from 17 Feb to 28 Feb, 

2014 as well as the contributions of 

Figure R4 gives more detailed results for the diurnal variation of the contributions of different factors during the 

first three stage of episode over the Beijing area. The last stage is not analyzed since it did not last for one day. According 

to fig. R4a, the PM2.5 concentration decreased by 14.3 µg m−3 during the period of Stage 1 (from 91.2 µg m−3 at 00:00 

LST to 76.9 µg m−3 at 23:00 LST). But in Stage 2 (fig. R4b), the PM2.5 concentration exhibits a significant monotonic 

growth, with a daily increment of 37.1 µg m−3 (from 56.7 µg m−3 at 00:00 LST to 93.8 µg m−3 at 23:00 LST). The diurnal 

variation of PM2.5 is small in Stage 3 (fig. R3c), only increased by about 6.3 µg m−3. This indicates that Stage 2 has the 

most favorable environmental conditions for the growth of PM2.5, leading to the most significant change of PM2.5 

concentration compared to other stages. The daily concentration changes in Stage 1 and Stage 3 are both small, indicates 

that the environment in these periods tend to maintain the stability of PM2.5.  

The QDA results suggest that the contribution of pure meteorology contribution (M) was generally negative during 

the first stage, especially at forenoon (05:00–8:00 LST) and afternoon (15:00–17:00 LST) with estimated values of M 

up to -3 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ. The scavenging effects of M almost become zero during 12:00–15:00 LST. In addition, the 

contribution of the interaction between meteorology and chemistry become larger, together with the larger pure 

contribution of emission (E) and chemistry (C), making the PM2.5 concentration increased slightly during that time.  

However, the values of M turned to be positive during most time of stage 2 especially during the nighttime (fig.R3e), 

with estimated values of M up to 2.2 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, much higher than the values of E and C. This suggest that the 

meteorology dominated the increases of PM2.5 at the nighttime of stage 2, and that the control of local emission, with 

the values of E only ranging from 0.3 to 0.7 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ during nighttime, may only has little effects on the control 

of PM2.5. However, the meteorology contribution contains the contribution of transportation of non-local PM2.5 

concentrations, thus it should be more effective to control the emissions outside Beijing during stage 2, which would 

effectively slow down the accumulation of PM2.5 and may prevent the occurrence of potential heavy haze episode. 



Although the pure contribution of meteorology (M) become negative during 12:00–18:00 LST, ranging from -1.6 to -

0.1 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, the coupling effects between meteorology and chemical (MC) become positive during that time 

(0.1–0.6 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ), which indicates that the meteorology condition favors the chemical production of PM2.5. The 

pure contribution of emission and chemistry also become positive and together with MC counteract the scavenging 

effects of meteorology. This suggests that local emission control both for PM2.5 and its precursors is needed if we aimed 

to migrate the PM2.5 pollution at this time.  

At stage 3 (fig. R4f), the concentration of PM2.5 was maintained at a high level with small fluctuation, which 

indicates that the contributions of different factors generally reach an equilibrium. The pure contribution of meteorology 

was relatively weak during the nighttime, but indicates significant scavenging effects during 13:00–19:00 LST with the 

values of M ranging from -5.1 to -2.7 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ. However, the values of E and CE also increased significantly 

during that time especially for CE, with maximum values up to 1.2 and 1.6 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ , respectively, which 

counteract the negative contribution of meteorology. As a result, the PM2.5 concentration only slightly decreased during 

that time. This suggests that for this case, it is still necessary to control the local emissions of PM2.5 and its precursor at 

stage 3. 

 

Figure R4. Diurnal variation of the vertical average concentrations of PM2.5 as well as its compositions (a-c), and 

that of the contributions of different factors (d-f) as well as different meteorological parameters (g-i) during the 

first three stage.   

 

(2) The meteorological field are shown in Fig. 4, but how about the precipitation? Because the term of “wetdep” 

was 0.00 through stages, I felt that there was no rain. Although this was the severe haze event, without the wet 

deposition analysis, this episode seems to be not interesting as test case to show the QDA result. 

Reply: Yes, there was no rain through the whole episode, so the “wetdep” term was equal to 0.00 through stages. We 

agree with the reviewer that the wet deposition analysis is interesting for analyzing effects the wet deposition on the 



PM2.5 concentrations, especially during the summertime when wet deposition may exert significant impacts on removal 

of air pollutants. However, the PM2.5 pollution over Beijing-Tianjin-Hebei (BTH) region is most serious during 

wintertime when the precipitation over BTH region is very small, thus we think the case we chose is more typical for 

the analysis of heavy haze over BTH region during wintertime. Moreover, since the main purpose of this paper is to 

introduce the QDA method, its applications to the heavy haze during summertime would be done in future work.  

 

(3) As evaluated using NOR and SOR, I like the idea to consider the formation process from the viewpoint of 

each specie. The result of QDA is now discussed for PM2.5; however, each specie have been evolved as different 

E and C terms. I would like to strongly recommend to show the same kind of analysis of Figs. 7-9 for each specie. 

This analysis will offer the insight into C roles on chemical formation during haze episode. 

Reply: Thanks for this nice suggestion. Following the suggestion of reviewer, we analyze the QDA results for the 

secondary inorganic aerosols (SIAs), including nitrate, sulfate and ammonium, as well as their precursors, including 

NOx, SO2, and NH3, to provide more insight into the C roles on the chemical formation during haze episode. 

Figure R4 shows the QDA results for SIAs as well as their precursors during the different stages of episode. Note 

that since we parameterize 2.5% of sulfur emission as sulfate coatings on primary particles to consider the particle 

formation on sub-grid scale, thus there were small pure contribution of emission to the sulfate concentrations. As we 

can clearly see from Fig.R4, the chemical production of nitrate, sulfate and ammonium agreed well with the chemical 

depletion of their precursors, suggesting the good capability of the QDA method to represent the chemical processes in 

the model. For example, during the first stage, the values of C for NOx, SO2, and NH3 were all negative where the C 

values for nitrate, sulfate and ammonium were positive, reflecting the conversion of reactive gases to the particulate 

matter. Consistent with the QDA results for PM2.5 concentration, the QDA results for SIAs and their precursors shows 

that the chemistry provided an increasingly important role in the elevation of PM2.5 concentrations. From stage 1 to stage 

2, the values of C for NOx, SO2 changed from -0.18 to -0.27 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ and from -0.01 to -0.02 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ 

respectively. Correspondingly, the values of C for nitrate and sulfate increased from 0.21 to 0.26 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ and 

from 0.02 to 0.03 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, respectively. Consistent with the NOR and SOR analysis, the chemistry processes 

yield the largest contribution during stage 3 where the values of C for NOx and SO2 up to -0.45 and -0.06 𝜇𝑔 ∙ 𝑚ିଷ ∙

ℎିଵ, respectively, which is 66.7% and almost twice higher than that during stage 2. Correspondingly, the C value for 

sulfate increased from 0.03 to 0.08 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, almost twice higher than that during stage 2. However, the C value 

for nitrate was found to decrease in stage 3, which was only 0.07 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, so did the C value for ammonium. In 

addition, the values of CE for nitrate and ammonium were much larger during stage 3 than those during stage 1 and 

stage 2, which were up to 0.46 and 0.15 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ, respectively. meanwhile, more NH3 was also consumed by 

interaction between chemical and emission during stage 3 with CE value up to -0.15 𝜇𝑔 ∙ 𝑚ିଷ ∙ ℎିଵ. This is due to that 

the NH3 is in poor condition during stage 3. Thus, although more NOx was oxidized to HNO3 during stage 3 but most 



of the newly formed HNO3 were presented as gas phase due to the limited NH3, leading to small C value for nitrate but 

large C value for NOx. In addition, when there were emission processes during the simulation, the newly emitted NH3 

would quickly react with the HNO3 and form nitrate and ammonium. That’s why the values of CE for nitrate and 

ammonium were much larger during stage 3. In the contrary, stage 1 and stage 2 were the NH3-rich condition so that 

the newly formed HNO3 and H2SO4 can react with the existing NH3 to form nitrate and sulfate without additional 

emission of NH3. Therefore, it has a good consistence between the C values of precursors and those of SIAs during stage 

1 and stage 2, and has small values of CE. These results suggest that the QDA method is capable of reflecting different 

chemical environment during different stages of episode, and emphasized that different emission control strategy should 

be taken during different stages of episode. For example, strict emission control should be performed for NOx and SO2 

emission during stage 1 and stage 2, while during stage 3 when the PM2.5 concentration was highest the control of NH3 

emission would be more efficient. This is in line with the results by Xu et al. (2019) who suggested that reducing NH3 

emission would be highly effective in reducing nitrate during severe winter haze events. Therefore, the QDA method 

can provide the policy maker with valuable insights into the development of efficient emission control strategy during 

different stages.  

 

Figure R4. The QDA results for NOx (a-d), SO2 (e-h), NH3 (i-l), nitrate (m-p), sulfate (q-t) and ammonium (u-x) 



during different stages of the episode. Note that we used different scales for the contributions of M and E and 

those of other factors. 

Comment 3: The application of QDA. As found in the abstract, this QDA method could help modelers to understand each process 

and find these uncertainties. I have briefly checked the source code of QDA distributed in ZENODO, but I felt that the fortran90 

codes seems to be incorporated into the NAQPMS source codes. How can we apply this source code into other models? If the 

authors claimed that “QDA is a universal tool”, the explanation for how to use this QDA method in other models codes should be 

kindly introduced within this distribution. 

Reply: We feel sorry for this confusion. “the QDA is a universal tool” is means that the algorithm of QDA can be 

applied in other models. In this paper, we only used the QDA method in the NAQPMS and developed the NAQPMS 

with QDA. To prevent ambiguity, we have revised this sentence as “To illustrate the use of QDA method, we developed 

a version of NAQPMS with QDA method. Also, the QDA method can be combined with different models following 

the algorithm of QDA”. 

 

Minor comments: 

Comment 4: P2, L42: CMAQ have to be introduced after the definition of CTM (P2, L56). The organization of introduction for 

second and third paragraphs should be reconsidered. 

Reply: Thanks for this suggestion. We will reconstruct the organization of the introduction for second and third 

paragraphs.  

Comment 5: P2, L41-46: Under this context, IRR should be also carefully introduced. The IRR can be used to define the role of 

reaction rate, and this will relate C term in this study. 

Reply: Thanks for this suggestion. we have revised this sentence as “The integrated process rate (IPR) considered in 

the Community Multiscale Air Quality (CMAQ) model can be used to define the role of reaction rate, and thus provides 

implications for the contributions of chemical processes to the formation of air pollution”. 

Comment 6: P4, L92-L99 and Eq. 2: How can we treat the second- and third-order partial differential of x1. x2, and x3? Does this 

represent the nonlinear term of M, E, and C? What stands for them? 

Reply: Thanks for this comment. As we responded in Comment 1, the second- and higher-order partial differential of 

x1, x2, and x3, together with their first-order partial differential are defined as the pure contribution of emission, 

meteorology and chemistry. 

Comment 7: P4, L104: For example, higher temperature will relate activated plant, and change the biogenic emissions intensity. 

Why E to M is unidirectional? 

Reply: Thanks for this comment. We have revised this sentence as “Note that although the effects of emissions and 

meteorology is bi-directional, for example the higher temperatures would increase evaporative emissions from gasoline 

vehicles, the effect of emissions on meteorology is unidirectional in our application since we did not have an online 



emission model to represent the interactions between emissions and meteorology, which would be a limitation of our 

work.”  

Comment 8: P4, L112-113: As commented in major point 1, how did conduct accompanying simulations at each time step? The 

detailed description of each scenario should be explained. 

Reply: Thanks for this comment. please refer to our responses to Comment 1 for detailed description of how to conduct 

the accompanying simulation. 

Comment 9: P4, L113-115: However, even though each accompanying simulation conducted at each time step, the result is merely 

derived from the difference (subtraction) from baseline simulation. What was the advantages to embed these accompanying 

simulations? How about the computational burden? It was not clearly stated here. Therefore, I cannot follow the importance of QDA 

method as novel way. 

Reply: Thanks for this comment. As well illustrated in our responses to Comment 1, embedding the accompanying 

simulations is necessary for the QDA method, which facilitates the updates of the initial condition of accompanying 

simulations and enables the calculation of contributions of different factors as well as their interactions to the variation 

of model results. Please refer to our responses to Comment 1 for detailed description on the accompanying simulation. 

Since there were six accompanying simulations, thus the computational burden for QDA would increase by six times. 

Comment 10: P4, L119-120: In case of sulfate, this will be also produced in aqueous-phase oxidation pathways. How this process 

was incorporated? 

Reply: We feel Sorry for this confusion. The aqueous-phase oxidation pathways of sulfate have been incorporated in 

gas-phase chemistry. For clarity, we have revised this sentence as “The above QDA method can also be combined with 

the IPR method to resolve more detailed information, such as the contributions of advection, diffusion, dry and wet 

deposition processes in M or the contributions of the gas- and aqueous-phase chemistry, thermodynamic equilibrium 

processes and reactions involving secondary organic aerosols (SOAs) in C”. 

Comment 11: P5, Section 2.2: The core mechanisms configured NAQPMS seems to be outdated over 20 years as stated in this 

section. Despite the recent progress of modeling components, I cannot follow “… has been widely used in scientific research and 

air quality prediction practice (Wang et al., 2014) due to its good performance in simulating the emission, meteorological and 

chemical processes in the atmosphere.”. Detailed introductions of research examples are required, because the modeling 

performance itself will be important to discuss this manuscript. 

Reply: Thanks for this comment. we have added more detailed introductions of research examples in the revised 

manuscript to illustrate the performance of the model. 

Comment 12: P5, L132: Typo in “ISORRPIA”. 

Reply: Done. 

Comment 13: P5, L142: What was this year? It should be defined first here. 

Reply: We feel sorry for this confusion. This year is 2014.  



Comment 14: P5, L143-144: What was the height of lowermost layer? It should be explicitly stated to consider the modeling 

performance at surface level. 

Reply: Thanks for this comment. The height of lowermost layer is about 50m, which has been clarified it in the revised 

manuscript. 

Comment 15: P5, L145: Was the MEIC also targeted to the analyzed year? 

Reply: We feel sorry for this confusion. The base year of MEIC emission inventory that we used is 2014, and we have 

clarified it in the revised manuscript. 

Comment 16: P5, L147: What kind of biomass burning emissions was used? If not used, why? 

Reply: We feel sorry for our carelessness. The biomass burning emissions is obtained from GFED4, which has been 

clarified in the revised manuscript.  

Comment 17: P5, L149: Confirm the version of MOZART 2.4 or 2.5? 

Reply: We feel sorry for this confusion. The version of MOZART is 2.5. 

Comment 18: P5, L151: Again, WRF version 3.7 seems to be also outdated. What is the exact reason to use this version to generate 

meteorological field despite the authors’ claim of the importance of meteorology. 

Reply: The use of WRF version 3.7 is because we think it is a stable version of WRF which has been widely used in 

previous studies. 

Comment 19: P5, L150-152: Does NAQPMS model online-coupled to WRF meteorological field? It was not clarified here. 

Reply: We feel sorry for this confusion. We have clarified that the NAQPMS does not online-coupled to the WRF 

simulation in the revised manuscript. 

Comment 20: P6, L171: Need the definition of LST. What is the difference from GMT? 

Reply: We feel sorry for this confusion. The LST means the local standard time. We have clarified it in the revised 

manuscript.  

Comment 21: P7. L193-194: Over China, recommendations of modeling standards have been updated 

(https://acp.copernicus.org/articles/21/2725/2021/), and it is better to use this criteria because this study targeted BTH region. 

Reply: Thanks for this suggestion. Following the suggestion of reviewer, the goals and criteria proposed by Huang et 

al. (2021) are used to illuminate the robustness and reliability of our mode results in the revised manuscript. The results 

suggest that the simulated total PM2.5 concentrations all satisfied the normalized mean bias (NMB), normalized mean 

error (NBE), correlation coefficients (R), and index of agreement (IOA) performance standards (NMB<20%, NBE<45%, 

R<0.6 and IOA > 0.7).  

 

Comment 22: Figure 5 and 9: Without the explicit information of vertical layer height, this presentation is weak. Please clarify 

these information on Section 2.2 or 2.3. 

Reply: We feel sorry for this confusion. We have added the explicit information of the vertical height in the revised 



manuscript. 

Comment 23: Figure 8: The contribution of M and E terms are larger compared to other terms. I would like to recommend to use 

different scale for them, especially for (e)-(h). Again as I have commented as major comments of 1 and 2, this result impressed me 

that QDA was just the usage of IPR method. Please clarify this point in introduction and methodology. 

Reply: Thanks for this suggestion. We have revised the figure 8 by using different scale for the M, E and other factors. 

Comment 24: Figure 10: Was the vertical axis used log-scale? It seems to be used unusually scaled axis. 

Reply: We feel sorry for this confusion. The vertical axis of figure 10 used sigma-p vertical axis labeled by the height 

of different layers. 
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