
Dear Editor and Reviewer: 

Thank you very much for your insightful comments concerning our manuscript “High-resolution 

modeling the distribution of surface air pollutants and their intercontinental transport by a global 

tropospheric atmospheric chemistry source-receptor model (GNAQPMS-SM)” (MS No.: gmd-

2021-201). Those comments are all very valuable and helpful for revising and improving our 

manuscript. We have studied comments carefully and have made revision. The point by point 

responses are as following: 

Responds to the referee’s comments: 

Referee #1 

Comment 1: line 67-69, 82, 85: The models name of “STEM”, “CAMx”, “MOZART-4”, “GEOS-

Chem”, “CHASER”, “TM5” (ant other models if used) are needed to be explained. 

Response: Thank you for your comments. We have used the full name in the latest manuscript. 

STEM means sulfur transport and deposition model; CAMx means the Comprehensive Air Quality 

Model with Extensions; MOZART-4 means Model for Ozone and Related chemical Tracers, version 

4; GEOS-Chem means the Goddard Earth Observing System model coupled to chemistry; CHASER 

means chemical atmospheric general circulation model for study of atmospheric environment and 

radiative forcing; TM5 is a Tracer Model version 5. 

 

Comment 2: line 89-90: This sentence should be revised to define “GNAQPMS” first. 

Response: Thank you for pointing out our improper description order. We have updated the 

corresponding statements in the latest manuscript as the blue text below: 

“In this study, by coupling an online S-R relationship module into the Global Nested Air Quality 

Prediction Modeling System (GNAQPMS), we developed a global tropospheric atmospheric 

chemistry source-receptor model (GNAQPMS-SM) and then conducted a 1-year high-resolution 

(0.5°×0.5°) simulation for 2018.”  

 

Comment 3: line 141: “each pollutant” (CT in this context) is “each tagged pollutant”? 

Response: Thank you so much for your professional attitude and helping us correct an imprecise 

express. We have changed the expression from “each pollutant” to “each tagged pollutant”. 

 

Comment 4: line 145: After Eq. (1), the wording of “labeled” is used. Is this same to “tagged”? If 

this is different, the meaning of “label” should be explained. If this is same, it is better to unify the 

expression to avoid the confusion. 

Response: Thank you for your suggestions. The word of “labeled” is same to “tagged”, and we have 

unified the expression in the latest manuscript. 



 

Comment 5: line 184: It seems to be better to define all abbreviations used in Fig. 1a here, or please 

prepare the table information (possibly within Table 1). It is confusing to be defined it every time 

used in discussion section. 

Response: Thank you for your comments. We have added a table that defines all region 

abbreviations used in our manuscript in the supplement as the table below: 

Table S1. The definition of tagged source regions used. 

Source region Definition 

China China 

RBU Russia, Belarussia, Ukraine 

MCA Mexico, Central America, Caribbean, Guyanas, Venezuela, 

Colombia 

MDE Middle East 

SAF Sub-Saharan/sub-Sahel Africa 

NAF Northern Africa, Sahara, Sahel 

PAN Pacific, Australia, New Zealand 

SEA South East Asia 

SAS South Asia 

EUR Europe 

CAS Central Asia, Mongolia 

NAM US + Canada 

SAM South America 

SPO Antarctic 

South Korea South Korea 

Japan Japan 

North Korea North Korea 

NPO the ocean north of 66.5° N 

OCN Non-arctic Ocean 

 

Comment 6: line 198: Why NH3 and NMVOC were prepared from different emission inventory? 

The description of these emissions have been provided; however, there is no reason to conform them. 

It should be stated. In addition, these emission years are also different from the simulation year 

(2018). I understood that the time-lag in emission inventories, but do the authors have reasonable 

reason (e.g, negligible change between 2015 and 2018) to use different emission in this simulation? 

Response: Thank you for your constructive comments. Non-methane volatile organic compounds 

(NMVOC) include a large number of chemical species differing for their chemical composition and 

properties. EDGAR v5.0 only provides the total emissions of NMVOC, while EDGAR v4.3.2 



disaggregates total NMVOC emissions into species which is better to simulate O3 and secondary 

organic aerosols formation. Meanwhile, the global NMVOC emissions in 2015 published by 

EDGAR v5.0 are 150.5 Tg and the emissions in 2012 are 144.3 Tg. The 3-year change rate is 4.3%, 

with little change. Therefore, we chose EDGAR v4.3.2 emission inventory for NMVOC. 

As shown in Fig. 1, comparing time series of EDAGR NH3 emissions in China with those NH3 

emissions from Kong et al. (2019), Liu et al. (2019) and HTAP v2.2 (Janssens-Maenhout et al., 

2015), EDGAR NH3 emissions in China reach a maximum in spring and autumn, while other 

emission inventories peak in summer. Many studies have already proven that NH3 volatilization 

rates are strongly modulated by environmental factors such as temperature and wind speed, which 

will strengthen in JJA in China due to the higher temperature (Kong et al., 2019; Zhou et al., 2016). 

Therefore, for NH3, we used the HTAP v2.2 emission inventory instead of EDGAR v5.0. It's unclear 

stated in the manuscript and we have revised it in the latest manuscript as the blue text below: 

“NH3 is adopted from the HTAP v2.2 emissions inventory for 2010 (Janssens-Maenhout et al., 

2015; data available at https://edgar.jrc.ec.europa.eu/htap_v2/index.php?SECURE=123) because 

the NH3 emissions in China from HTAP v2.2 inventory are more consistent with that from China 

regional inventories compared with EDGAR v5.0.” 

 
Figure 1. Time series of NH3 emission in China from January to December in different emission inventories.  

Thank you for understanding the time-lag in emission inventories. The official inventories made 

by countries or regions have at least a 1-year time lag (Janssens-Maenhout et al., 2015), and the 

global emission inventories, e.g., EDGAR has a nearly 5-year time lag and is currently updated to 

year 2015. In order to understand the possible influence on inconsistent inventory years on the 

results, we compared the 1-year change rate of pollutants emissions in three regions (NAM, EUR, 

China) as shown in Fig. 2. The 1-year change rate of BC in NAM ranges around ±10% and in EUR 

ranges within ±5%. BC emissions in China have changed within ±10% since 2010. The 1-year 

change rate of primary PM2.5 in three regions are all within ±10%. The 1-year change rate of NOx 

and SO2 in three regions ranges within ±5% and ±10% since 2010, respectively. All change rates 

are within the region and pollutant emission uncertainties (95% confidence interval) reported by 



Crippa et al. (2019). For example, the SO2 emission uncertainty in China, USA, Canada is 12%, 

31%, 53%, respectively. NAM refers to USA and Canada. Moreover, from the perspective of the 3-

year change rate, global total emissions changed a little within ±5% between 2015 and 2012. We 

also computed the annual BC, SO2, CO emissions in year 2017, 2018, 2019 from the Community 

Emissions Data System (CEDS) for Historical Emissions, their 1-year change rate of BC, SO2 and 

CO ranges from -1.6% to -0.6%. It can be seen that there is no significant change of emission 

inventories between 2015 and 2018, and we have more observation data in China in 2018. Therefore, 

we chose the emission inventory 2015 to simulate the year 2018. 

BC, NOx, primary PM2.5, SO2 emissions in China have all decreased since 2014 due to the 

implementation of the toughest-ever clean air policy in China, and the decrease of SO2 emissions is 

significant. Zhang et al. (2019) reported that from 2015 to 2017 SO2 emissions in China decreased 

by 35%, while NOx and NMVOC emissions changed slightly with a decrease lower than 10%. 

However, this significant SO2 change is not reflected in our emission inventory, which should be a 

possible reason for the overestimation of SO2 in China and may have an impact on our analysis of 

nss-sulphate transport from China to the downwind regions. We have added discussion about this 

part in the latest manuscript. 

 

Figure. 2 Annual emissions and 1-year change rate of BC, NOx, primary PM2.5 and SO2 in (a) NAM, (b) EUR, 

and (c) China from 2001 to 2015. 

 



Comment 7: line 241-242: The information for MODIS is not sufficient. Which satellite, products 

and its resolution? In addition, the appropriate reference should be stated. 

Response: Thank you for your comments. The level-3 atmosphere monthly global product 

(MOD08_M3) is used to evaluate the simulated AOD and it consists of approximately 800 

statistically derived data sets (Platnick, 2015). The product contains monthly 1°×1° gird average 

values of atmospheric parameters. We have updated the corresponding statements as the blue text 

below: 

“The aerosol optical depth (AOD) from the level-3 atmosphere monthly global product 

(MOD08_M3; Platnick (2015); data available at 

https://ladsweb.modaps.eosdis.nasa.gov/archive/allData/-61/MOD08_M3/), retrieved from 

MODIS Terra, is used to evaluate the simulated AOD and the horizontal resolution is 1°×1°.” 

 

Comment 8: line 269: What stands for “BCC”? 

Response: Thank you for your comments. BCC-GEOS-Chem is an online global atmospheric 

model, by coupling the GEOS-Chem chemical transport model as an atmospheric chemistry 

component in the Beijing Climate Center atmospheric general circulation model developed by Lu 

et al. (2020). We compared our model performance with BCC-GEOS-Chem model performance. 

We have revised it in the latest manuscript as the blue text below: 

“The model performance is similar to the BCC-GEOS-Chem (an online global atmospheric model, by 

coupling the GEOS-Chem chemical transport model as an atmospheric chemistry component in the 

Beijing Climate Center atmospheric general circulation model) performance reported by Lu et al. (2020).” 

 

Comment 9: line 274-275: When did we find this injection? JJA? Figure 3 only represents annual 

averaged data and where can we trace the seasonality? 

Response: Thank you for your constructive comments. As shown in Fig. 2a in the manuscript, O3 

mixing ratios in the Southern Hemisphere peaks in JJA, and we attribute this high value to the 

injection of stratospheric O3. Figure 3 below compares the simulated seasonal mean O3 vertical 

profiles with ozonesonde observations over the Southern Hemisphere. GNAQPMS captures the 

seasonality of O3 concentration under 800 hPa, and O3 reaches a maximum in JJA and a minimum 

in DJF. Above 200 hPa, O3 concentration peaks in JJA, which is consistent with observations. We 

have added this figure to support our analysis in the latest supplement. 



 

Figure 3. Comparisons of GNAQPMS-simulated seasonal mean ozone vertical profiles with ozonesonde 

observations averaged over the Southern Hemisphere. 

 

Comment 10: line 308: What is the target year of these studies for CO? Remind that the simulation 

in this study is not consistent to the year of emission inventory. 

Response: Thank you for your comments. The CO emissions used in Horowitz et al. (2020) is for 

year 2014, and in Myriokefalitakis et al. (2020) is for the year 2006. Figure 4 shows the change rate 

of annual total global CO emissions based on Edgar database. We assumed that the 1-year change 

rate of CO emissions of each inventory is the same. As shown in Fig. 4, the 1-year change rate of 

total global CO emissions ranges within ±5% from 2001 to 2015. The anthropogenic emission of 

CO in our study is higher than Horowitz et al. (2020) CO emissions, with increased rate 12%. 

Considering the large time difference between the target year 2006 we referred and year 2015 of our 

emission inventory, we have deleted the Myriokefalitakis et al. (2020) reference in the latest 

manuscript and have added the target year of the study as the blue text below: 

“The anthropogenic emission of CO in this study is 686.7 Tg/yr, which is higher than values in 

other studies, e.g., Horowitz et al. (2020) used 612.4 Tg/yr for year 2014.” 

 

Figure 4. Annual total global emissions and annual change rate of CO according to EDGAR. 

 

Comment 11: line 314 and Figure 4: I guess that white color indicated the deficit of measurement. 

The simulation result did not show such deficit, so are there no treatment to consider the measured 



deficit grid in the model comparison? There is no available information of AK in TROPOMI 

retrieval? The comparison methodology was not provided enough. 

Response: Thank you for your comments. The white color in Fig. 4b indicates missing measurement. 

The Tropospheric Monitoring Instrument (TROPOMI) was loaded onboard the Sentinel-5 satellite 

for fine gas monitoring (van Geffen et al., 2020). TROPOMI has a significant advantage over the 

previous sensor in spatial resolution and number of clear-sky observations per day (Guanter et al., 

2015). The monthly tropospheric NO2 column concentration data from the Royal Netherlands 

Meteorological Research Institute (KNMI) used in our paper has measurement loss in some areas. 

We compared the NO2 columns through one-by-one correspondence between the simulation time 

and the TROPOMI data observed time, the model grid cell and TROPOMI data grid cell. The 

simulation results when drawing, are filled with model results if the grid cell misses measurement 

in the TROPOMI data. The horizontal resolution of our simulation is 0.5°×0.5° and the resolution 

of TROPOMI data is 0.125°×0.125°. In order to be consistent, in the latest manuscript we have 

eliminated the grid cells in our simulation which is missing in the TROPOMI data as shown in Fig. 

5 below. 

 

Figure 5. Spatial distributions of seasonal mean NO2 columns from (a) GNAQPMS averaged in 2018 and (b) 

the TROPOMI data. 

We have revised this part in the latest manuscript as the blue text below: 

“NO2 columns are compared with tropospheric NO2 column concentration data from the 

Tropospheric Monitoring Instrument (TROPOMI; van Geffen et al. (2020); data available at 



http://www.temis.nl/airpollution/no2.php), and the resolution of monthly TROPOMI NO2 data from 

the Royal Netherlands Meteorological Research Institute (KNMI) used in our paper is 

0.125°×0.125°. … We compared the spatial distribution of AOD and NO2 columns through one-by-

one correspondence between the simulation time and the MODIS, TROPOMI observed time, the 

model grid cell and MODIS, TROPOMI data grid cell.” 

 

Comment 12: line 326 and Figure 5: Same comment on Figure 4, but in this case, model simulation 

was not shown over high-latitude region. Again, in addition to the lack of description on MODIS 

dataset, the comparison methodology was not given appropriately. 

Response: Thank you for your comments. The level-3 atmosphere monthly global product 

(MOD08_M3) is used to evaluate the simulated AOD. The horizontal resolution of product is 1°×1° 

and the horizontal resolution of our simulation is 0.5°×0.5°. In Fig. 5a, the MODIS missing 

measurement mainly focuses on the north of 66.5 °N and the south of 66.5 °S. Therefore, we only 

showed the simulated AOD between 66.5 °S and 66.5 °N. We have revised this figure in the latest 

manuscript as Fig. 6 below. If there are deficit in the MODIS data grid cell, model simulation results 

were also not shown. Same reply on Comment 11, we compared the spatial distribution of AOD 

through one-by-one correspondence between the simulation time and the MODIS data observed 

time, the model grid cell and MODIS data grid cell.  

 
Figure 6. Spatial distributions of seasonal mean AOD at 550 nm from (a) MODIS data and (b) GNAQPMS 

averaged in 2018 and (c) PM2.5 in GNAQPMS. 



 

Comment 13: line 373-375: It is ambiguous that whether this is the additional experiment or 

included as presented study. If modeling results have been presented by including this emission 

inventory, this statement have to be explained in Section 2.4. 

Response: Thank you for pointing out a negligence in the description of the emission inventory. We 

didn’t carry out an additional experiment to verify the results in the cited references, but we added 

this emission inventory in our simulation. We have updated the corresponding statements in Section 

2.4 as the blue text below: 

“FINN provides daily global emissions with a resolution of 0.1°×0.1° in 2018 based on satellite 

observations for detecting active fires as thermal anomalies and land cover change (Wiedinmyer et 

al., 2011). Gas flaring emissions ECLIPSE V5a (Klimont et al., 2017; 

https://iiasa.ac.at/web/home/research/researchPrograms/air/ECLIPSEv5a.html) are added in the 

inventory, and this will be mentioned later.” 

 

Comment 14: line 453: What means “large-scale”? 

Response: Thank you for your comments. Large-scale refers to a larger domain, e.g., a domain 

covers the hemisphere or the world. We have revised the expression in the latest manuscript as the 

blue text below: 

“, which also always appears in other regional or corresponding large-domain CMAQ or GEOS-

Chem simulations” 

 

Comment 15: line 472-473: Here mentioned on dust and sea-salt, but the analysis is focused on 

PM2.5. I guess that PM10 could be largely affected by these natural sources whereas PM2.5 would be 

mainly composed by anthropogenic sources. I can partly understand the following discussion, but 

for example, approximately half of PM2.5 source over NAM is attributed to natural sources. Are 

these consistent to or different from other researches? Moreover, the configuration of source-

receptor analysis posed “OCN”. Did “OCN” source represent sea-salt sources? Why it was separated 

as natural sources? 

Response: Thank you for your valuable comments. The analysis of our S-R relationship is based 

on the average of all grid cells in the receptor region. Except North and South Africa, Central Asia 

and western China, North America is also a potential dust source region (Tanaka and Chiba, 2006), 

e.g., Great Basin Desert, Chihuahuan Desert, Sonoran Desert, and Mojave Desert. They are all 

located in the western portion of the country. More than 30 percent of North America is comprised 

of arid or semi-arid lands, with about 40 percent of the continental United States at risk for 

desertification. It could lead to the uncertainty of our results. We select 3 stations around the deserts, 



Joshua (33.75° N, 115.82° W), Preston (42.08° N, 111.86° W), Rangely (40.09° N, 108.76° W). 

Figure 7 shows the time series of dust contributions to surface PM2.5 concentrations in the 3 stations. 

Dust aerosols contribute around 20% to 80% in Joshua in different months. The monthly average 

contributions of dust in Preston and Rangely change more than that in Joshua, only around 5% at 

low level and more than 90% at high level. They all reach the maximum in MAM and JJA. The 

annual contributions of dust in Joshua, Preston, Rangely are 59.8%, 45.9%, 62.5%, respectively. 

Andreae (1995) has pointed that more than 50% of the global atmosphere aerosols come from dust 

aerosols in deserts and their surrounding areas. Hand et al. (2017) pointed that Fine mineral dust is 

a major component of PM2.5 mass (≥50%) during MAM at Southwest U.S., and DJF and SON 

contributions in the Southwest is lower but reach 35-40% at several sites in Nevada and California 

and along the U.S.-Mexico border for year 2011-2014, which is consistent with our near California 

Joshua station simulations. Here we simply attribute dust to the contribution of natural emissions, 

plus the contribution of other natural sources and sea salt, which leads to a heavy proportion of 

natural sources in our results. 

 
Figure 7. Dust contributions to surface PM2.5 concentrations in 3 stations. 

“OCN” source mainly represents transportation source category in OCN, that is, traffic source 

category. Traffic emissions e.g., aircraft and ship, can lead to the generation of pollutants on the 

source region OCN, then make contributions to the surrounding regions. Traffic emissions perturb 

the atmospheric composition mainly by the emission of NOx, which by photochemical conversions 

causes an increase in O3. Therefore, the source region OCN makes greater contributions to the 

surrounding receptor region on surface O3 than that on surface PM2.5, as shown in Fig. 13 and Fig. 

14 in the manuscript. Near the coast of continents, there exists O3 transportation with substantial 

contributions from source region OCN. Meijer et al. (2000) already pointed that aircraft contributes 

about 10% to the O3 concentration in the North Atlantic flight corridor and surface emissions 

contributes about 20% and 30% to the O3 concentration of surface ocean. Therefore, it’s separated 

from natural sources. 

 



Comment 16: line 502 and Table 2: There is no citation for relevant studies of source-receptor 

relationship in South Korea and Japan. It is requested to be carefully reviewed other source-receptor 

studies. What is the consistency and/or difference from the result of this study? 

Response: Thank you for your comments. We have added relevant references and analysis in the 

latest manuscript as the blue text below: 

“Long-term studies that analysed long-range transport of PM2.5 seasonally or annually in South 

Korea and Japan reported that local contributions ranged from 30% to 60%, depending on the season, 

and local contribution was higher in the metropolises of Japan and South Korea (Kim et al., 2017; 

Yim et al., 2019; Lee et al., 2017). There is no significant difference between their studies and our 

results.” 

 

Comment 17: line 615 (caption of Table 3): “The median and range of the annual averages of the 

6 models are given below.” Is stated, but where is indicated? Is this statement mention on “reference” 

column? 

Response: Thank you for your comments. The citation information in Table 3 is on page 167 of part 

A of the HTAP report (Dentener et al., 2010). The reference information has been stated at line 607-

608 and has already mentioned on “reference” column. We are sorry to use the ambiguous 

expression of word “reference” in the table, and we have revised in the latest manuscript as the 

table below: 

“Table 3. Relative contributions (%) compared with those in the HTAP report (Dentener et al., 2010). The 
median and range of the annual averages of the 6 models are given below. 

 Receptor region* 

 EA SA EU NA 

 HTAP surface PBL HTAP surface PBL HTAP surface PBL HTAP Surface PBL 

Nss-Sulphate: 

from EA 76.3 (72.5-87.0) 92.0 85.5 6.1 (1.9-9.6) 0.3 0.7 0.8 (0.0-1.6) 0.1 0.6 4.4 (0.0-5.3) 0.2 1.6 

from SA 1.8 (1.5-3.2) 3.0 5.4 58.2 (50.3-71.9) 88.4 82.4 1.3 (0.0-6.8) 0.0 0.1 0.5 (0.0-0.7) 0.0 0.3 

from EU 5.0 (0.3-9.8) 0.0 0.2 16.2 (12.1-22.1) 0.1 0.4 78.2 (66.5-91.0) 80.1 70.4 2.6 (0.8-4.6) 0.0 0.2 

from NA 0.7 (0.1-2.5) 0.0 0.1 1.1 (0.3-3.5) 0.0 0.2 2.2 (1.1-4.6) 0.4 3.6 79.5 (69.0-83.9) 90.7 83.4 

BC:  

from EA 84.6 (81.1-95.0) 94.0 81.0 4.8 (3.7-19.5) 0.1 1.1 1.0 (0.09-4.2) 0.0 1.5 2.7 (0.6-4.9) 0.0 5.7 

from SA 2.9 (1.7-5.8) 2.3 6.0 71.3 (57.2-90.6) 95.0 73.6 1.2 (0.5-11.1) 0.0 0.7 0.7 (0.09-2.8) 0.0 1.8 

from EU 1.0 (0.5-3.9) 0.0 0.3 4.3 (3.2-10.6) 0.0 1.0 88.7 (76.7-96.6) 93.5 64.9 1.4 (0.2-6.1) 0.0 0.3 

from NA 0.2 (0.02-0.5) 0.0 0.2 0.5 (0.04-0.8) 0.0 0.5 1.1 (0.2-2.1) 0.0 6.7 79.1 (54.5-98.2) 96.5 70.5 

* Note that there are some different definitions between the regions used in the table heading and in our study. The definitions of the regions 
in the table are stipulated by HTAP. Approximately, EA in HTAP is equal to EA in this paper, SA to SAS, EU to EUR, and NA to NAM.” 

 

Comment 18: Even though this manuscript entitled “source-receptor model”, the discussion in the 

result of source-receptor relationship with other relevant studies are immature. As we can follow 

from the configuration presented in Eq. (3), the tagged method will trace the geographical location 

where produced. This study presented the global-scale source-receptor relationships; however, how 

can we understand the air pollutants’ production during long range transport? The presented Figure 

14 shows large impact by “OCN” source for O3. For example, NAM was dominated approximately 



20% by OCN. In this case, where this O3 transported from and produced? As seen from Figure 15, 

the contribution of EA is penetrated in NAM region; therefore, direct transport of O3 produced over 

EA and additional O3 impact produced over Pacific ocean could be found over NAM? If this is true, 

EA posed only 3.6% contribution over NAM but EA should be considered important source over 

NAM. Despite this large contribution by OCN, discussion was insufficient. Ultimately, how can we 

apply this OCN impact on policy making? 

Response: Thank you for your valuable comments. Our S-R module can quantify the contributions 

of primary and secondary air pollutants from various source regions at the same time in one 

simulation. Primary pollutants are tagged by the emitting locations, and secondary aerosols are 

tagged by their precursor emitting locations because all their components are directly related to 

specific precursor species. For other secondary species, e.g., O3, is tagged by the produced locations 

because its production relates to hundreds and thousands of reactions and its precursor relates to 

NOx and hundreds of VOCs. It could lead to certain uncertainties when we tag precursor emitting 

locations of O3. Therefore, for aerosols, we have already considered their production during long 

range transport, but for O3, we have considered the amounts O3 produced in source region which is 

direct transport and have neglected the quantities of O3 produced during long range transport, that 

is, O3 produced inside a source region from precursors emitted in neighboring source regions and 

transported to that source region. For example, in our study, OCN contributed about 19.5% to 

surface O3 concentration in NAM and this O3 produced in OCN and transported to NAM. EA 

contributed only 3.6% to NAM which means that O3 produced in EA transports to NAM and makes 

a 3.6% contribution. It’s lower than realistic transport contribution because many contributions has 

been attributed to OCN due to the precursors could transport to OCN under the control of westerly 

winds, react and produce O3 on OCN. The 19.5% contribution of OCN includes the contribution of 

EA’s precursors transported to OCN, NAM’s precursors transported to OCN, and O3 local produced 

due to precursors emitted from traffic source in OCN. 

Based on the average of all grid cells in the receptor region, as shown in Fig. 8, we compute the 

contribution of source region EUR and EA transport to receptor region NAM and compare the 

results with Fiore et al. (2009) study which is cited in HTAP report. Except JJA and EA in DJF 

(black dots in Fig. 8), our results are within the range. Here we propose an indirect evaluation 

method to roughly estimate the maximum contribution of EA transport to NAM. Considering the 

NOx from EA transported to OCN, we find a location where EA’s contribution to surface NOx in 

OCN decreases and starts to be lower than 5%, then OCN local contributions to surface O3 in the 

west of this location are all simply attributed to EA due to the precursor emitted in EA and transport 

to OCN. We compute the attenuation rate of O3 transported from EA to NAM, then estimate how 

much O3 that produced in OCN from precursors emitted in EA and transported to OCN can transport 



to NAM. The total contribution of this indirect transport and EA direct transport are considered as 

real contribution of EA to NAM. The new results are shown in Fig. 8 as purple dots. It can be seen 

that this evaluation method could influence S-R relationships a lot in DJF and MAM, and is around 

1 ppb higher than the upper limit of Fiore et al. (2009). In fact, due to the traffic source in OCN and 

some natural emissions in OCN, the NOx contribution standard of 5% from EA standard we select 

is lower, which means the results marked as purple dots are the maximum contribution from EA to 

NAM. 

Moreover, due to the short lifetime of NOx, most NOx in OCN is from their local and natural 

emissions. As shown in Fig. 9, although the production rate of O3 in OCN is lower than that in 

continents, it cannot be ignored, especially in the deep ocean aeras where NOx cannot be transported 

from EA. Therefore, emissions from OCN also need to be controlled. 

 

 

Figure 8. Annual and seasonal mean contribution to NAM surface O3 from EUR and EA. (red vertical bars 

for EUR, green vertical bars for EA (Fiore et al., 2009), black dots for our results, purple dots for our new 

approach results). The contributions from Fiore et al. (2009) are estimated by linearly scaling the simulated 

surface O3 response to the combined 20% decreases in anthropogenic emissions of NOx, CO, and NMVOC in 

the source regions to 100% decreases. 



 
Figure 9. (a) annual net O3 production rate; (b) removal of O3 by dry deposition. 

We have revised it in the latest manuscript as the blue text below: 

“Different from PM2.5, O3 S-R relationships are affected by precursors that are emitted, reacted, 

and then generated, which are also attributed to the influence of photochemical reactions, and show 

a stronger nonlinearity. In our S-R module, primary pollutants and secondary aerosols are tagged by 

their or their precursor emitting locations, and other secondary species like O3 are tagged by the 

produced locations. Therefore, we calculate the O3 contribution of a source region that was 

chemically produced inside this source region and then transported to another receptor region, 

inevitably including amounts of O3 produced inside this source region from precursors emitted in 

neighboring source regions and transported to this source region.” 

 

We appreciate for your positive comments and valuable suggestions to improve the quality of our 

manuscript.  

On behalf of all the co-authors, best regards,  

Qian Ye 
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