Prioritising the sources of pollution in European cities: do air quality modelling applications provide consistent responses?
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Degraeuwe et al. describe the application of the SHERPA technique for determining Source/Receptor Relationships (SRRs) to the assessment of mitigation options for annual average PM2.5 concentrations in 150 European cities. SRRs are calculated from the output of two Chemical Transport Models (CTMs), CHIMERE and EMEP, which are commonly used in Europe for air quality simulation. The benefit of using pre-calculated SRRs instead of directly using the CTMs themselves is that the SRRs effectively emulate the relationship between emissions in each CTM grid cell and concentrations in other grid cells without having to simulate the full set of physical and chemical processes involved. SHERPA in particular provides an efficient way of calculating cell-to-cell SRRs without having to run a large number of training simulations, by making some assumptions about the degree to which grid cells can influence each other based on their separation. The authors use the two different sets of SRRs to determine the most effective options for mitigation of annual average PM2.5 in the 150 selected cities. They find that despite the use of different CTMs, emission inventories, and base meteorological years, the mitigation options identified for each of the cities are generally very similar. A few cases are however identified where the use of the different SRRs produces contradictory recommendations. While the topic is certainly within the scope of GMD, and the results as presented should be of interest to the community, it seems to me that the authors have gone to an extremely minimal amount of effort with this manuscript. The quality of the manuscript in its present form is not high enough to meet the standards that this reviewer would expect from GMD. Major revisions are required before the manuscript can be published.

Firstly, the authors appear to cite mostly their own work, or the work of their colleagues. This approach may be acceptable for an internal technical report, but in the peer-reviewed literature, authors must place their work in the broader context of the work that has come earlier, and clearly explain its novelty. The use of SRRs in air quality assessment has been prevalent for a long time, and SHERPA is not the only way that exists to calculate SRRs. It is not the job of this reviewer to perform the literature survey that the authors of this manuscript have neglected, so I will not suggest any specific references. But more context is certainly needed, and not only in the introduction; while the results are new and interesting, this is no excuse for not discussing them with appropriate reference to the existing literature.
As suggested by the reviewer, we will extend the literature review. Note however that although many SRRs have been developed for air quality assessment, we are not aware of a methodology that is flexible and fast enough to assess so many sensitivities at the urban scale. We stressed these points in the Introduction by adding the text below (for the discussion of the results and technical aspect, see our ‘reply’ to your next comment):
“The most precise way to use an AQM to produce source-receptor relationships for the model domain would be with an independent grid cell-to-grid cell approach. While this approach would allow a high level of flexibility in defining the zones over which emissions are spatially reduced, it involves simulating independently the effect of emissions changes in each single grid cell that has pollutant emissions in the model domain. It would require changing precursor emissions in individual grid cells one at a time and looking at the resulting change in concentrations in each receptor cell. While theoretically very simple, the resulting number of unknown parameters describing the transfers between source and receptor cells that need to be identified is very large. For example, for a domain with Ngrid = 50 × 50 and Nprec = 5, the identification of a maximum of 12,500 parameters would be required (if emissions occur in, and concentration changes need to be calculated for, all grid cells in the domain) to calculate the change of concentration at a given receptor cell. Therefore 12,500 equations, each connecting concentration changes and emission changes are necessary to identify these 12,500 unknown parameters. Because each of these equations requires an independent AQM run, this independent grid cell-to-grid cell option is very costly, and simplifying assumptions that reduce the number of AQM runs are required (Clappier et al., 2015).
In GAINS (“Greenhouse gas - Air pollution Interactions and Synergies”, Amann et al., 2011) the grid-cell to grid-cell relation is simplified by aggregating source cells into countries. The number of unknown parameters that need to be identified for one receptor cell equals the number of countries multiplied by the number of precursors. This system can only be solved if at least “N_prec x N_country” equations are available, requiring a similar number of independent AQM scenarios. In GAINS, about 50 countries and 5 precursors lead to the need of 250 independent AQM scenarios to identify 250 unknowns. Because they are derived from emission reductions at country level, these SRRs are not applicable at the urban scale. 
In the RIAT + tool (“Regional Integrated Assessment Tool”, Carnevale et al., 2014). Emissions are aggregated into ‘quadrants’ that are defined relatively to each grid cell within the domain. The ‘quadrant’ emissions and their related grid cell concentrations are then used to feed a neural network that delivers the SRR (Carnevale et al., 2009). Although the approach requires a limited number of full CTM simulations (around 20), the set-up of the SRR remains complex due to the need of implementing sophisticated neural networks. 
In SHERPA (Thunis et al., 2016; Pisoni et al., 2017), a different approach is taken, that reproduces the grid cell-to-grid cell approach but does not require anywhere near as many AQM model runs. SHERPA assumes that the unknown parameters vary on a cell-by-cell basis but are no longer independent of each other. Instead these coefficients are assumed to be related through a bell shape function. With the SHERPA approach, the number of unknown parameters is then equal to 2 for each precursor and receptor cell. Consequently, for the five precursors of PM2.5 (VOC, SO2, NOx, PPM and NH3), ten independent AQM simulations are needed for a given receptor cell. Provided that they deliver independent information, the same AQM scenarios can be used to identify both parameters for all cells within the domain (see details in Pisoni et al. 2017). Based on these 10 CTM simulations the SHERPA approach allows to quickly assess the impact of emission reductions for many combinations of sectors, geographical areas and precursors. Because it is currently the only one existing to perform a systematic analysis in about 150 EU cities in terms of sectors and precursors, we use the SHERPA approach in this work to approximate two CTMs: CHIMERE and EMEP and compare their responses."

Secondly, for a technical journal such as GMD, the paper is extremely short on technical detail. In Section 3, the reader is referred to Pisoni et al. (2019) for all but a few of the relevant details. Of course the reference is appropriate in this section, but the paper should also contain enough detail to stand on its own. The authors need to summarise the key points from this earlier work. For example, readers need to know how the SHERPA technique differs from other approaches to calculating SRRs, and how well it has been shown to work. Have mitigation options identified with SHERPA been compared with actual CTM simulations of the same mitigation options? What are the strengths and weaknesses of the approach as identified by earlier work, and what are their implications for the present manuscript?
As suggested by the reviewer, we provide now more details on the methodology and validation results of the SRR. In particular, in the Supplementary Material (attached to this reply), we added information on the base case validation for the 2 model set-up (validation against observations), and also on how the SRRs behave in comparison to CTM simulations (validation against CTM results). Please find attached to this reply, the Supplementary Material, with the aforementioned contents, and an html file with further analysis.
Furthermore, in the manuscript we propose to add this text (in Section 2), to better detail the technical capabilities of the SRR, and validation results:
“More details on the model simulations and settings can be found in Clappier et al., 2015 and Pisoni et al., 2019. Validation results for the two model configurations are presented in the Supplementary Material, showing similar performances (for CHIMERE and EMEP) in terms of comparison against observations. For CHIMERE the relation between predictions and observations at background stations is best characterised by a line through the origin with slope of 1.05, indicating a slight under-prediction. The standard error is 5.7 μg/m3 and uniform over the range of concentrations. The R2 is 0.9. Concentrations at traffic and industrial stations are underestimated by 2.7 and 2.3 μg/m3, respectively. For EMEP the relation between predictions and observations is best characterised by a power low with exponent 0.66. The data show a relative standard error constant over the range of concentrations and equal to 30%. Concentrations at traffic stations are under-predicted by 9% and over-predicted at industrial stations by 7%. It is important to note that the use of different input and model set-up (as listed before) represents the usual practice when air quality models are used, at the local scale, to assess the impact of air quality plans. This is why it is important (in this manuscript) to analyse how this choice influences the results and the subsequent design of an air quality plan; an issue that is often not tackled in the scientific literature. Some differences in results might be due to trends in emissions and concentrations between 2010 and 2014. During this period, concentrations in Airbase stations decrease yearly by 2.2% on average (σ = 2.7%/year). Hence, only differences larger than about 10% in source apportionment should be considered as significant. Finally, differences can arise from the SRR approximation, even if (as shown in the Supplementary Material) validation against CTM simulations show similar results for the 2 considered model set-up. Starting from these configurations, two set of SRRs have been built to model yearly average PM2.5 concentrations, based respectively on CHIMERE and EMEP data.”


I also have a couple of minor comments. It would be nice to see a short explanation of how the four cities shown in detail were chosen. It’s good to see an example of a situation in which the approach works well, and a situation in which it doesn’t (Liege and Madrid). But what about the other two cities (Genova and Torino)? Were these chosen to highlight specific points? Or for some other reason?
In section 5, we propose to add this text:
“Figures 1 to 4 show the ‘relative potentials’ for the 2 models (S-CHIMERE and S-EMEP), for the different types of performed scenarios (considering emission reductions for the selected geographical area, for the chosen sector, or for combinations of geographical areas - sectors, …) and their corresponding correlations, for the same cities. As said, we present results for 4 cities (Liege, Genova, Turin and Madrid) selected as representative of the different behaviours identified in our analysis.”

For the cases when the use of the two sets of SRRs from different CTMs yields different mitigation options, the authors take the position that their method is simply unable to explain the differences. I find this somewhat lazy. Actually the disagreement could point the way to targeted CTM simulations (or other analysis) designed to specifically understand the relevant processes. It would add a lot to the paper to see some more discussion of this.
[bookmark: _GoBack]We now better explain the possible reasons for disagreement, referring to the Supplementary Material. Even if it is clear that further investigation would be required to understand precisely why these differences occur (as these differences could arise in principle from emissions, meteorology, used model, model approximation, etc… ) . 
In particular, we propose to add this text, at the end of Section 5:
“The overall correlation map of Europe (Figure 6) shows that cities with the highest variability are mostly located in Spain, Northern Italy as well as the Baltic countries. For these areas, meteorological factors, emissions, and/or the impact of these input on concentrations in the air quality models is higher than in other areas. In the Supplementary Material we show i.e. how the validation results, for the base case, are quite different for Spain in the 2 model implementation, and this could also have an impact on the correlation results shown in Figure.“
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