
Reply to the reviewers 

“Conceptual Model to Simulate Long-term Soil Organic Carbon and Ground Ice Budget with Permafrost and Ice 

Sheets (SOC-ICE-v1.0)” by Kazuyuki Saito et al. in GMDD. 

 

Reviewer #1 

General comments: 

The authors present a very timely and necessary modelling framework for assessing the spatial distribution of soil 

organic carbon (SOC) and ground ice (ICE) across the circumpolar permafrost region between the 50th and 70th latitudes. 

Moreover, the presented SOC-ICE-v1.0 model can be used to produce maps of these distributions at any time point 

during the last 125,000 years. This is obviously an ambitious task to initiate with, but the authors accomplish in 

providing modelling tools that have potential to inform about the history and future of permafrost-affected soils. In their 

recent manuscripts and published works the authors have already assessed future developments and published snapshot 

maps using outputs from SOC-ICE-v1.0. 

Despite the simplified consideration of some relevant factors for SOC and ICE dynamics (very coarse representation of 

soil properties, only one ice core to force past circumpolar climate deviations), the models show promising performance 

in reconstructing SOC and ICE histories. What I find impressive is the model’s ability to account for the role of 

continental ice sheets and changing sea level in the reconstructed time series for SOC and ICE. The manuscript is well 

written. Results are well presented and likely reproducible, although some of the performed pre-examinations are 

mentioned in a cursory manner. 

Concerning the results, the time series over the last 125 ka appear mostly realistic, although the lack of validation data 

especially for ground-ice accumulation history hinders model evaluations. Despite the comparisons using observations 

from 8 locations across circumpolar north, I remain rather uninformed about the model’s capability to reliably produce 

the actual spatial SOC and ICE variability. The authors state that the modelled SOC and ICE foremostly paint a picture 

of relative contents, that is, in relation to other grid cells across the study area and not absolute in situ contents. Rather 

coarse spatial analysis resolution and very coarse representation of soil properties additionally reduce the model’s 

potential to address the local to regional consequences of organic carbon cycling to the atmospheric GHG or ground 

subsidence due to ground ice melt. Nevertheless, I consider that at the present SOC-ICE-v1.0 constitutes a fair step 

towards these goals. 

I applaud the authors for their explicit explanations of the performed parameterisations. However, coming from a 

different modelling tradition, I have recognized and pointed out several places where I believe the methods would benefit 

from further clarification. Moreover, I have several specific comments and suggestions for the authors to consider before 

consideration of publication in GMD. 

We thank the reviewer for their sound and detailed review containing informative and constructive comments 

and suggestions. We have addressed each of these comments and suggestions in a point-to-point manner. 

 

Regarding the actual spatial SOC and ICE variability that the model can produce, we have explicitly 

demonstrated those reported by Saito et al. (2020, PEPS) for the present-day condition. Further, we have added 

Figure 10 containing sample snapshot maps for the LGM and mid-Holocene to the revised manuscript to 



illustrate the spatial distribution and temporal variability under different climate conditions. 

 

Specific comments: 

lines 30-34: As ground ice is the other studied property, I would suggest adding a very brief note on what consequences 

its melt may have. 

We added an explanation of the possible consequences of ground ice melt. (ll. 37–39) 

 

lines 39-40: While yedoma is a prominent type of ice-rich permafrost, all ice-rich permafrost is not exclusively yedoma 

but other types of ice-rich permafrost occur. 

We deleted the word “yedoma” to clarify the sentence. (ll. 45–47) 

 

line 42: I would suggest avoiding the term “buried ice” in the context of ice wedges, as buried ice typically refers to ice 

accumulated on the ground surface (e.g. glacier, lake, river or sea ice) and later buried by sediments. See, e.g., 

Permafrost Subcommittee: 1988, Glossary of permafrost and related ground-ice terms, Associate Committee on 

Geotechnical Research, National Research Council of Canada, Ottawa, Technical Memorandum No. 142, 156 pp. 

We deleted the word “buried” in response to the reviewer’s comment, which we agree with. (l. 48) 

 

line 51: Please elaborate. What is "the aerial extent of ice-rich permafrost"? 

We modified the sentence to clarify it: “Although the spatial extent of the areas underlain by ice-rich permafrost 

with high soil carbon contents is limited, the impact of its degradation can reach wider areas globally.” (ll. 57–

59) 

  

I wonder if the whole introduction part would read more clearly if the descriptions of SOC accumulation history and 

research tradition (around the lines 71-84) would be embedded in section 1, and if section 1.1 would then solely focus on 

general descriptions of the model? Moreover, I am sure that the authors have become aware of a very recent study by 

Hugelius et al. (2020 PNAS), which appears to have provided notable advances in mapping the circumpolar C 

distribution. Consider updating parts of the review of current knowledge at lines 57-64 with the information provided 

therein. 

Hugelius et al. (2020) Large stocks of peatland carbon and nitrogen are vulnerable to permafrost thaw. PNAS 117 (34) 

20438-20446 

We thank the reviewer for providing new information. We moved the descriptions of SOC accumulation history 

and research tradition to section 1 and updated the description of the circumpolar C distribution mapping using 

the new information. (ll. 69–74) 

 

lines 90-93: The authors say that they incorporated a key parameter that represents temporal and spatial variations in 

climatic and topo-geographic conditions. This is related to the whole issue of external, or allogenic, factors, which are 

referred to in a bit inconsistent way by using terms, such as “climatic or environmental conditioning” (lines 517-518), 

“climatic, topographic and/or land composition” (399-400) or “climate, hydrology and topography” (77). I wonder if it 



would be possible to more explicitly describe what this parameter represents in this study. As far as I understand only 

continentality (distance to the closest ocean body) and cover ratios of land, water, ice sheet and its thickness were 

specifically parameterized. DEM-based topographic conditions were only used in the authors’ recently published paper 

(Saito et al. 2020 Progress in Earth and Planetary Science) to downscale the outputs of here presented model. 

In addition to direct climate control by temperature and precipitation, a key parameter 𝜏, the value of which 

reflects the climatic conditions (namely, freeze/thaw, a large value for frozen environment), soil condition (small 

values for coarse-grain soil), and topo-geographic condition (small values for steep, or well-drained areas) was 

introduced to represent temporal and spatial variations in climatic and topo-geographic conditions. The 

continentality (distance to the closest ocean body) and cover ratios of land, water, and ice sheet and its thickness 

are meant to constitute the boundary conditions for the simulations but are not parameters. 

We realize that our explanation of the functionality of the key parameter, 𝜏, in section 2.2.2 (ll. 227–228 in the 

original manuscript) was not clear enough. We, thus, revised the following relevant sentences to clarify our 

intended meaning:  

“We also incorporated a key parameter, τ, that represented temporal and spatial variations in climatic and 

topo-geographic conditions (e.g. terrain curvatures, specific catchment areas, continentality, geomorphology, 

landscape, and fluvial conditions) to evaluate impacts on soil carbon evolution induced by these external factors, 

which we have discussed in section 2.2.2.” (ll. 101–104) 

“We also incorporated a key parameter, 𝜏, that represented temporal and spatial variations in climatic and 

topo-geographic conditions (e.g. terrain curvatures, specific catchment areas, continentality, geomorphology, 

landscape, and fluvial conditions) to evaluate impacts on soil carbon evolution induced by these external factors, 

which we have discussed in section 2.2.2.” in section 1.1. 

“This is the key parameter for the examination of climate and topo-geographic controls on soil carbon evolution, 

and we set the values of 𝜏 in this study in a geometric series at 4, 20, 100, and 500 yr, adhering to considerations” 

(section 2.2.2). 

 

line 91: What curvatures? Terrain? 

Yes, we meant terrain curvatures and have revised the term accordingly. (l. 102) 

 

line 142: Can the authors very briefly clarify what they mean by stating that the Mosaic model outputs showed the best 

settings and results for regions north of 50_? No detailed explanations of the preliminary analyses are needed but please 

elaborate “settings and results”. 

We added a brief explanation to clarify our focus during the selection of model outputs: “After a preliminary 

analysis of the hydrological outputs of the four models (Noah, CLM, VIC, and Mosaic models), we selected the 

Mosaic model outputs because they yielded optimum results for cold regions north of 50 °N with respect to 

evaporation and runoff response to different soil types in the examined range of temperature, -30℃ to 15℃” (ll. 

151–153) 

 

lines 183-184: Does altitude data here refer to the thickness of an ice sheet or a digital elevation model? Related to this, 



clarifications on the used elevation data (if any) is needed. In the reference list the authors have Amante and Eakins 

(2009) and Tarboton (1989) related to DEM’s but they are not cited in the text. Having read the authors’ recent paper 

(Saito et al. 2020 Progress in Earth and Planetary Science) where they produced maps using SOC-ICE-v1.0, it appears 

that the related DEM was therein used to downscale model outputs. 

The “altitude data” (we changed it to “orography condition” in line with the CMIP5/PMIP3 convention) refers to 

the elevation of the grid points used in each of the GCMs from the mean sea level. (l. 199) 

We deleted two citations, Amante and Eakins (2009) and Tarboton (1989), from the manuscript as these 

DEM-related data were used by Saito et al. (2020, PEPS) and not in this study as the reviewer correctly pointed 

out. 

 

Figure 3: Consider adding an explanation of the presented subsurface layers. Does the brown box refer to permafrost or 

impenetrable surface in general? 

We added an explanation for the subsurface box, which, similar to a bucket-type model, does not resolve the 

vertical profile, but only retains the composition ratio. 

 

lines 295-297: Could this examination of “overall goodness of the reproduced time series” benefit from an elaboration or 

a reference? 

We modified the sentence to clarify as “We examined the SOC time series calculated using the forcing data 

obtained from the CMIP5/PMIP3 models for the period (the Last Millennium and the historical runs), with 

respect to the mean values, temporal variability and smooth connectivity to the historical period, to select the 

IPSL simulation results.” (ll. 306–308) 

 

Figure 4: The caption suggests that results from litter fall diagnosis are shown but they are missing.  

As the litter fall diagnosis was illustrated in Figure 6 (left-most column), the associated words were deleted from 

this figure’s caption. 

 

lines 315-318: Supplementary Fig. 2 could benefit from a more detailed caption (naming the 6 models, explaining the 

symbols). 

We added an explanation for the 6 models and the symbol in Supplementary Fig. 2. 

 

Figure 5: Please align the panels to the same level and maybe label latitudes and longitudes. 

We revised the panel for alignment and added the latitude and longitude labels. 

 

lines 337-338, I had problems understanding this sentence. In the Discussion (lines 527-532), the authors provided a 

clear account on how the initial values for the spin-up were derived. I recommend presenting that piece of text in the 

Methods, so the spin-up is easier to understand.  

We reorganized the structure of the manuscript by moving both sentences that explain the initial values in the 

original “Discussion” section (ll. 527–532 in the original) along with the aforementioned sentence to a new 



subsection, “2.3.3 Initial values and spin-up” to explain our selection of the initial values and the spin-up 

procedure used in this study. 

 

Please also consider elaborating what “5000 yr” means in this context – point in time or a period for which the model 

was spun up? Spin-up may also not be familiar for all readers, so maybe open that a little. 

We revised the sentence to clarify our intended meaning: “Before full integration, the model was spun up (or 

equilibrated) for a certain period of years to attain an internal balance in the SOC, soil moisture and ICE budget 

with the forcing. We integrated the model for 5000 years for spin-up with the constant forcing and perpetual 

boundary data taken from the 125 ka condition, starting from the uniform initial values of 25.0 kgC m-2 of SOC 

and 500 mm of soil moisture at all grid points to reach an equilibrated state.” (ll. 341–344) 

 

lines 368-369: Check language, some words seem to be missing from where the permafrost zone for Kevo site is 

mentioned. 

We revised the sentence for clarity. (ll. 356–358) 

 

line 371-372: Please revise the statement/language that Anaktavuk and Yakutsk locate “in areas that include the ice-rich 

permafrost (Yedoma) region”. Yedoma, or other ice-rich permafrost regions, are not confined to these areas. 

We revised the statement as follows: “Anaktuvuk and Yakutsk are obtained from areas where the ice-rich 

permafrost can be found”. (l. 360) 

 

The results section has some sentences that would be better situated in the Discussion (e.g., lines 397-401, 407-411). 

Would it make sense to title this section Results and Discussion? The current Discussion is relatively short in comparison 

to the Results. 

In adherence to the reviewers’ advice, we merged sections 3 and 4 under “Results and discussions” section and 

divided section 3.1 to subsections 3.1.1 to 3.1.3 to improve organizational structure. Further, we revised the 

sentences throughout the section to clearly distinguish the results, cited values from the references, and 

discussions. 

 

Chapter 3.2: In this chapter (more precisely, in section 3.2.3.), the authors also examine the simulated results of ice 

accumulation and dissipation, so it could be mentioned in this preamble (lines 430-436). 

We mentioned ground ice simulations as the reviewer suggested. (ll. 445-447) 

 

Chapter 3.2.1: I think that the authors do good job in discussing the possible reasons for the discrepancy between 

observed and simulated basal age. For example, the used climate data reconstruction from one ice core anticipatedly 

affects the results as the authors later discuss in 4.2. Related to this, in some point of the manuscript it would be 

beneficial to provide a brief reasoning behind using only one ice core and why it is suitable in the present purpose. 

We revised a paragraph in section 3.3.2 (former 4.2) to state the reasons for using only single-core reconstruction 

in this study. (ll. 528–534) 



 

lines 472-473: I wonder about the large melting of ground ice during 14-15 ka, given that at least Kevo was under the 

continental ice sheet at that time. Is the anomalous melting related to glacial dynamics or warming climate, and also 

around 11 ka when the ice sheet finally retreated from the area? Could the authors say something more precise about past 

glacial/ground-ice dynamics here in order to assess the reliability of the model as no independent observation-based 

validation data is available? 

We argue that this apparent synchronous melting in relatively southern areas (i.e. compared to high-latitude 

Alaska or west Canada) occurred because the reconstructed temperature with the warming peak of the SeaRISE 

time series (likely for the Bølling-Allerød interstadial) exceeded the melting threshold for those regions. We 

added the following information regarding the simulated extensive melting of ground ice.  

“These apparent synchronous melting in these areas likely resulted from the single-sourced warming peak of the 

Bølling-Allerød interstadial in the SeaRISE time series (e.g. Fig. 4a-c) and suggests the need of further studies to 

include local climate variations to the driving data”. (ll. 488–490) 

 

lines 501-502: Please revise the sentence. It could be made more readable, e.g. the expression "locality-prone profiles". 

We revised the sentence as follows: “…forcing data should be designed to accommodate information that is more 

specific to the local history so that the resulting time series and maps can reflect regional diversity and 

characteristics more adequately”. (ll. 543–544) 

 

lines 527-532: Explaining this procedure would have seriously helped to understand the initial forcing values first 

presented in the beginning of the Results section. I thus suggest relocating this text to the Methods. Please also see my 

comment for lines 337-338. 

We moved these sentences to the new subsection “2.3.3 Initial values and spin-up” and added an explanation for 

the spin-up procedure. 

 

line 536: I guess that by “relative” risks the authors here may refer to their earlier statement on how the model results do 

not necessarily represent the absolute SOC or ICE at a grid cell but rather their amounts relative to other grid cell? 

However, I think this is not clear in the first sentence of the Conclusion, and thus here “relative” could be removed. 

The overall study objective was to assess the relative contributions of the three pathways to greenhouse gas 

release by permafrost degradation. However, as it has little relevance in regard to the scope of this manuscript, 

we deleted the term “relative” throughout the text to improve clarity. (l. 577) 

 

lines 551-552: Do the authors here refer to another study using their model? 

We deleted the sentence as it was not relevant to the context. 

 

Technical corrections: 

line 10: Is “relative” relevant or understandable without context? 

The overall study objective was to assess the relative contributions from the three pathways to greenhouse gas 



release due to permafrost degradation. However, since it is less relevant concerning the scope of this manuscript, 

we deleted the term “relative” throughout the text to improve clarity. (l. 11) 

 

line 39: "ice-rich-permafrost" to "ice-rich permafrost" 

We have corrected it. (l. 45) 

 

line 54: is “relative” needed? 

We deleted this term throughout the text to improve clarity. (l. 61) 

 

line 58: Please correct “Gorham 19991” 

We corrected to Gorham (1991). (l. 65, l. 73) 

 

line 114: In the abstract, the authors write "A conceptual and a numerical soil organic carbon–ground ice budget model". 

Are they separate models or one model as stated here (“The developed conceptual numerical model...”)? Please be 

consistent throughout the text. 

We deleted the term “conceptual” from the title, abstract, and main text to clarify that the model proposed in the 

paper is a numerical model. 

 

line 142: Rodell and Beaudoing ...., publication year missing. 

We added the publication year (2007). (l. 154) 

 

lines 175: “closest ocean, distance from the coast of the closest ocean” Is “closest ocean” redundant? 

We removed the first occurrence of “closest ocean” to reduce redundancy. (l. 189) 

 

Table 1: kpice to kice 

We have corrected it accordingly. 

 

Table 2. Please consider explaining in the caption what the tau symbol denotes. Ta and Pr could also be explained. What 

does “Simulated ground ice is in meter” mean in footnote d? 

We added an explanation for tau symbol, as well as for the abbreviation Ta and Pr, in the caption and in the 

footnote. We revised the explanation in the footnote d) for clarity. 

 

line 394: Saito et al. 2020, not in review anymore. 

We updated the citation. (l. 409) 

 

line 419: Anaktavuku to Anaktavuk 

We checked and corrected the spelling in texts, figures, and tables, following the notations in Iwahana et al. 

(2016). (l. 360) 



 

line 420: length of the thawed layer? 

We changed to “length of the thawing period and depth of the thawed layer”. (l. 435) 

 

lines 454-457: This information (starting from “, and then sorted to...”) is found in the caption for Figure 8, and thus not 

necessary here. 

We deleted the sentences accordingly. 

 

At line 481, could the authors repeat the temporal resolution, i.e., for how long a period the snapshot maps can be 

compiled. 

We mentioned that the temporal resolution is annual (l. 498). Theoretically (i.e. without practical concerns and 

limitations on storage size), any year during the 125 kyr integration can be compiled to make a snapshot map. 

 

line 482: Saito et al. 2020 now published 

We updated the citation. (l. 510) 

 

line 491: There are Yokohata et al. 2020 a and b in the Refences, which one does this cite to? Is it published? 

As Yokohata et al. (2020a) is less relevant to our study, we deleted it, and revised Yokohata et al. (2020b) to 

Yokohata et al. (2020). (l. 518) 

 

line 499: I think the last sentence; “Below is a list...” is not necessary here. 

We have deleted the sentence. 

 

line 503: Thence to Hence 

We revised the relevant sentences. (ll. 535–537) 

 

line 508: Do the referred timings of initiation refer to the results here, or by Morris et al. 2018? 

We revised the sentence to indicate that they were reported by Morris et al. (2018). (ll. 540–542) 

 

line 513: “may improve function” could be clarified/said in a different way 

We revised the sentence for clarity. (ll. 548-550) 

 

line 532: I suggest editing; “less than a dozen” to “eight” 

We have corrected to “eight”. (l. 573) 

 

At least the following listed refs are not cited in the text: 

- Amante and Eakins 2009: removed from the list 

- AMAP (SWIPA) 2017: cited in the text (l. 32, l. 39) 



- Biasi et al. 2005 (Biasi et al. 2013, however, is cited but not in the references): Biasi et al. (2013) replaced with Biasi et 

al. (2005) in the text (l. 559-560) 

- Bradley 1999: removed from the list 

- Tarboton 1989: removed from the list 

The following, in turn, not found in the References: 

- Yu et al. 2008: corrected to Yu et al. 2009 in the text (l. 468) 

- Brown et al. 1998: added in the list 

Please check all citations and references. We checked all the citations and references. 

  



Reviewer #2: 

General comments: 

In the manuscript (MS), Saito et al. developed a numerical soil organic carbon–ground ice budget model (SOC-ICE-v1.0) 

to compute long-term evolution of soil organic carbon (SOC) and ground ice (ICE). The model was developed for the 

last 125 thousand years for areas north of 50_N. Based on the authors, the simulated results successfully (i) reproduced 

temporal changes in northern SOC and ICE, consistent with current knowledge and (ii) captured regional differences in 

different geographical and climatic characteristics within the circum-Arctic region. Moreover, the authors considered that 

the resulting circum-Arctic set of simulated time series can be compiled to produce snapshot maps of SOC and ICE 

distributions for the past and present assessments or future projection simulations. Saito et al. concluded that the model 

provides substantial information on the temporal evolution and spatial distribution of circum-Arctic soil carbon and 

ground ice. However, model improvements in terms of, e.g., forcing climate data and choice of initial values are required 

in the future. 

It is evident that the authors have addressed a topical issue, spatiotemporal prediction of soil organic carbon and ground 

ice across the circumpolar permafrost area. Moreover, the period of time is notable, the last 125 ka years. To my opinion, 

the topic of the MS fits well to Geoscientific Model Development (GMD). In general, I consider this MS to be relatively 

concise and well-written. However, I have two major concerns and some suggestions to improve the work. 

We thank the reviewer for the appreciation, and for the questions and comments that helped us in enhancing the 

scientific as well as expressional contents of the manuscript. We have provided a point-to-point reply to the 

comments and suggestions below: 

 

First, there seems to be overlap between this MS and Saito et al. (2020) published in Progress in Earth and Planetary 

Science. Please clarify the novelty and added value of this MS.  

Saito, K., Machiya, H., Iwahana, G., Ohno, H., & Yokohata, T. (2020). Mapping simulated circum-Arctic organic 

carbon, ground ice, and vulnerability of ice-rich permafrost to degradation. Progress in Earth and Planetary Science, 

7(1), 1-15. 

This manuscript aims to describe the detailed constructions of the novel numerical model (Sections 2.2 and 2.3) 

along with the evaluations of the simulated results (time series) in terms of the spatial variations (Section 3.1) and 

dynamic behaviours (Section 3.2) in SOC, ICE and soil moisture.  

In contrast, Saito et al. (2020, PEPS) aimed to demonstrate the applicability of the simulated results for a specific 

time, namely the present-day, and downscaled the results with other topographical and hydrological information 

to produce spatial maps of SOC and ICE with relatively finer horizontal resolution and to evaluate the 

vulnerability distribution of ice-rich permafrost for the degradation. We agree that these originally-intended 

differences were weakened during the process of reviewing the PEPS manuscript as we were requested by a 

reviewer to include a relatively detailed description of the model construct and evaluations on the time series of 

the forcing and simulated data. 

 

Second, how reliable are the results of SOC and ICE for areas covered by glaciers (e.g. continental ice sheets)? How 

these results relate to the fact that, for example, the site in northern Europe (Kevo) was covered by continental ice sheet 



until ca. 10 ka? The model seems to produce substantial variation in SOC despite the presence of glacier ice cover. 

The value of SOC is initialized (i.e. made to null) and ICE is allowed to change when the overlying ice sheet 

retreats, as described in section 2.3.2. In the current model, the extents of changes in ice sheets (coverage or 

retreat) are determined by the ICE-6G_C dataset at the 1° horizontal resolution. Sub-grid-scale changes (e.g. 

extent of ice sheet shrinking, changes in coastline locations, and submergence/uplift of land within the 1° grid) 

are only considered through changes in occupancy proportion. As shown in Fig. 6 (second from the right, 6th 

row), the ice sheet (in yellow) dominantly covered the grid point closest to Kevo until approximately 10 ka; the 

ground ice started melting and soil water level fluctuated from 10 ka. We agree that the appropriateness of 

allowing for the accumulation of ground ice under the ice sheet cover condition, as discussed in section 3.1.2 

(formerly 3.1), requires further consideration. We appreciate the reviewer for bringing this to our attention. 

 

Specific comments: 

Title: Please reassess the use of ‘conceptual’ in the title. I would see the model as ‘numerical’ rather than ‘conceptual’. 

In the Abstract (and elsewhere), you use ‘a conceptual and a numerical...’. For me a conceptual model differs from a 

numerical model but here the presented SOC-ICE v1.0 is both. Could you please clarify the motivation for the 

combination of conceptual and numerical? 

Originally, we aimed to indicate that this study is a numerical realization of a conceptual two-box model. 

However, as both reviewers suggest, it is very confusing. Thus, we removed the word “conceptual” to improve 

clarity. 

 

It would be nice to have information on the spatial resolution of the model outputs somewhere in the Abstract. This could 

be relevant also in the Introduction or in the beginning of the section 2. 

We added information on the spatial resolution (i.e. 1°) of the simulations. (l. 25, l. 93, and l. 126) 

 

Introduction: maybe it would good to include definition of permafrost. 

We obtained the definition of permafrost from the IPA’s glossary definition and added it to the introduction (van 

Everdingen, 1998). (ll. 32–34) 

 

Lines 37-39: You state that ‘...well-recognized and widely examined using...’ but refer only to one paper. Maybe few 

references more? 

We revised the sentence to “…well-recognized and widely examined using global-scale models including Earth 

System Models (ESMs) and Global Climate Models (GCMs)”, and added three more references. (ll. 42–45) 

 

Lines 46-52: I would present the ‘second pathway’ and ‘third pathway’ in reverse order. The third is more significant 

pathway? 

We agree that the third pathway (or secondary release by decomposition of soil carbon newly exposed by 

permafrost degradation) is significant than the second pathway (direct release of bubbles trapped in ice). 

However, the direct release likely occurs earlier than the secondary one. Thus, we retained the original order. 



 

Line 59: Could Hugelius et al. (2020) published in PNAS be relevant here? 

Hugelius, G., Loisel, J., Chadburn, S., Jackson, R. B., Jones, M., MacDonald, G., ... 

& Treat, C. (2020). Large stocks of peatland carbon and nitrogen are vulnerable to 

permafrost thaw. Proceedings of the National Academy of Sciences. 

Thank you for providing this information; we added the citation to the manuscript and revised the paragraph. (ll. 

69–74) 

 

Lines 72-74: Need for so many references here? 

We selected the references according to their relevance and significance to the context of the study. (ll. 76–77) 

 

Line 177: Why the warm period was set to start at 14 ka? For example, Holocene began ca. 11,5 ka before the present. 

We set to start the warm period at 14 ka to include the warm environment under the Bølling-Allerød interstadial 

and avoided quick reversals afterwards via the Younger Dryas and so on. Observation of the sensitivity of the 

background climatic conditions will be problematic. 

 

Sections 3.1, 3.2.1 and 3.2.2: I find it problematic to include references in the Result sections (results of this MS can be 

confused with published ones; look like discussion). 

We reorganized the structure of the manuscript (sections 3 and 4 are now combined under one section: “Results 

and discussions”) and revised the sentences to make distinctions between the results of this study, those from 

related studies, and discussions.  

 

Lines 474-476: Do the literature support the mostly negative balance (accumulation rates) across the permafrost region 

for the past 12 ka? Please consider this in the Discussion. 

We revised this paragraph and elaborated the discussion using reported literature from relevant studies. (ll. 475–

480) 

 

Line 480 (also in the Abstract and Conclusion): You highlight the possibility to produce snapshot maps. Please provide 

some maps as examples in the MS. 

We provided sample snapshot maps for the LGM and mid-Holocene with different τ values in Figure 10. Another 

example of the present-day (year 0 = 1950) is already presented in Figure 5a–d with reference to Saito et al. 

(2020) (ll. 499–509) 

 

Section 4.2: You focused on soil carbon in this section. How to improve the model outcomes related to ground ice? 

We added text on future improvement with respect to hydrology and ice dynamics in this paragraph. (ll. 561–

569) 

 

Lines 551-552: The sentence (‘One of these...’) should be removed (not relevant here). 



We agree and have deleted the sentence. 

 

Table 1: In Eg. (4), why there are same figures for sand and clay? Their hydrological properties are different. 

It was a typo; the value for clay is 0.03. 

 

Table 2: There is no information for the ‘Ta’ and ‘Pr’ in the caption? If these area air temperature and average 

precipitation, please give information from what period they are? At least, some of the figures seem to be odd for modern 

annual averages. 

We added an explanation for the abbreviation Ta and Pr and the period over which climatology was calculated in 

the caption and footnote. We checked and corrected some figures for Ta and Pr. However, site names such as 

Fairbanks and Kevo are labels representing the nearest 1° resolution grid point, at which the Ta and Pr values are 

obtained in the aggregated climate dataset. In some cases, they may be different. We revised the explanation in 

the caption to improve clarity. 

 

Technical corrections: 

Line 15: You could add ‘permanently’ (...permanently frozen...) 

We added this word to the text. (l. 14) 

 

Line 18: You could add ‘ground’ (...and ground ice...) 

We revised to use the abbreviations (i.e. SOC and ICE) in the abstract. 

 

Line (and elsewhere): Should the references be in chronological (or alphabetical) order? 

We corrected the references in chronological order throughout the text. 

 

Lines 58 and 64: Please correct Gorham 19991. 

We revised this to Gorham (1991). (l. 65, l. 73) 

 

Line 107: Need to add ‘soil’ (soil carbon) and ‘ground’ (ground ice)? 

We added the words “soil” (soil carbon) and “ground” (ground ice). (l. 117) 

 

Line 169: Should ‘annual mean temperature’ be ‘MAAT’? 

We revised this to “MAAT”. (l. 183) 

 

Lines 455-457: I would remove the sentence ‘The lowest and highest whiskers of the box-whisker...’. This is good in 

caption but not needed here. 

We deleted this sentence. 

 

All abbreviations in the Figures and Tables should be spelled out in the captions. 



We spelt all the abbreviations in the Figures and Tables. 
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Abstract. DegradationThe degradation of permafrost is a large source of uncertainty in understanding the behaviour of and 10 

projecting the future impacts of Earth’s climate system and in projecting future impacts of climate change. In assessing and 

projecting the relative risks and impacts of permafrost degradation, the . The spatial distributiondistributions of soil organic 

carbon (SOC) and ground ice (ICE) providesprovide essential information. for the assessment and projection of risks and 

impacts of permafrost degradation. However, uncertainties in regarding the geographical distribution and in the estimated 

range of the total amount of stored carbon and ice are still large. A conceptual and asubstantial. A numerical soil organic 15 

carbon–ground ice budget model, SOC-ICE-01, was developed, whichv1.0, that considers essential aspects of carbon and 

hydrological processes forin above ground and subsurface environments and permanently frozen ground (permafrost) and 

land cover changes (ice sheets and coastlines),) was developed to calculate the long-term evolution of soil organic carbon 

(local SOC) and ground ice (ICE).. The model was integrated forto cover the last 125 thousand years,: from the Last 

Interglacial until todayto date for areas north of 50°N at 1° resolution, to simulate the balance between accumulation and 20 

dissipation of carbonSOC and iceICE. Model performance was compared with observation-based data and evaluated to 

assess allogenic (external) impacts on soil carbon dynamics in the circum-Arctic region on a glacial-interglacial time scale. 

Despite the limitation of forcing climate data being constructed on the basis of a single Greenland ice core dataset, the 

simulated results successfully reproduced temporal changes in northern SOC and ICE, consistentin consistence with current 

knowledge. The simulation also captured regional differences in different geographical and climatic characteristics within 25 

the circum-Arctic region. The model quantitatively demonstrated allogenic controls on soil carbon evolution byrepresented 

by a key parameter that reflects climatological and topo-geographical factors. The resulting circum-Arctic set of simulated 

time series can be compiled to produce snapshot maps of SOC and ICE distributions for past and present assessments or 

future projection simulations. Examples of 1° resolution maps for the Last Glacial Maximum and mid-Holocene periods 

were provided. Despite a simple modelling framework, SOC-ICE-01v1.0 provided substantial information on the temporal 30 

evolution and spatial distribution of circum-Arctic soil carbonSOC and ground iceICE. Model improvements in terms of 
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forcing climate data, improvement of soil carbonSOC and ICE dynamics, and choice of initial values are, however, required 

for future research. 

1 Introduction 

Degradation of permafrost is a large source of uncertainty in understanding the behaviour of Earth’s climate system and in 35 

projecting the future impacts of Earth’s climate changesystem (AMAP (SWIPA) 2011, 2017, IPCC, 2013, AMAP (SWIPA) 

2017,). Permafrost is defined as ground (soil or rock and included ice and organic material) that remains at or below 0 °C for 

at least two consecutive years (van Everdingen 1998). Understanding the additional loss of soil carbon and release of 

greenhouse gases (GHGs) induced by permafrost degradation is important. This is because the impact is experienced far 

outside the cryosphere (Plaza et al. 2019) and this phenomenon may accelerate global warming through positive feedback 40 

(Schuur et al. 2011, Schaefer et al. 2014, Dean et al. 2018a). 2018a, Hugelius et al. 2020). The melting of ground ice, another 

important aspect of permafrost degradation, may cause surface subsidence (thermokarst) and terrain instability, leading to 

coastal retreat, slope collapses, damages on social infrastructures, and changes in hydrology and ecology in the Arctic region 

(Jorgenson et al. 2015, AMAP (SWIPA) 2017) 

Three pathways can be considered for additional GHG release tointo the atmosphere from a warming permafrost. The first 45 

occurs in widevast areas through slow and mostly reversible warming and deepening of the active layer (upper soil layer that 

thaws and freezes seasonally) with a longer thawing period, primarily induced by thermal conduction. This pathway has 

already been well-recognized and widely examined using global-scale models including Earth System Models (ESMs) and 

Global Climate Models (GCMs) (Koven et al. 2015).2015, Schneider von Deimling et al. 2015, McGuire et al. 2016, 

Yokohata et al. 2020). The second and third pathways are related to the degradation of ice-rich- permafrost. Ice-rich 50 

permafrost (often called Yedoma) is found predominantly in Siberia and Alaska (Kanevskiy et al. 2011, 2013, Murton et al. 

2015, Jorgenson et al. 2015, Strauss et al. 2016) and contains massive ground iceamounts of ICE (60% to 90% byin volume) 

and carbon-rich sediments. Ice wedge formation is the process responsible for producing the huge amount of buried ice, over 

a long time in a very cold environment (French 2007, Kanevskiy et al. 2011, 2014, Murton et al. 2015, Jorgenson et al. 2015, 

Strauss et al. 2016). Soil organic content (SOC) also accumulates alongsidesimultaneously over a long time. Once the 55 

ground ice melts byowing to triggers such as lateral erosion on coasts and riversides or wildfires, GHGs trapped in ice are 

readily and directly released to the atmosphere (Brouchkov and Fukuda 2002). This constitutes the second pathway (direct 

release). In addition, old immobile soil organic carbon (SOC),, stored frozen in permafrost, is exposed to the surface for 

decomposition, producing new GHGs. This ‘secondary release by ice-rich permafrost degradation’ constitutes the third 

pathway (Strauss et al. 2016, Walter-Anthony et al. 2018, Plaza et al. 2019, Turetsky et al. 2020). Depending on the 60 

environment where decomposition occurs (i.e.,. dry and aerobic, or wet and anaerobic), the resulting gas differs. Carbon 

dioxide (CO2) is mostly produced mostly in the former case, while methane (CH4) is more likelyoften produced in the latter 

case (Schuur et al. 2011, Dean et al. 2018b). The aerialAlthough the spatial extent of the areas underlain by ice-rich 
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permafrost with high soil carbon contents is limited but its, the impact of its degradation can be globalreach wider areas 

globally (Murton et al. 2015, Strauss et al. 2016, Turetsky et al. 2020). 65 

 

In assessing and projecting the relative risks and impacts of permafrost degradation among the three pathways, the spatial 

distribution of SOC and ground ice (ICE) provides essential information. The target area is the circum-Arctic because of the 

high areal occupancy of permafrost and accumulation of SOC and ICE (Murton et al. 2015, Strauss et al. 2016, Brown et al. 

19971998). The amount of carbon accumulated in northern soils, including peatlands, accounts for a substantial part of the 70 

global soil carbon budget (Gorham 199911991, Yu et al. 2010, Hugelius et al. 2014, Nichols and Peteet 2019). Currently 

available maps and data for near-surface SOC (Hugelius et al. 2014, Olefeldt et al. 20152016) and ICE content (Brown et al. 

19971998) in the circum-Arctic region are compiled from contemporary samples or cores through interpolation or 

extrapolation using other topo-geographical and geological information. However, the number of samples and cores is often 

limited or spatially biased mainly due mostly to the remote and harsh environment (e.g.,. cold, altitude, lack of access). 75 

ThusRecently, Hugelius et al. (2020) updated the circum-Arctic maps of carbon and nitrogen storages by employing 

machine-learning techniques applied to a large number (more than 7,000) of peat core samples and offered additional insight 

into the stock distribution and their vulnerability in the northern permafrost region. Yet, uncertainties in regarding the 

geographical distribution (Hugelius et al. 2014) and in theand estimated range of the total amount of stored carbon are still 

large continue to be arguable (Gorham 199911991, Yu et al. 2010, Nichols and Peteet 2019, Hugelius et al. 2020). 80 

1.1 Carbon and ice accumulation model 

In our research, we adopted a different approach to estimate the spatial distribution and amount of SOC and ICE. We 

developed a conceptual numerical model of two boxes (one for above ground and one for the subsurface) to compute the 

evolution of SOC and ICE, at a timescale long enough to reproduce present-day conditions by covering more than one cycle 

of development (i.e., initiation, formation, development, maturation, and decay).  85 

 

Northern soil carbon (mostly but not entirely in peatlands) was formed and developed during the postglacial period after the 

Last Glacial Maximum (LGM, around 21 thousand years before present, or 21 ka) (Smith et al. 2004, McDonald et al. 2006, 

Yu et al. 2009, 2010, Beilman et al. 2009, Klein et al. 2013, Xing et al. 2015, Charman et al. 2015, Loisel et al. 2017, Morris 

et al. 2018, Nichols and Peteet 2019). Soil carbon dynamics are determined by the balance between inputs (how 90 

muchamount of carbon that is deposited and enters into the soil) and outputs (how muchamount of carbon that is lost by 

decomposition or transfer from the soil) of carbon in soil layers, and are controlled by autogenic (internal conditions specific 

to the ecosystems) and allogenic (external conditions such as climate, hydrology, and topography) factors (Belyea and Baird 

2006, Lund et al. 2010, Klein et al. 2013, Charman et al. 2015, Loisel et al. 2017, Jassey and Signarbieux 2019). Owing to 

temporal changes and geographic characteristics in these factors, carbon accumulation profiles, such as initiation periods or 95 

basal ages of accumulations (Smith et al. 2004, McDonald et al. 2006, Yu et al. 2009) and accumulation rates (Harden et al. 
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1992; Nichols and Peteet 2019) differ from regionvary according to the region; some of the regions studied previously 

include Siberia (Smith et al. 2004; Beilman et al. 2009), Alaska (Klein et al. 2013), Northeast China (Xing et al. 2015), 

Canada (Charman et al. 2015), the circum-Arctic region (Yu et al. 2009, 2010, Hugelius et al. 2014, Olefeldt et al. 20152016, 

Nichols and Peteet 2019, Hugelius et al. 2020), the Southern Hemisphere (Patagonia: Loisel and Yu 2013), and around the 100 

globe (Morris et al. 2018). Many researchers have modelled soil carbon dynamics with varying complexities and for various 

targets at different spatial and temporal scales (Jenny et al. 1949, Ingram 1978, Clymo 1984, Harden et al. 1992, Yu et al. 

2003, Belyea and Baird 2006, Morris et al. 2018). 

1.1 Carbon and ice accumulation model 

 In this studyour research, we adopted a diachronic approach, different from synchronic core sample aggregations, to 105 

estimate the spatial distribution and amount of SOC and ICE at 1° resolution. We developed a numerical model, consisting 

of two boxes (one for above ground and one for the subsurface), to compute the evolution of SOC and ICE at a time scale 

that was long enough to reproduce present-day conditions by covering more than one cycle of development (i.e. initiation, 

formation, development, maturation, and decay).  

 110 

We employed a simple conceptualidealistic setting to evaluate long-term evolution of generic soil carbon. The analysistarget 

was not necessarily limited to peatlands; further. Further, it was based on Clymo-type growth modelling (Clymo 1984, 1992), 

in whichwherein slow carbon processes occurring in the ‘catotelm’ (the layer underlying the upper ‘acrotelm’ of faster 

carbon processes) were implemented (Clymo 1984, 1992, Yu et al. 2003, Belyea and Baird 2006). We also incorporated a 

key parameter, 𝜏, that representsrepresented temporal and spatial variations in climatic and topo-geographic conditions (e.g.,. 115 

terrain curvatures, specific catchment areas, continentality, geomorphology, landscape, and fluvial conditions) to evaluate 

impacts on soil carbon evolution induced by these external factors.  

 

As for, which we have discussed in section 2.2.2. With respect to hydrology, we adopted a one-box budget for liquid and 

solid water dynamics, which is much simpler than in land surface models employed in coupled system models (e.g.,. Rodell 120 

et al. 2004) but more flexible to handle ground ice storage. Soil column layering of the conventional land surface scheme 

with fixed thickness does not properly represent such massive ground ice as in Yedoma. Sinceexcess ICE. As most of the 

currently observable active periglacial features of permafrost-related processes, especially massive ground iceICE in ice-rich 

permafrost, formed between the Last Glacial Period and the Holocene (Lunardini 1995, French 2007, Kanevskiy et al. 2011, 

2013, Murton et al. 2015, Willeit and Ganopolski 2015, Strauss et al. 2016), the integration period was determined to cover 125 

the last 125 thousand years since the Last Interglacial (Kukla et al. 2002), which sufficiently covers the carbon accumulation 

cycle (Morris et al. 2018, Loisel et al. 2017, Yu 2011, McDonald et al. 2006). 
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Climate data for the circum-Arctic region (north of 50°N) were reconstructed for the integration period to forcedrive the 

model. The resulting model outputs can be compiled to produce contemporary spatial maps of estimated SOC and ICE 130 

storage for any time sliceperiod, including the present day. Such a model is also expected to quantitatively demonstrate the 

long-term subsurface dynamics of soil carbon and ground ice under varying climatic and environmental conditions, 

reproduce the long-time evolution of carbon and ice accumulation and decomposition (or dissipation), and provide new 

insights into understanding the effect of external factors on respective dynamics. 

 135 

The development of the model and the data used for determining model parameters or driving the model are described in 

Section 2. Section 3 presents the results, followed by discussion and discussions, including future research ideas in Section 4.  

2 Methods 

The developed conceptual numerical model describes essential aspects of subsurface carbon dynamics and hydrological 

processes, to calculate the balance of SOC and ICE. The model simulates SOC and ICE accumulation (or dissipation) history 140 

in the circum-Arctic region on a glacial-interglacial time scale. at 1° resolution. Implemented carbon dynamics processes 

include the supply of carbon from the surface and loss by decomposition under the ground. Implemented hydrological 

processes include net infiltration (i.e.,. precipitation minus evapotranspiration and surface runoff) from the surface, base 

runoff, and phase changes between solid and liquid states. The model is forced annually by climate variables, namely 

temperature and precipitation. Major parameters used for carbon and hydrological processes were determined or 145 

parameterized using the climatic datasets and geographical information described in Section 2.1. In this study, driving data 

were reconstructed from Greenland ice core data and applied to the circum-Arctic region to calculate the evolution of SOC, 

soil moisture, and ICE. 

2.1 Datasets used to develop and evaluate the model 

The datasets used to determine the parameters of the model included several reanalysis data for the historical period (since 150 

1850), simulation outputs from global-scale climate models for preceding periods, specifically from the Climate Model 

Intercomparison Project: Phase 5 (CMIP5, Taylor et al. 2012) and the Paleoclimate Model Intercomparison Project: 

Initiative 3 (PMIP3, Braconnot et al. 2012), and ice core data from the Greenland Ice Core Project (GRIP, Johnsen et al. 

1992, 1997).  

 155 

Long-term air temperature and precipitation data were takenobtained from the SeaRISE project (Sea-level Response to Ice 

Sheet Evolution; http://websrv.cs.umt.edu/isis/index.php/SeaRISE_Assessment, Bindshadler et al. 2013), which provided a 

baseline for climatic changes over the last 125 thousand years from the Last Interglacial to the present day (the latter date set 

as 1950). This dataset was chosen because it was the only gapless time series for the targeted 125 thousand-year period 
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available at the time of model integration. In order toTo determine detailed changes for more recent years (i.e.,. after year 160 

850), we incorporated simulation results from the PMIP3, especially from past millennium runs for the years 850 to 1850 

(Braconnot et al. 2012) and historical runs after the year 1850 (Taylor et al. 2012). For data after the year 1900, weWe used 

reanalysis data, the University of Delaware reconstruction product (UDel_AirT_Precip. Willmott and Matsuura 2001), and 

ERA-Interim reanalysis data (Dee et al. 2011).2011) for the period following the year 1900.  

 165 

The Global Land Data Assimilation System (GLDAS, Rodell et al. 2004) was used to determine hydrologic and soil 

parameters. After a preliminary analysis of the hydrological outputs of the four models, (Noah, CLM, VIC, and Mosaic 

models), we selected the Mosaic model outputs because these showed the best settings and they yielded optimum results for 

cold regions north of 50°N with respect to evaporation and runoff response to different soil types in the examined range of 

temperature, -30 ℃  to 15 ℃  (Rodell and Beaudoing 2007, 170 

https://disc.gsfc.nasa.gov/datasets/GLDAS_MOS10SUBP_3H_001/summary, accessed January 23, 2020). The soil type at 

each grid point was determined from the ‘basic soils information’ given in the GLDAS dataset. The original 13 categories of 

soil type classes (other than ‘water’, ‘bedrock’, and ‘other’) were aggregated in the model into three major classes, i.e.,. sand, 

silt, and clay. 

 175 

Two ecological data sources were used for carbon input parameterization. The first is the result of stage 2 of the GRENE-

TEA model intercomparison project (GTMIP, Miyazaki et al. 20142015), which compares the performance of several 

biogeochemical models regarding the ecosystem carbon budget for the period 1850–2100. The second is the observational 

dataset compiled from tropical to sub-Arctic Asian sites, “The compilation dataset of ecosystem functions in Asia (version 

1.2)” (personal communication, TM Saitoh, Gifu University).  180 

 

Construction of driving and boundary conditions for integration was based on these data, as described in section 2.3. 

The model simulation results were compared with the following datasets: simulated SOC, with the total SOC amount data 

compiled by Olefeldt et al. (2016, hereafter O16). Similarly, simulated ICE was compared with the dataset compiled by 

Brown et al. (1998, hereafter IPA-ICE), which is the only currently available distribution data covering the entire circum-185 

Arctic area. Note that the IPA-ICE data categorises ICE distribution according to volumetric content, i.e. none, 0%–10%, 

10%–20%, or over 20%, depending on the type of overburden. 

2.2 Model description 

The model SOC-ICE-01v1.0 consists of two boxes: the ‘above-ground’ box and the ‘subsurface’ box (Fig. 1). The above-

ground box is driven by mean annual air temperature (MAAT) and annual total precipitation (Precip),) and has attributes 190 

such as latitude, longitude, altitude, distance from the closest ocean body, presence or absence of ice sheet cover, and 

background carbon dioxide concentration. The model diagnoses seasonality and frozen ground state and calculates the 
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amount of carbon supply to the subsurface box. The subsurface box updates SOC, soil moisture, and ICE quantities, 

according to inputs passed from and climatic conditions determined by the above-surface box. The model was coded in 

Interactive Data Language (IDL, Harris Geospatial Solutions, Inc.). Sample model codes and associated data are provided as 195 

supplementary materials. 

 

 

 

Figure 1: Schematic diagram of the conceptual numeric model SOC-ICE-01v1.0 to calculate soil organic carbon (SOC) and 200 
ground ice (ICE) budget.  

 

2.2.1 Above-ground processes 

The above-ground box calculates 1) seasonality from local annual mean temperatureMAAT and its location information 

(continentality), and 2) the amount of carbon supply, as litter fall, to the subsurface box. 205 
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Seasonality and presence of frozen ground 

SinceAs the reconstructed temperature data from the SeaRISE project, 𝑇%, are obtained on an annual basis, they do not 

resolve the issue of seasonality, which is important in inferring the subsurface thermal state (i.e.,. presence of permafrost, 

seasonal freezing, or no freezing of ground) (Saito et al. 2014, 2016, Harris 1981). We derived simple relationships between 

𝑇% and seasonal amplitude 𝑇%&' as a set of functions of location (longitude, latitude), closest ocean, distance from the coast 210 

of the closest ocean, and background climatic state, i.e.,. glacial (cold) or interglacial (warm) (Supplementary Fig. 1). For the 

warm period (defined in this study as 125 ka to 100 ka, and 14 kaafter Bølling-Allerød interstadial to the present day, judged 

by changes in reconstructed temperature and sea level data), the present-day climate was assumed to provide typical 

variations, and monthly data takenobtained from the ERA-Interim reanalysis were used. In contrast, monthly data 

takenobtained from the six PMIP3 models for the LGM simulations were used to derive average climatology for the cold 215 

periods (100 ka to 14 ka). The six models were selected so that theyto provide simulation results for both the LGM and the 

Holocene Climate Optimum (mid-Holocene run, 6 ka): CCSM4 (Gent et al., 2011), CNRM-CM5 (Voldoire et al. 2011), 

IPSL-CM5A-LR (Dufresne et al. 2013), MIROC-ESM (Watanabe et al., 2011), MPI-ESM-P (Brovkin et al., 2013), and 

MRI-CGCM3 (Yukimoto et al., 2012). SinceBecause of the horizontal resolution and the sea/land mask differed between 

models, coastlines were determined for each model from altitude data.its orography condition. Assuming the sinusoidal 220 

seasonal changes in temperature 𝑇% + 𝑇%&' sin 𝑡, the freezing and thawing indices (FDD and TDD, respectively) were 

calculated as the cumulative degree day of the temperature below and above 0 °C. The type of underlying frozen ground was 

then identified based on the classification method developed by Saito et al. (2014, 2016) as climate-driven permafrost (CP, 

corresponding to continuous permafrost), environmentally-conditional permafrost (EP, corresponding to discontinuous 

permafrost), long-lasting seasonally frozen ground (Sf), intermittently frozen ground (If, frozen for a short duration, i.e.,. less 225 

than two weeks), or not frozen (Nf). 

Litter fall 

The amount of carbon supply to the subsurface box, calculated as litter fall (in kgC m-2 a-1), was determined by the 

combination of MAAT 𝑇% and Precip 𝑃. (Figure 3a.). For simplicity, we did not incorporate carbon type differences inherent 

in plant functional types (De Deyn et al. 2008). The shape of the litter fall function was determined by fitting the outputs of 230 

the biogeochemical models takenobtained from the GTMIP stage 2 project (Fig. 2a–d), i.e.,. VISIT (Ito 2019), B-BGC 

(Thornton et al. 2002), SEIB-N (Sato et al. 2016), and CHANGE (Park et al. 2011). Relatively small values of SEIB-N, 

likely because of its biomass growth still being underway for this integration (cf. Figure S3 in Pugh et al. 2020), did not 

change the resulting shape significantly. The derived function was then adjusted by multiplying it by a constant value to the 

best-fit (in terms of least square errors), to the observational data ‘The compilation dataset of ecosystem functions in Asia 235 

(version 1.2)’ (personal communication, TM Saitoh, Gifu University).. The resulting equation was formulated as follows: 
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𝐿𝑖𝑡𝑡𝑒𝑟𝐹𝑎𝑙𝑙(𝑇%, 𝑃., 𝐶𝑂:) = 𝑎=(𝑐𝑜:)	𝑒𝑥𝑝 C−
(EFGEH)IJ

KJ
L ∙ 𝑙𝑜𝑔 COPQOH

KR
L,    (1) 

where 𝑇%(𝑡) and 𝑃.(𝑡) denote the values of MAAT and Precip, respectively, of the location in a year, 𝑡. 𝑇S  and 𝑃S  are the 

respective baseline values. 𝑎=, 𝑏E, 𝑐E , and 𝑏O are shape parameters. These parameters were determined by curve-fitting to the 

model outputs (Fig. 2a–d) and observations; 𝑎= and 𝑏E vary depending on the background atmospheric concentration of 240 

carbon dioxide 𝐶𝑂:  [ppm]. The values of these parameters and baseline values used in this study are summarised in Table 1. 

An example of the litter fall distribution under present-day climate conditions is shown in Fig. 2e.  

 

 

 245 

 

 

 

 
(a)

 

(b)

 

(c)

 

(d)

 

(e) 

  
Figure 2. Distribution of litter fall, the carbon input to the “sub-surface” box, for a given mean annual air temperature (Ta) and 
annual total precipitation (Pr) pairs. a) Distribution of litter fall outputs calculated by biogeochemical models and normalized to 
the respective maximum value: a) VISIT, b) Biome-BGC, c) SEIB-N, and d) CHANGE for global land areas, except for CHANGE, 
the result of which covered only land areas north of 50oN. The scale is shown on the left-hand side of the colour bar. e) Modelled 
litter fall distribution based on simulated outputs for the functional shape and calibrated for absolute value by observation data. 
Note the vertical ranges are different for e). The scale is shown on the right-hand side of the colour bar.  

2.2.2 Subsurface processes 250 

The subsurface box has four major functions, 1) SOC budget, 2) water budget in the liquid phase, 3) assessment of freezing 

and thawing depths, and 4) phase change between ice and water. The box is not resolved for depth with explicit layering but 

an active area is assumed to be 3 m deep for hydrological calculations.  

-20 -10 0 10 20 30
Ta (oC)

0

100

200

300

400

500

600

Pr
 (m

m
)

-20 -10 0 10 20 30
Ta (oC)

0

100

200

300

400

500

600

Pr
 (m

m
)

-20 -10 0 10 20 30
Ta (oC)

0

100

200

300

400

500

600

Pr
 (m

m
)

-20 -10 0 10 20 30
Ta (oC)

0

100

200

300

400

500

600

Pr
 (m

m
)

(k
gC

 m
-2

 a
-1

)

 0.0

 0.1

 0.2

 0.3

 0.0

 0.2

 0.5

 0.8

 1.0



 

10 
 

SOC budget 

Accumulation and decay of organic carbon in the subsurface box isare expressed as a difference equation, adopting Clymo’s 255 

(1984) peat accumulation model for the catotelm. The change in SOC, 𝑆𝑂𝐶V in the 𝑛XY year, 𝑆𝑂𝐶V, is formulated as Eq. (2). 

∆[\]^
∆X

= 𝐿𝑖𝑡𝑡𝑒𝑟𝐹𝑎𝑙𝑙(𝑇%, 𝑃, 𝐶𝑂:) − 𝜅V ∙ 𝑆𝑂𝐶VG=,     (2) 

where 𝐿𝑖𝑡𝑡𝑒𝑟𝐹𝑎𝑙𝑙 [kgC m-2 a -1] is the amount of organic carbon deposited on the ground as calculated using Eq. (1), and 𝜅 is 

the decomposition rate of 𝑆𝑂𝐶 [a-1], determined at each step by the following relaxation method: 

𝜅V = 𝜅VG= +
(`IPab,	^G`^cd)

e
∙ ∆𝑡 .     (3) 260 

The critical equilibrium rate of decomposition, 𝜅f.gX,	V,	defined as 𝑆𝑂𝐶V 𝐿𝑖𝑡𝑡𝑒𝑟𝐹𝑎𝑙𝑙Vh , demonstrates that carbon supply from 

the above-ground box and the output (subsurface decomposition) of organic carbon are in balance under the given climate 

condition. Eq. (3) suggests that the instant decomposition rate approaches the critical equilibrium value on the time scale 

defined by 𝜏. In this study,This is the key parameter for the examination of climate and topo-geographic controls on soil 

carbon evolution, and we set the values of 𝜏 in this study in a geometric series at 4, 20, 100, and 500 yr, adhering to examine 265 

climate and topo-geographic controls on soil carbon evolution, after following considerations. Although closely related, 𝜏 

does not represent the soil turnover (e.g.,. from tens to thousands of years; Perruchoud et al. 1999, Conant et al. 2011, Luo et 

al. 2019) or ecological secondary succession (e.g.,. from somea few years to tens of years afterfollowing wildfire in 

permafrost areas; Yohikawa et al. 2003 and Narita et al. 2015,; or from tens to hundreds of years under temperate conditions; 

Svenning and Sandel 2013). It is a hypothetical variable representing the time scale for decomposition to approach to its 270 

equilibrium value under the given climate and topo-geographic condition. For peatlands in the taiga and tundra that lie 

between subarctic and arctic regions, it may take longermore than a thousand years to reach an equilibrium due, owing to the 

slow plant growth and carbon decomposition because of the cool and/or dry environment, whilewhereas it can happen in a 

yearly order, 𝑂(1	𝑦𝑒𝑎𝑟), in warm and moist tropical rainforests, where the fast cycle of vegetation growth/death and 

decomposition facilitates rapid changes (Harden et al. 1992; Vitt et al. 2000a). We also incorporated impacts of permafrost 275 

presence and wetness of the ground on SOC dynamics by specifying a larger value of 𝜏, determined according to frozen 

and/or wet conditions (e.g.,. 2500 yr for saturated frozen ground in continuous permafrost zones and 1500 yr for saturated 

frozen ground in discontinuous permafrost zones).  

 
Table 1. List of parameters used in the model 280 

Eq. Category   Remarks 

(1) Litter fall 𝑎= 
1.2m1.−n0.808−

𝐶𝑂2
1000.q

r

s 
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𝑇S 25.0 baseline Ta [oC] 

𝑏E 10.^ C2.14+ 3.10 ]\:
=SSS.

L, if 𝑇% > 𝑇S 

4.5 × 10z   otherwise 

 

𝑐E  4.0  

𝑏O 5.0  

𝑃S 160.0 baseline Pr [mm] 

(4) Hydrology 𝛾 0.61	~	0.99 infiltration ratio [-], 

depends on soil type, 

temperature, and frozen 

state 

𝜉 0.09 (sand), 0.045 (silt),	0.0903 (clay) base runoff ratio [-] 

(7) Thermal 

conductivity 

𝑘'�%X 0.01 for peat [W m-1 K-1] 

𝑘&V� 1.2 for mineral soil [W m-1 K-

1] 

𝑘�%X�. 0.6 for water [W m-1 K-1] 

𝑘'gf�𝑘gf� 2.2 for ice [W m-1 K-1] 

(8) Soil column ℎK 3000. soil column depth [mm] 

𝜎 0.55 (sand), 0.50 (silt),	0.45 (clay) porosity [-] 

 

Hydrological process 

Figure 3 shows a schematic diagram of the subsurface hydrological model for exposed land (i.e.,. not covered by ice sheet or 

water). The budget of the liquid-phase water 𝑊V is controlled byusing Eq. (4) as the balance between the input (the first term 

on the righthand side) and the output (the second and third terms).  285 

∆�̂
∆X

= 𝛾𝑃 − 𝜉𝑊VG= − 𝜑V.       (4) 

The first term in Eq. (4) refers to annual net precipitation (i.e.,. precipitation – evapotranspiration – surface runoff) with 

𝛾	denoting the ratio of subsurface infiltration to the total precipitation. The second term refers to base runoff as a function of 

water storage in the liquid phase, and 𝜉 is a parameter for the ratio of base runoff. The third term refers to new ice freezing or 

melting at a time step. Soil moisture [mm] in the active area overflows as runoff when it exceeds the saturation soil moisture 290 

(ℎ% = 𝜎ℎK), where 𝜎	is porosity, and ℎK is the depth of the hydrologically active area set to 3000 mm in this study (Fig. 3). 

In contrast, the overall storage of ICE at location,	𝐼V, has no limitation (to mimic the development of ice wedge) and is 

updated using Eq. (5). The computation of 𝜑 is described in the next subsection. 

𝐼V = 𝜑V + 𝐼VG=       (5) 
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The parameters of soil characteristics (porosity 𝜎, infiltration rate 𝛾, and base runoff ratio 𝜉 of the area) are summarized in 295 

Table 1. 

 

 

Figure 3. Schematic diagram for hydrological processes of the subsurface box.Figure 3. Schematic of hydrological processes of the 
subsurface box. It is a bucket-type reservoir of capacity 𝒉𝒃 (m), consisting of liquid water (𝑾𝒏 = 𝒉𝒘) within the pore space (𝒉𝒂 =
𝝈𝒉𝒃) and soil ((𝟏 − 𝝈)𝒉𝒃). Quantity of ice forming or melting at a time step is limited by current liquid or solid water amount, 
respectively (Eq. 9); total amount of ice (𝑰𝒏) can supersede the capacity 𝒉𝒃 to represent massive ground ice. 

 

Assessment of freezing and thawing depths  

The changes in the amount of ICE, 𝜑V , are analysed throughby identifying the energy balance between ground freezing and 300 

thawing processes. They are set proportional to the depth of freezing 𝑑V
�  and thawing 𝑑VX , which are empirically determined 

by Eq. (6a–b) from ground thermal conductivity (for the frozen state, 𝑘V
�, and thawed state, 𝑘VX , respectively) and respective 

freezing and thawing indices calculated in the above-ground box (i.e.,. FDD and TDD).  

𝑑V
� = �

:�^b ∙���
�̂

ℎ�
h ��∙�

= 𝛼�√𝐹𝐷𝐷,       (6a) 

𝑑VX = �
:�^

 ∙E��
�̂

ℎ�
h ��∙�

= 𝛼X√𝑇𝐷𝐷,      (6b) 305 

where 𝜌� is the density of water, and 𝜆 is the latent heat of fusion. Thermal conductivity is evaluated from carbon and water 

content using Eq. (7). 

𝑘V
X,	£.¤ =

𝑆𝑂𝐶V
𝜒X,£.¤ 𝑘

'�%X + n1 −
𝑆𝑂𝐶V
𝜒X,£.¤

q𝑘&V� 



 

13 
 

𝑘VX =
�̂

¦b,�§b
𝑘�%X�. + C1 − �̂

¦b,�§b
L 𝑘V

X,	£.¤      (7) 

𝑘V
� =

𝐼V
𝜒� 𝑘

gf� + n1−
𝐼V
𝜒�
q𝑘VX  310 

where 𝑘'�%X , 𝑘&V�, 𝑘�%X�., 𝑘gf� denote thermal conductivity values for carbon-containing and mineral parts of the soil, 

water, and ice, respectively. The relative amounts of thawed dry or wet soil, and frozen soil are defined by Eq. (8).  

𝜒X,£.¤(𝑆𝑂𝐶V, ℎK; 	𝜎) = (1 − 𝜎)ℎK + 𝑆𝑂𝐶V  

𝜒X,��X(𝑊V,𝑆𝑂𝐶V,ℎK; 	𝜎) = (1 − 𝜎)ℎK + 𝑆𝑂𝐶V +𝑊V = 𝜒X,£.¤ + 𝑊V,    (8) 

𝜒�(𝐼V, 𝑆𝑂𝐶V, ℎK; 	𝜎) = (1 − 𝜎)ℎK + 𝑆𝑂𝐶V + 𝐼V = 𝜒X,£.¤ + 𝐼V 315 

 

Phase change between water and ice  

The change in icethe amount of ice is calculated as follows: 

𝜑 = ©
−𝐼V
𝜑ª
𝑊V

  if  𝜑ª :	©
∙ 	 < −𝐼V

−𝐼V ≤ 	 ∙ 	 ≤ 𝑊V,
𝑊V < 	 ∙

    (9) 

where 𝜑ª  is defined byexpressed as  320 

𝜑ª = 𝛽¯𝑑V
� − 𝑑VX °

�̂
Y�

.       (10) 

𝛽 is a parameter to controlthat controls the distribution of energy in melting or freezing of water, 𝛽�.��±� = 0.5; 	𝛽XY%� = 1.0. 

The parameter values not listed here are summarised in Table 1. 

2.3 Driving and boundary condition data 

The model is driven by inputs of MAAT, Precip, and atmospheric carbon dioxide concentration, along with geographical 325 

information: longitude, latitude, continentality, and land condition types (i.e.,. exposed land, under water, or under ice 

sheets). In this study, the model was integrated for the last 125 thousand years north of 50° in the Northern Hemisphere with 

1-degree resolution, aligning with the grid system of the employed dataset for ice sheet evolution (i.e.,. ICE-6G_C).  

2.3.1 Forcing data for 125 thousand years 

The baseline 125 thousand-year time series of annual temperature and precipitation was takenobtained from the SeaRISE 330 

(Sea-level Response to Ice Sheet Evolution; Bindshadler et al. 2013) project. The time series presents deviations from 

current mean temperature, or ratios to the current precipitation amount. The SeaRISE time series needsrequires present-day 
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climatology data for a specific location. The present-day climatology was computed from ERA-Interim reanalysis data for 

the years 1979–2016. Moreover, the SeaRISE time series has low temporal resolution in the recent millennium (i.e.,. 100-yr 

intervals). We examined the SOC time series calculated using the forcing data obtained from the CMIP5/PMIP3 models for 335 

overall goodness of the reproduced time series in the circum-Arctic regionthe period (the Last Millennium and usedthe 

historical runs), with respect to the mean values, temporal variability and smooth connectivity to the historical period, to 

select the IPSL simulation results. The past climate anomaly time seriesSeaRISE data for the period 850–1850 was 

refinedreplaced by the outputs from its ‘last millennium’Last Millennium’ run, and that for the period 1850–1900 by its 

‘historical’ run. Similarly, the anomaly time series for the period 1900–2006 was constructed using the University of 340 

Delaware reconstruction product (UDel_AirT_Precip).  
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(d)          (e)     (f) 

  

 
Figure 4: Example time series of climate forcing data (temperature, precipitation), and diagnosed litter fall.). The temporal 
variations in climate forcing data were reconstructed from Greenland ice-core data (the SeaRISE project), while present-day 
climatology at the 1-degree grid point was derived and interpolated from ERA-Interim reanalysis. The litter fall time series were 
computed from Eq. (1). Mean annual air temperature (MAATTa; in ºC) at the Alaskan grid point closest to a) Anaktuvuk (69.5oN), 
b) Fairbanks (64.5oN), and c) Sitka (57.5oN). d), e), and f) Same as a), b), and c) except for annual total precipitation (Pr; in mm). 

 

Considering the meridional dependence (i.e.,. polar amplification effect) of 𝛿𝑇%, the amplitude of temperature variations 

between glacial and interglacial periods and the amplitude of the SeaRISE anomaly temperature time series were reduced 

southward within the 50 and 70 meridional band	at a rate of 0.25 °C	per 1 degree from its original value, 23.3 °C, which was 

determined by preliminary analysis on [𝜕(𝛿𝑇%) 𝜕	𝑙𝑎𝑡⁄ ] for six PMIP3 models (Supplementary Fig. 2). These time series were 360 

then combined with present-day climatology to produce a 125 thousand-year time series for each 1-degree resolution grid 

point. Examples of the reconstructed time series of temperature and precipitation for three different locations in Alaska are 

shown in Fig. 4. 
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2.3.2 Boundary conditions 

For the last 125 thousand years of the integration period, there have been substantial changes in the presence and thickness 365 

of ice sheets, as well as in altitudes and coastlines, in the circum-Arctic area. These surface boundary conditions exert a large 

influence onsignificantly affect the calculation of subsurface carbon and ice dynamics through various processes such as 

submergence, uplift, burial under ice sheets, and removal by glacial dynamics. We used the ICE-6G_C datasets (Argus et al. 

2014, Peltier et al. 2015) to determine altitude, the areal ratio of land, water, and ice cover, and ice thickness for the original 

1-degree grid points. Each grid point has three sections, i.e.,. exposed land, under ice, and under water (e.g.,. sea, lake), 370 

following the areal fraction of land and ice of the dataset. The amounts of carbon, ice, and water are reshuffled due to 

changes in land cover fractions, in addition to the internal dynamics of carbon and water determined by Eqs. 2 and 4. When 

some portion of the grid becomes ice-free (melting of ice sheet), water from the melting ice is added to the precipitation 

input (in Eq. 4), and the SOC amount corresponding to the newly exposed areal fraction is lost from the grid’s storage to 

reflect basal ablation. When some portion of the grid submerges, the SOC amount and ice content, as well as frozen ground 375 

condition, belonging to this areal portion are keptremain unchanged but the water content to the portion becomes saturated. 

Similarly, SOC and ICE remain unchanged under ice sheets except when some portion of the grid becomes ice-free (melting 

of ice sheet). In such cases, water from the melting ice is added to the precipitation input (in Eq. 4) and the SOC amount 

corresponding to the newly exposed areal fraction is lost from the grid’s storage to reflect basal ablation.  

2.3 Results  380 

The amounts of SOC, ICE,.3 Initial values and soil moisture were computed usingspin-up 

We examined the SOC-ICE-01 model’s sensitivity to initial values with a small set of different SOC (namely, 5.0, 10.0, 20.0, 

22.5, 25.0, 27.5, 30.0, 50.0, and 100.0 kgC m-2) and soil moisture (100, 500, 1000, 1500 mm for the 3000 mm column) 

values in limited locations (cf. Fig 5a). The model sensitivity showed clear dependency. The calculation was performed on 

the 1-degree interval grid system. initial values of SOC but was negligible for soil moisture. Based on this preliminary 385 

examination, we determined the initial values that would produce the most realistic range for the present-day circum-Arctic, 

namely 25.0 kgC m-2 for SOC and 500 mm for soil moisture. 

Before full integration, the model was spun up by(or equilibrated) for a certain period of years to attain an internal balance 

in the SOC, soil moisture and ICE budget with the forcing. We integrated the model for 5000 years for spin-up with the 

constant initial forcing and usingperpetual boundary data for 5000 yr,taken from the 125 ka condition, starting from the 390 

uniform initial values of 25.0 kgC m-2 of SOC and 500 mm of soil moisture at all grid points to reach an equilibrated state. 



 

17 
 

2.3.4 Locations for model examinations 

The behaviour of the model was evaluated in terms of the simulated 125-kyr time series for selected locations and the 

regional characteristics for different circum-Arctic regions.  

The simulated time series of the SOC, ICE, and soil moisture were examined at the selected eight locations with different 395 

climatic characteristics for the 125-kyr period. The locations denote the grid points closest to each specified site shown in 

Fig. 5a. Of these, three sites are in Alaska: Anaktuvuk on the North Slope (continuous permafrost, Jones et al. 2009, Hu et al. 

2015, Iwahana et al. 2016), Fairbanks in Interior Alaska (discontinuous permafrost, Miyazaki et al. 2015, Sueyoshi et al. 

2016), and Sitka in southeast Alaska on the Pacific coast (seasonally frozen ground). Sitka is the warmest and most pluvial 

site of the eight. Two sites are in Canada: Yellowknife by the Great Slave Lake in the Northwest Territories (discontinuous 400 

permafrost) and Churchill in Hudson Bay Lowlands (continuous permafrost, Dyke and Sladen 2010, Sannel et al. 2011). 

Both of these were under the Laurentide Ice Sheet during the Last Glacial period and started carbon accumulation after 

deglaciation at different times (Dyke 2005). Three sites are in Eurasia. Kevo in northern Finland (Miyazaki et al. 2015, 

Sueyoshi et al. 2016), which was covered by the Fennoscandia Ice Sheet during the Last Glacial period, has oceanic 

influence and locates in the discontinuous permafrost zone. Omsk in southwestern Siberia (seasonally frozen ground) has 405 

continental characteristics and has been ice-free. Yakutsk is in East Siberia (continuous permafrost, Miyazaki et al. 2015, 

Sueyoshi et al. 2016). Anaktuvuk and Yakutsk are obtained from areas where the ice-rich permafrost can be found (Murton 

et al. 2015, Kanevsky et al. 2011). Geographical and climatological data of these locations are shown in the two leftmost 

columns in Table 2. 

Further, we specified eight circum-Arctic regions to compare the simulated carbon and ice dynamics with values reported in 410 

the literature (Yu et al. 2009, Smith et al. 2004, McDonald et al. 2006, Jones and Yu 2010). The locations and areas of these 

eight regions are as follows: Alaska (high latitudes) (67.5–73.5°N, 169.5–139.5°W), Alaska (middle latitudes) (62.5–67.5°N, 

169.5–139.5°W), Alaska (low latitudes) (59.5–62.5°N, 169.5–139.5°W), West Canada (high latitudes) (60.5–69.5°N, 129.5–

103.5°W), West Canada (low latitudes) (51.5–60.5°N, 129.5–103.5°W), East Canada (44.5–62.5°N, 73.5–59.5°W), Finland 

(60.5–68.5°N, 22.5–27.5°E), and West Siberia (55.5–60.5°N, 72.5–84.5°E) (Fig. 5b).  415 

 

 
(a) (b) 



 

18 
 

 
 

 

Figure 5: a) Locations of the eight examplesample sites for comparison of simulated time series. b) Areal extents of the eight sub 
regions for analysis of the accumulation history of SOC and ICE. 

 

 

 420 
 

 

 

 

 425 
Table 2. Comparison of simulated SOC and ICE with observation-based data for eight locations (longitude and . Longitude, 
latitude denote, the climatology of mean annual air temperature (Ta) and annual total precipitation (Pr), and the simulated results 
are obtained from the values of the nearest 1-degree°  resolution grid point).. 𝝉 denotes the relaxation time scale of decomposition 
rate. 
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Locations Soila) Var. Obs-basedb) 𝜏 = 4 𝜏 = 20 𝜏 = 100 𝜏 = 500 

Anaktuvuk 

(69.5oN, 150.5oW) 

Ta: -8.510.1 oC, Pr: 

175150 mm 

silt SOCc) 66.3 48.7 48.7 48.7 44.6 

ICEd) 10-20% 30.6 30.6 30.6 30.6 

SMe) 0.56 0.92 0.92 0.92 0.92 

Fairbanks 

(64.5oN, 147.5oE) 

Ta: -3.12.2 oC, Pr: 

246273 mm 

silt SOC 43.8 13.7 17.7 25.0 39.8 

ICE 0-10% 0.3 0.3 0.3 0.3 

SM 0.54 0.78 0.78 0.78 0.78 

Sitka 

(57.5oN, 135.5oW) 

Ta: 5.36.2 oC, Pr: 

6571156 mm 

silt SOC 0.0 1.0 3.1 13.1 30.3 

ICE 0% 0.0 0.0 0.0 0.0 

SM 0.28 0.52 0.52 0.52 0.52 

Yellowknife 

(62.5oN, 114.5oW) 

Ta: -6.94.5 oC, Pr: 96147 

mm 

silt SOC 14.1 11.7 15.0 23.7 35.6 

ICE 10-20% 20.3 20.3 20.3 20.2 

SM 0.84 0.87 0.87 0.87 0.87 

Churchill 

(58.5oN, 94.5oW) 

Ta: -8.86.1 oC, Pr: 

224234 mm 

silt SOC 166.8 23.7 26.6 33.7 36.5 

ICE 10-20% 28.5 28.5 28.5 28.5 

SM 0.73 0.49 0.49 0.49 0.49 

Kevo 

(69.5oN, 27.5oE) 

Ta: -0.62 oC, Pr: 181285 

mm 

sand SOC 60.1 0.4 4.4 17.6 38.4 

ICE 0-10% 0.0 0.0 0.0 0.0 

SM 0.43 0.07 0.07 0.07 0.07 

Omsk 

(54.4oN, 73.5oE) 

Ta: 0.42.2 oC, Pr: 207202 

mm 

clay SOC -f) 6.5 9.4 13.2 34.4 

ICE 0% 0.0 0.0 0.0 0.0 

SM 0.9 0.74 0.74 0.74 0.74 

Yakutsk 

(62.5oN, 129.5oE) 

Ta: -11.59.3 oC, Pr: 

138131 mm 

silt SOC 70.2 39.0 39.0 39.0 40.9 

ICE 10-20% 16.2 16.2 16.2 16.2 

SM 0.24 0.59 0.59 0.59 0.59 

Climatology of temperature (Ta) and precipitation (Pr) is the average of the driving data for the period 1981–2010. 430 
a) Soil types are determined from the basic soils information used for the 1-degree resolution Global Land Data Assimilation System 

(GLDAS. Rodell et al. 2004) dataset (https://ldas.gsfc.nasa.gov/gldas/soils. Accessed on March 10, 2020). 
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b) Soil organic carbon amount is takenobtained from Olefeldt et al. (2016); Ground ice content category is takenobtained from Brown et al. 

(1998). In both cases, the values of the nearest grid point were used. 

c) Observation-based and simulated Soilsoil organic carbon is in kgC m-2. 435 
d) Simulated ground ice is in meter. 

d) Ground ice is shown in categorical volumetric percentage for the observation-based quantity, while simulated values are shown in terms 

of ice thickness in metre. 

e) Soil moisture in terms of saturation ratio was calculated respectively from the GLDAS Mosaic product (assimilated data) and the SOC-

ICE_01-v1.0 results, assuming the same porosity. 440 
f) No data was found in the vicinity. 

 

Here, we examined the behaviour of the simulated time series for SOC, ICE, and soil moisture through the glacial 
and interglacial periods at the selected eight locations with different climatic characteristics in the circum-Arctic 
regions3 Results and discussions  445 

The amounts of SOC, ICE, and soil moisture were computed using the SOC-ICE-v1.0 model. The calculation was 

performed on the 1-degree interval grid system. Here, we have examined the simulated time series for SOC, ICE, and soil 

moisture through the glacial and interglacial periods in the circum-Arctic regions and have discussed the behaviour of the 

model.  

. The locations denote the grid points closest to each specified site shown in Fig. 5a. Of these, three sites are in Alaska: 450 

Anaktuvuk on the North Slope (continuous permafrost, Jones et al. 2009, Hu et al. 2015, Iwahana et al. 2016), Fairbanks in 

Interior Alaska (discontinuous permafrost, Miyazaki et al. 2013, Sueyoshi et al. 2014), and Sitka in southeast Alaska on the 

Pacific coast (seasonally frozen ground). Sitka is the warmest and most pluvial site of the eight. Two sites are in Canada: 

Yellowknife by the Great Slave Lake in the Northwest Territories (discontinuous permafrost) and Churchill in Hudson Bay 

Lowlands (continuous permafrost, Dyke and Sladen 2010, Sannel et al. 2011). Both of these were under the Laurentide Ice 455 

Sheet during the Last Glacial period and started carbon accumulation after deglaciation at different times (Dyke 2005). Three 

sites are in Eurasia. Kevo in northern Finland (Miyazaki et al. 2013, Sueyoshi et al. 2014), which was covered by the 

Fennoscandia Ice Sheet during the Last Glacial period, has oceanic influence and in the discontinuous permafrost zone. 

Omsk in southwestern Siberia (seasonally frozen ground) has continental characteristics and has been ice-free. Yakutsk is in 

East Siberia (continuous permafrost, Miyazaki et al. 2013, Sueyoshi et al. 2014). Anaktuvuk and Yakutsk are in areas that 460 

include the ice-rich permafrost (Yedoma) region (Murton et al. 2015, Kanevsky et al. 2011). Geographical and climate data 

of these locations are shown in Table 2. 
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3.1 Time series analysis 

Table 2 shows the results of the simulated present-day contents and corresponding observation-based data at the eight 465 

selected locations with respect to SOC, ICE, and soil moisture (relative to the saturation level). In Table 2, the calculated 

SOC contents with different values of 𝜏 are compared with O16 total SOC amount compiled by Olefeldt et al. (2016) at the 

nearest point. The computed ICE content was compared with ground ice information compiled by Brown et al. (1997), 

which is the only currently available distribution data covering the entire circum-Arctic area. Note that Brown et al. (1997) 

categorised IPA-ICE distribution by volumetric content, i.e., none, 0–10%, 10–20%, or over 20%, depending on the type of 470 

overburden. The larger the value of 𝜏, the larger the simulated SOC amount for the present day. On the contrary, ICE content 

showed almost no sensitivity to 𝜏 under current formulae (Eqs. 4–10). The resulting ranges at eight locations and inter-site 

variations in the simulated present-day SOC and ICE contents were largely consistent with observation-based data, except 

for underestimation of SOC and overestimation of ICE at the Churchill site. Moreover, the value of 𝜏 has a discernible 

control over the simulated present-day SOC amount for all locations except Anaktuvuk and Yakutsk, which have been 475 

almost entirely been in continuous permafrost zones throughout the integration period (Fig. 6).  
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Figure 6: Results of model simulations for the eight circum-Arctic sites shown in Figure 5. 125-thousand-year time series of litter 
fall (in kgC m-2; leftmost column), soil organic carbon (SOC in kgC m-2; second from left), ground ice (ICE in metersmetre; second 
from right) and ground watergroundwater in liquid phase (Water in mm; rightmost column) are shown for different values of τ, 
relaxation time scale of decomposition rate (red: 4 years, orange: 20 years, yellow: 100 years, blue; 500 years). The legend shows 
land cover types for continuous permafrost (CP, deep blue), discontinuous permafrost (EP, blue), seasonally freezing ground (Sf, 
green), intermittently frozen ground (If, pale green), no freezing (Nf, orange), ice sheets (IS, yellow), and water body (Wt, pale 
blue). 
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3.1.1 Soil organic carbon 480 

Figure 6 shows the 125-thousand-year timeseriestime series of model outputs for litter fall, SOC, ICE, and soil moisture at 

eight locations. Litter fall (the leftmost column in Fig. 6) increased in proportionproportionally to annual temperature and 

precipitation (Eq. 1, Figs 2a and 4). Although the values of litter fall appeared to be larger than observed values, the resulting 

SOC amount and its circum-Arctic distribution did not show overestimation (see the SOC column of Fig. 6; cf. Saito et al. 

2020 in review). This result is discussed in section 43.3.2, along with suggestions for future improvements. The simulated 485 

SOC changes showed a tendency at all locations for accumulation to be active during warm (i.e.,. interglacial) periods and 

inactive during cold (i.e.,. glacial) periods, at all locations. This is consistent with existing knowledge (Vitt et al. 2000a, 

2000b, Charman et al. 2015).  

The carbon accumulation time series shows high sensitivity to τ, except in continuous permafrost zones, in line with the 

result of dependency of present-day SOC amounts on τ (Table 2). These behaviours demonstrated adequate functionality of τ 490 

to represent allogenic controls of external (i.e.,. climatic, topographic and/or land composition) conditions over carbon 

dynamics in terms of the time required to shift to an equilibrium under meandering climate conditions (Loisel et al. 2017, 

Belyea and Baird 2006).  

 

3.1.2 Ground ice 495 

Accumulation of ICE at some time during the glacial period and its decreasedecrement after the onset of deglaciation were 

observed at all locations except for Sitka, where no ICE was accumulated throughout the period. In continuous permafrost 

zones with no ice sheet coverage, i.e.,. in Anaktuvuk and Yakutsk, ICE steadily accumulated during glacial periods and 

persists to date, despite some melting in the post-glaciation period after the LGM.Holocene. For sites entirely covered with 

land ice during the glacial period, e.g.,. Yellowknife, Churchill, and Kevo, accumulation of ICE was computedaccumulated 500 

even under land ice. This can be interpreted as the potential amount of buried massive ice at those locations, but may 

needrequire further consideration and/or modifications in model formulations. Moreover, note thatthe absolute values of 

simulated ICE do not necessarily show the in-situ amount found in the soil layer. Rather, they indicate a relative value to be 

compared among different locations for contemporary spatial variations or temporal development. 

 505 

3.1.3 Soil moisture 

Temporal changes in soil moisture (in liquid phase) are demonstratedpresented in the rightmost column of Fig. 6. In 

(continuous) permafrost zones, this value should be interpreted as the amount of liquid water available in summer, not the 

total amount of liquid water kept unfrozen during winter or over the entire period. Although it is difficult to examineDespite 

the difficulty in examining the likeliness of simulated long-term changes and inter-site differences in quantitative 510 
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comparisons with observation-based evidence due to lack of data, we can still interpret qualitative behaviour can be 

interpreted. The water level after deglaciation depended largely on precipitation amount and frozen ground type (e.g.,. 

continuous, discontinuous permafrost, or seasonally frozen ground). At the AnaktuvukuAnaktuvuk and Yakutsk sites, which 

were underlain by cold continuous permafrost, ground was dry during the glacial period and wet in the warmer Holocene 

because the length of the thawing period and depth of the thawed layer were limited under glacial conditions, with most 515 

liquid water frozen and stored as ice, while the active layer was thicker and persisted longer during the Holocene. In a 

warmer continental location, like Omsk, the water content was higher when underlain by permafrost than when ice-free, to 

which the decrease in base runoff and evapotranspiration may likely contribute. In Fairbanks, which is also an interior 

citylocation but cooler and wetter than Omsk, the average and range of temporal variations remained unchanged for the 

entire integration period. Greater availability of water dueowing to a wetter climate may have contributed to larger 520 

fluctuations during the Holocene than in the Omsk case. At those locations covered under land ice during the glacial time 

(e.g.,. Sitka, Yellowknife, Churchill, and Kevo in Fig. 6), soil moisture was saturated under ice sheets (n.b., by formulation) 

but commonly became drier once the ice sheets retreated.  

3.2 Regional analysis for the deglaciation period 

We examined the simulated results of carbon dynamics-related characteristics, i.e., basal age distribution and accumulation 525 

rates for the post-glacial SOC accumulation. We specified eight circum-Arctic regions and compared results for these with 

values reported in the literature (Yu et al. We also examined the regional characteristics related to the carbon and ground ice 

dynamics for the eight circum-Arctic regions (Fig. 5b), i.e. basal age distribution (section 3.2.1) and accumulation rates 

(section 3.2.2) for the post-glacial SOC accumulation, and the post-glacial ICE accumulation and dissipation (section 3.2.3).  

2009, Smith et al. 2004, McDonald et al. 2006, Jones and Yu 2010). The locations and areas of these eight regions are 530 

defined as follows: Alaska (high latitudes) (67.5–73.5°N, 169.5–139.5°W), Alaska (middle latitudes) (62.5–67.5°N, 169.5–

139.5°W), Alaska (low latitudes) (59.5–62.5°N, 169.5–139.5°W), West Canada (high latitudes) (60.5–69.5°N, 129.5–

103.5°W), West Canada (low latitudes) (51.5–60.5°N, 129.5–103.5°W), East Canada (44.5–62.5°N, 73.5–59.5°W), Finland 

(60.5–68.5°N, 22.5–27.5°E), and West Siberia (55.5–60.5°N, 72.5–84.5°E) (Fig. 5b).  

3.2.1 Basal age of carbon accumulation 535 

Figures 7a to 7c show histograms of the basal age of post-glacial soil carbon accumulation over the entire circum-Arctic 

domain (north of 50°N). The observational studies simulated results showed thea peak of northern high-latitude SOC 

initiation during the 12–10 ka period, with the unequivocal concentration of the peak (logarithmic vertical scale in Fig. 7). 

This is consistent with the observational studies that showed a gentler distribution of initiation after the LGM at 11–9 ka, 

despitealthough shifted later by a millennium and with regional differences (Morris et al. 2018, Jones and Yu 2010, 540 

McDonald et al. 2006, Loisel et al. 2017, Yu et al. 2009, 2010; Smith et al. 2004). In comparison, simulated results showed a 

similar peak of increased initiation during the same period but shifted earlier by a millennium at 12–10 ka. There may be 
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multiple reasons for this discrepancy. One possibility is related to the forcing data. Local climatic history varied from 

locationaccording to the location (Morris et al. 2018), while climate data reconstructed from a Greenland ice core was in 

phase at all locations (Fig. 4a–c). This is also revealed by the unequivocal concentration of the initiation peak in the 545 

simulated results (n.b., the logarithmic vertical scale in Fig. 7).4a–c) except for the differences in timings of ice-sheet retreat 

or submergence. Another possibility is insufficiency in the parameterisation of carbon input (Eq. 1) and output (Eqs. 2–3). 

The discrepancy may also be attributed to differences or technical limitations in the determination of SOC initiation. For 

numerical data, the basal age can be defined precisely as the first timestep with non-zero accumulation of SOC after the 

LGM. The limit of detection in the laboratory may simply not work at the same resolution.detection level. Despite these 550 

limitations, the results capture the impacts of external climatic changes (i.e.,. an allogenic control) on carbon dynamics 

during the deglaciation period. 

 
(a) 

 

(b) 

 

(c) 

 
Figure 7: Histograms of circum-Arctic basal age distribution of the SOC accumulation for different values of 𝝉: a) 4 years, b) 20 
years, and c) 100 years. Ordinate (frequencies) is in the logarithmic scale. 

3.2.2 SOC accumulation rates  

Figure 8 shows temporal changes in the post-glacial SOC accumulation rate for eight regions (Fig. 5b). Accumulation rates 555 

were calculated from the original simulated annual time series, aggregated for regions for every millennial interval, and then 

sorted to derive percentiles. The lowest and highest whiskers of the box-whisker plots show the 10th and 90th percentiles, 

respectively, the lower and upper edges of the box show the 25th and 75th percentiles, respectively, and the coloured bar in 

the box shows the 50th percentile (median).. The general tendencies were reasonably reproduced such that the accumulation 

rate is high at 9–12 ka and in the last millennium, while it is low to modest in between (cf. Plates 3b and 5d in Yu et al. 560 

20082009, Figs. 1c and 3 in Yu 2012). The average accumulation rate is estimated as 18.6 gC m-2 a-1 for the Northern 

Hemisphere extratropical climate in the Holocene (Yu et al. 2009). Simulated(2009) reported the observation-based 

estimates of topical and local accumulation rates forin different circum-Arctic sites and regions in Figure 8 agree with 

observation-based estimatesthe Holocene: 24.1 gC m-2 a-1 in Fairbanks, Alaska (middle latitude), 5.7–13.1 gC m-2 a-1 in 

Alaska (low latitude), 15.6–31.7 gC m-2 a-1 in West Canada (low latitude), 7.0–30.6 gC m-2 a-1 in East Canada, 12.9–22.5 gC 565 
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m-2 a-1 in Finland, and 21.9–70.6 in West Siberia (Yu et al. 2008).. The simulated results in Figure 8 are reasonably 

consistent with the field-based values; however, it also shows the need for improvement. 

 

Simulated accumulation rates can beshow negative while those estimatedvalues (corresponding to dissipation or 

decomposition of stored carbon and the possible release to the atmosphere in gaseous phase). On the contrary, only positive 570 

estimates can be reconstructed from excavated cores. Studies show that initiation peaks for northern peatlands occur at 

approximately 11–9 ka (Yu et al. 2010), and the reported basal age of the core samples from those regions are rarely earlier 

than 13 ka (Smith et al. 2004, MacDonald et al. 2006, Morris et al. 2018). can only show positive values. The large negative 

values found in the implying extensive decomposition at approximately 12–13 ka bin are thus worth investigating. Extensive 

decomposition for this period isare consistent with the fact that the basal age derived from the core samples does not go back 575 

before 13 ka.available information and, thus, are worth further investigation. 
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Figure 8: Millennial changes in the carbon accumulation rate (gC m-2 a-1) after the LGM for different circum-Arctic regions.: a) 
high Alaska, b) mid-Alaska, c) low Alaska, d) high West Canada, e) low West Canada, f) East Canada, g) Finland, and h) West 
Siberia. The statistical distribution of the accumulation rates, aggregated for each region for each millennial period, is 
shownillustrated by a box-whisker plot. The lowest and highest whiskers of the box-whisker plots show the 10th and 90th 
percentiles, respectively. The lower and upper edges of the box show the 25th and 75th percentiles, respectively. The 50th percentile 
(median) is shown by the coloured bar in the box. Areas of each region are shown in Figure 5b. 

 

3.2.3 Changes in ground ice 580 

Similar plots for temporal changes in the regional budget of ICE after the LGM are shown in Fig. 9. In all eight regions, 

general accumulation of ground ice was observedsimulated until the end of 15 ka. During the 14–15 ka period, large melting 

of ground ice occurred in relatively warmer areas, i.e.,. West Canada (low), East Canada, Finland, and West Siberia. The 

ground ice meltedmelting occurred at 9–11 ka, but at a lower rate. These apparent synchronous melting in these areas at 14–

15 ka likely resulted from the single-sourced warming peak of the Bølling-Allerød interstadial in the SeaRISE time series 585 

(e.g. Fig. 4a-c) and suggests the need of further studies to include local climate variations to the driving data. Ground ice 

accumulation continued after 12 ka only in colder regions, such as high-latitude areas in Alaska and West Canada. These 
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regional differences in and characteristics of simulated ICE evolution suitably correspond well to today’scurrent conditions, 

but it is difficult to validate; however, the validation of these temporal changes using observation-based sources is difficult.  

 590 
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Figure 9: Same as Figure 8, except for ground ice accumulation in mm a-1. 

4 Discussion 

4.13.3 Implications  

3.3.1 Snapshot maps 

The simulated time series of SOC, ICE, and soil moisture for each location can be compiled to produce snapshot maps for 

any period in the last 125 thousand years. In fact, the present-day distributions of simulated SOC and ICE were mapped for 595 

the area north of 50°N and presented in an accompanying paper (Saito et al. 2020, under review). In the paper under 

review,the area north of 50°N for any period in the last 125 thousand years, on the annual basis, if the storage capacity 

allows. Figure 10 exemplifies the SOC and ICE distributions for the LGM (22 ka, the coldest record in the SeaRISE 

temperature data in the 20–23 ka window) and mid-Holocene (6 ka, the warmest record for the 5–8 ka window) period for 

𝜏 = 100. A clear and seemingly reasonable contrast between the cold (LGM) and warm (mid-Holocene) climate was 600 

observed, although SOC and ICE responded slightly differently. SOC is lower in amount and more contained in extent when 

the climate was cold, and greater in amount and wider in extent when warm. ICE is wide-spread, but not necessarily greater 

in amount during the cold environment. In some regions, such as West Siberia, North slope in Alaska, and Canadian High 

Arctic, ICE appeared to continue accumulating until the initiation of the Holocene (see Fig 6), resulting in the retention of a 

greater amount of ice under the ground at the mid-Holocene. Note that the SOC and ICE are preserved under the ice sheets 605 

(shown by grey dots) until the overlying ice sheets melt (see section 2.3.2).  
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Figure 10: Snapshot maps of soil organic carbon (SOC) and ground ice (ICE) for the periods of the Last Glacial Maximum (LGM, 

22ka) and mid-Holocene (6ka). The grey dots show areas of ice sheets and glacial cover. 

 

Another example is the present-day distributions of simulated SOC presented in the accompanying paper (Saito et al. 2020), 

where we created maps of SOC amounts for each 𝜏 at the original 1-degree resolution and discussed differences in and 610 

spatial characteristics of simulated distributions for different values of 𝜏. In addition, we developed a methodology to 

a) SOC (kgC m-2): LGM b) SOC (kgC m-2): midHolocene
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associatemethod of associating the value of 𝜏 with local topographic-hydrological features derived from a 2 arc-minute 

digital relief model and produced respective high-resolution circum-Arctic maps of SOC and ICE for comparison with 

currently available observation-based data (i.e.,. Hugelius et al. 2014, Olefeldt et al. 2016, Brown et al. 1997). Similar maps 

of SOC, ICE, and soil moisture can be produced for different time points (e.g., the Holocene Optimum and the LGM) 1998). 615 

These snapshot maps can be used to examine the areal development of variables in the region. These snapshot maps can also 

be used for in the different eras, and to produce initial and/or boundary conditions for Earth System Models (ESMs) or large-

scale terrestrial eco-climate models to assessin assessing past or present states, or to projectprojecting future impacts on the 

potential release of GHGs induced by permafrost degradation. Yokohata et al. (2020 in review) partly used the results 

derived from the present-day snapshot to quantify the relative impacts resulting from the three pathways described in section 620 

1. Such results can provide localised information on the mechanism of permafrost-related GHG releases (e.g.,. vulnerable 

areas, potential speed of development) to help stakeholders (i.e.,. policy- and decision-makers, as well as residents at local to 

global levels) adapt to, stabilize, or mitigate climate change consequences.  

43.3.2 Future improvements 

TheThis study shows the simple framework of the modelling concept and the reconstruction methodologymethod of 625 

forcing/boundary data creation were useful to reproduce in the reproduction of the evolution and to draw a big 

pictureextensive projection of allogenic control, represented by the parameter 𝜏 , over long-term carbon dynamics. 

Nevertheless, there is room for further improvement. Below is a list of possible problems with the current version.  

 

The first relates to the forcing data. In order for the resulting reproduction maps to present locality-prone profiles more 630 

adequately, the forcing climate data time series need to include information more specific to their history than in this study. 

Temporal variations in the current method are solely based on a single Greenland ice core. Thence, they are basically in-

phase within the simulated circum-Arctic domain, although they incorporate spatial variations such asThis study employed 

only one ice core dataset to reconstruct the temperature and precipitation history after the Last Interglacial and used present-

day climatology to expand spatially to the circum-Arctic region. Despite a coarse and crude method, (1) it enabled quick 635 

preparation of the forcing data; otherwise, relatively more time and effort would be required for compilation from different, 

sometimes contradicting, ice core data; and (2) it compensated for the lack of time series of spatially-distributed climate data, 

e.g. outputs from Earth System models, for the entire integration period. This single-core-based dataset successfully 

produced the first-order approximation of the SOC and ICE evolution in the region that was north of 50°N and demonstrated 

the model’s ability as discussed in sections 3.1 and 3.2. Although the driving time series are basically in-phase within the 640 

simulated circum-Arctic domain, we incorporated some aspects of spatial heterogeneity, e.g. variations of topo-geographical 

changes in coastlines, altitudes, and ice sheets, as well as the meridional gradient on the amplitude of long-term temperature 

variations (i.e.,. polar amplifications). HoweverIn reality, however, temporal changes in the general circulations and climate 

patterns have more distinct regional components (Frenzel et al. 1992, Alley et al. 2002, Nakagawa et al. 2003) and 
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behaviours at different time scales (Esper et al. 2002, Cook et al. 2004, Mann et al. 2009). As a result, the initiation timings 645 

of the Holocene carbon accumulation were heterogeneous globally (Morris et al. globally heterogeneous as demonstrated by 

Morris et al. (2018), which the current integration scheme failed to account for (section 3.2.1). In the next step, forcing data 

should be designed to accommodate information that is more specific to the local history so that the resulting time series and 

maps can reflect regional diversity and characteristics more adequately.2018).  

 650 

The second problem relates to the formulation of carbon dynamics (Eqs. 1–3), hydrology (Eq. 4), and ice dynamics (Eqs. 9–

10). With regard to the quantity in the carbon budget, the calculated litter fall tended to be overestimated, as shown in Fig. 6. 

Equation (1) was designed to express the upper envelopenvelope of the litter fall for the range of temperatures and 

precipitation levels considered (i.e.,. -25 °C to 35 °C and 0 mm a-1 to 600 mm a-1, Fig. 2). Re-evaluation of the parameter 

setsthermal parameters listed in Table 1 may improve function.is necessary to account for spatial variations in terms of soil 655 

types, micro-topography, and geology (sedimentation characteristics). Further, the introduction of a stochastic process to 

assign a value (e.g.,. between zero and the currently calculated upper value) according to a statistical distribution (e.g.,. 

uniform or Gaussian) is another possibility. Regarding the quality of the carbon process, the evaluation of the decomposition 

rate 𝜅, and relatedly, 𝜏 may be elaborated (Eqs. 1 and 3). SinceAs one of the primary objectives of this study was to 

investigate quantitative impacts and functionality of allogenic (external; climatic or environmental conditioning by Ta, Pr 660 

and 𝜏) factors on long-term carbon dynamics, the current model does not specifically consider autogenic (internal, 

ecosystem-dependent) aspects of the process. However, the examination of the relative contribution of allogenic and 

autogenic controls on carbon dynamics is important (Lund et al. 2010, van Bellen et al. 2011, Loisel and Yu 2013, Klein et 

al. 2013, Charman et al. 2015). Possible structure and processes to be incorporated include multiple pools of different soil 

carbon stability (labile to recalcitrant) for inputs (i.e.,. litter fall) and outputs (i.e.,. rate of decomposition), and their 665 

sensitivity to climate and/or hydrology (Boudreau and Ruddick 1991, Hilbert et al. 2000, Biasi et al. 20132005). 

As for the hydrological modelling, more rigorous examination for the hydrological parameters, 𝛾 and 𝜉 (Eq. 4, Table 1), 

should be performed using updated datasets, e.g. NASA Global Land Data Assimilation System Version 2 (GLDAS-2. Li et 

al. 2019, 2020) and high-resolution soil database (e.g. SoilGrids250m (Hengl et al. 2017)). Incorporation of lateral flow of 

water and resolved carbon may be necessary when the model is to be applied to networked grid points in a specific area (e.g. 670 

North slope in Alaska, or right bank of the Lena River). Improvement of ice dynamics include a) re-consideration of ground 

ice behaviour when it is covered by large ice sheets (see section 3.1.2), b) consideration of spatial variability in sediment 

characteristics (e.g. Canadian shield regions. See also Saito et al. 2020), and vertical profile and physical structure of the 

subsurface layers for the accumulation of massive ice, and c) spatial and climatic examination of the heat exchange 

efficiency parameter 𝛽 (Eq. 10). 675 

 

The third problem relates to initial values for carbon and water to be specified for the Last Interglacial condition. SinceAs we 

had no prior information on initial values for that period, we started the integration with a uniform distribution forof both soil 
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carbon and moisture at all grid points north of 50°N. We examined the model’s sensitivity to initial values with a small set of 

different SOC (namely, 5.0, 10.0, 20.0, 22.5, 25.0, 27.5, 30.0, 50.0, and 100.0 kgC m-2) and soil moisture (similarly, 100, 680 

500, 1000, 1500 mm for the 3000 mm column) values in limited locations (cf. Fig 5a). The model sensitivity showed clear 

dependency on the initial values of SOC but was negligible for soil moisture. Based on this preliminarily examination, we 

determined the initial values that would produce the most realistic range for the present-day circum-Arctic, namely, 25.0 kgC 

m-2 for SOC and 500 mm for soil moisture. This examination, however, was spatially limited to less than a dozeneight 

locations. It is worth investigating theThe sensitivity to initial values with larger sets of locations, possibly with a 685 

nonuniform distribution (i.e.,. starting with the present-day distribution under the Last Interglacial conditions).) is worth 

studying.  

5. Conclusion 

In assessing and projecting the relative risks and impacts of permafrost degradation, theThe spatial distribution of SOC and 

ICE provides essential information in the assessment and projection of the risks and impacts of permafrost degradation. 690 

However, uncertainties related to geographical distribution and the estimated range of the total amount of stored carbon and 

ice obtained from synchronic compilations of samples or cores remain large.continue to be substantial. We adopted a novel 

approach to estimate present-day spatial distribution and amounts through diachronic simulations. A conceptual numerical 

model SOC-ICE-01v1.0, representing the essential part of the cold-region subsurface carbon and water dynamics by 

considering frozen ground (permafrost) and land cover changes (ice sheets and coastlines), was developed to calculate the 695 

long-term balance of SOC and ICE. The model was integrated for a 125 thousand-year period from the Last Interglacial to 

the present day for areas north of 50°N to simulate accumulations (or dissipations) of SOC and ICE in the circum-Arctic 

region. Model performance was evaluated using observation-based data and evidence. Although the model was forced by 

climate data constructed from a single Greenland ice core, the simulated time series reproduced temporal changes in northern 

SOC and ICE at different climate locations well and successfully captured circum-Arctic regional differences in 700 

characteristics. The model provided useful information for quantitative evaluation of the relative importance of allogenic 

factors to control soil carbon dynamics under different climatological or topo-geographical conditions. 

 

 The set of simulated results can be compiled to produce snapshot maps of the geographical distributions of SOC and ICE in 

regions north of 50°N. One of these maps was used as the initial or boundary conditions in regional- to global-scale eco-705 

climate models for future projections. 

 

Despite its simplicity, the modelling framework employed in this study proved capable of accurately simulating the 

evolution of the circum-Arcticcold-region soil carbon and ground ice, and was powerful enough to provide their present-

daythe spatial distributions. in the circum-Arctic. However, some improvements are required in the model, such as the 710 
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construction of more locally-specific forcing climate data series, improvement in the structure and parameterization of soil 

carbon dynamics in terms of inputs and outputs to the subsurface carbon pooland ice dynamics, and determination of the 

initial value distributions for carbon and water integration. 
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