
Response to comments 

This manuscript tests whether XGBoost can provide alternative insights that conventional land-use 

models are unable to generate. The overall methodology is interesting. I have a number of major 

comments before I can suggest the paper for publication. 

 

We appreciate the thoroughness with which you went through our manuscript. We consider all your 

comments as very useful, even though we may have disagreed here and there. We believe that with 

the help of your work, this manuscript has further improved. Thank you! 

 

1, Line 54: “Some such models are spatial (e.g. CLUE-S, GeoSOS-FLUS, LTM, Fu et al., 2018; 

Liang et 55 al., 2018; Pijanowski et al., 2002, 2005; Verburg & Veldkamp, 2004; Zhang et al., 2013); 

others are not (e.g. Markov models; Iacono et al., 2015; Yuan et al., 2015).” Authors should be aware 

that all land use change models are spatial models. Markov models are used to estimate the quantity 

of change from one land use state to another but are not land use change simulators.  

Response: Thank you for your interesting discussion. In fact, we were to say that some models are 

spatially explicit, and some are not. We have corrected this in line 55-56. Markov models are not 

spatially explicit and can deal with numbers without any spatial relation. However, we agree with 

you that of course all land-use models refer to a spatial concept. 

 

2, Line 57: “Hybrid models, which combine different approaches to make the best use of the 

advantages of each model, are another important variety. This type of model is used to characterize 

the multiple aspects of LUCC patterns and processes (Li and Yeh, 2002; Sun and Müller, 2013).” 

Authors did not discuss important other land use modeling approaches such as Cellular Automata 

(CA), Agent-Based (AB) and a hybrid CA-AB (e.g., Mustafa et al., 2018, 2017; Vermeiren et al., 

2016).  

Response: We have added a discussion about these models as you suggested in line 56-66. 

 

3, Line 143: “The DEM data were extracted from the SRTM 90m resolution and, after resampling, 

all data were processed into 1×1 km2 raster files.” Why do you resample the data to such low 

resolution? and what is the resample method do you employ?  

Response: A total of twenty drivers was used in this paper. Two of them, population density and 

GDP density, were at 1×1 km2, two other, temperature and precipitation, were at even coarser 

resolution (station-based). 1×1 km2 seemed a good compromise between the finest and the coarsest 

resolution. In addition, the area of study region is 20.4×104 km2, for which a finer resolution would 

not have seemed appropriate. We resampled by using the NEAREST method in ArcGIS. We have 

added this in the manuscript at line 150. 

 

4, Line 146: “All distance measures were extracted from LUCC datasets from the years 2000 and 

2015 using ArcGIS Euclidean distance”. Euclidean distance is a basic GIS process that can be 

performed by many tools. No need to mention specific software for such a basic GIS analysis. -

Table 1 presents data with inconsistent dates (2000, 2015, or 2000, 2010). Please justify as this will 



bias the results.  

Response: With respect to reproducibility, we remain with giving the tool for computing the 

Euclidian distance. High-resolution population and GDP density were only available for 2000 and 

2010. We have added a discussion on the bias that could be caused by this data. Please check line 

160-164.  

 

5, Line 207: “In our case study, 18,190 pixels (about 10% of the total) were selected by different 

sampling methods (Fig. S 3) to train (66% of the sample size) and test (34% of the sample size) the 

model.” Please provide more details about your sample. Is it a binary (0 no changes, 1 changes) 

excluding grassland with no change between 1975 and 2015?  

Response: As you suggested, we have added a more detailed description of the sample in line 216-

221. 

 

6, Figures 3 and 4: this evaluation of model performance was done for which period 1975-2000 

or 2000-2015? AND do you consider all cells in the study are or the observed changes between 

two dates? Also, there is a sharp difference in performance between the Logit model and XGB, 

why? According to many studies that compared Logit with machine learning (ML) methods, 

ML outperformed logit but not such huge differences as presented in this study.  

Response: Thank you for your detailed question.  

1) The model performance was done for the newly added grassland in both periods 

2) We are not surprised by this large difference. The tree-based models are always expected to 

outperform linear models. We have used 33% of the data for validation, which were not included in 

the training. So, over-training should not be an issue, so we have to assume that the difference 

between the linear and non-linear approach is responsible for this difference in performance. 

 

7, Figure 6: can you present the variables’ importance (Odds ratio) of the logit model as well? 

This will help readers to understand the differences between the two methods.  

Response: As you mentioned, SHAP values as a statistical method could be combined with many 

other ML models to present the variables’ importance. However, the Logistic regression model is 

not a robust model in simulating grassland degradation in this study. The kappa index is 0.72. To 

present variables’ importance using such a weak model does not make any sense to us. The Logistic 

regression was used as benchmark in this study and has proven that a non-linear machine learning 

model could achieve a better predictive quality than linear methods. This is the aim of this study. 

We have put it down here for you, but we think that it is not providing any additional information 

for the reader. For this reason, we refrain from adding it to the manuscript. 

 

Figure 1: Decomposed SHAP values for the individual prediction of an example pixel (Logistic 

regression model). 



 

Figure 2: Driver ranking by SHAP values based on the training dataset (66% of sample size) using the 

over-sampling method (Logistic regression model).  

 

     



 

Figure 3: The SHAP dependence plot for each driver (Logistic regression model). 

8, Figure 9: I am confused about this probability map. I see that almost all pixels have a probability 

of either 100% (1) or 0% (0). So, is it really a gradient probability map?  

 

It is, but in fact, the number of pixels that have values between 0 and 100 is small. On top, we have 

86% of the pixels defined as grassland, which is why the map looks almost complete, but it is not. 

We have adjusted the map and included a zoom in to one region where more gradient values are 

located, please check in line 428-430 

 

Another fundamental question, if we need to simulate future scenarios that assume a change of 100 

pixels out of 1000 pixels (as an example) then this map is not useful as many pixels have a 

probability value of 100%. Should the model make a random selection from pixels with a 100% 

probability?? 

 

You are right, for prediction purposes this map is not useful. We have already discussed the 

difficulties that occur if you used such approach to simulate future or other hypothetical scenarios 

and concluded that the ML approach must be combined with other modelling approaches in order 

to be able to produce scenarios. In this case, we just demonstrate with this map the vulnerability of 

the region to further grassland degradation. The probability for grassland degradation is the closest 

we can get to a spatial explicit prediction using XGBoost and SHAP. 



 

9, English needs improvements. 

This manuscript has been reviewed by a professional British language editor for scientific 

publications.  


