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1 General Response

We thank both Anonymous Referees for their helpful and constructive comments on our manuscript. As both referees sug-

gested to include more information on the variational inequality formulation, how it is solved and to adjust the structure and

focus of the paper and title, we first reply to these general comments that both referees mentioned in this General Response

Section.5

Regarding the manuscript title, we adjusted it to be more representative of the fact that with this manuscript, we introduce

a new free–surface evolution model for ice flow that directly accounts for the inequality constraint. It now reads: ’Inequality

constrained Free–Surface flow in a full-Stokes ice flow model (evolve_glacier_v1.1)’

Following the general comments on including more information on how the inequality constraint is accounted for, the10

variational inequality formulation itself, how it is solved numerically, on refocusing the work and it being quite descriptive, we

considerably restructured the manuscript. In particular, we added the full variational form, including the respective function

spaces and a representation of the spatial stabilisation approaches as well as a description of how incorporating the inequality

constraint turns our problem into a variational inequality / non-linear complementarity problem. All of these points have been

added in the Section Mathematical Formulation and as the Equations are now all listed within this Section, they are not listed15

in the Appendix anymore. Regarding the comment on how the variational inequality is solved, we added more details on the

numerical method applied (’reduced space method’, Benson and Munson (2006)) and on the software (PETSc’s SNES solver,

Balay et al. (2018a, b, 1997)) that we employ for this purpose, in the renamed Section Numerical Implementation. All the

details on preprocessing, mesh generation, remeshing and how to derive the parameters given on the 3D glacier geometry onto

the 2D mesh required for the free–surface evolution computations, have now been merged into one Section. Following the20

referee’s comment about the paper being quite descriptive at times, we decided to move this entire Section to an Appendix. In

this manner, the technical details about mesh-related issues are not included in the main text, but all the relevant information

can still be found within the manuscript. As a description of the variational inequality formulation and details on how this
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is solved numerically, as well as on the software packages that are used for this purpose, have been added in the Sections

Mathematical Formulation and Numerical Implementation and details on how the parameters are derived on the 2D mesh

from the 3D mesh have been moved into an Appendix, the former Section 4.2 Solving Free–Surface Evolution is not required

anymore, as more comprehensive information on these issues is now provided in the respective precedent Sections. In the

Section Model Chain, we added information on the sequence of velocity computations, free–surface evolution and remeshing5

for all three time discretization options and now included a flow chart that further illustrates this sequence.

With this substantial changes in the manuscript structure, we hope to have implemented the referees suggestion to improve

the manuscript. In the following Sections, we will address the remaining specific comments of each referee point-by-point.

2 Response to Anonymous Referee #1

2.1 Specific Comments10

We also thank Anonymous Referee #1 for all the valuable specific comments and helpful text edits.

Comment: abstract: acronym PETS and SNES should be given (it seems that the explanation of how it is solved is here?)

but better would be to explain with words which methods is used to solve it (which tools/modules is used could be given later

in the text). In general, the abstract should be more focussed on the main points of the paper and avoid the technical aspects15

(is the fact that there is subdomains, a feature quite classical in FEM,relevant in the abstract?). Moreover, the term/verb "par-

tition" has a special meaning inFEM (parallel computing with partitioned mesh). Here you are referencing to different bodies

on which you are solving different equations?

Response: We added information on the numerical method used to solve the problem as well as the longform of the acronyms,

keeping information on the software packages used to for the solving procedure. We do not use the term ’partition’ anymore20

throughout the entire manuscript when we refer to dividing the computational domain into different subdomains for performing

different computations, in order to clearly distinguish this from the meaning of partitioning a domain in terms of parallel com-

puting. However, we would suggest to keep a note on the simulation framework’s capabilities of dividing the computational

domain, to allow computation of different forms of the governing equations all at once.

25

Comment: in the introduction, you should clearly specify that the main topics is the free surface equation under the con-

straint S>B, but that you eventually also need a Stokes module to compute the velocity entering this equation as well as a

module to evolve the mesh.

Response: In order to highlight the importance of the inequality constraint, we added: ’If the free–surface flow of ice is defined

as a variational inequality, the constraint imposed on the free–surface by the bedrock topography, is incorporated directly, thus30

sparing the need for ad-hoc post-processing of the free boundary to enforce no-negativity of ice thickness (Jouvet and Bueler,

2012; Bueler, 2016a). ’ in the Introduction.
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Comment: eq. (2): the effective viscosity is not given. Anyway, is this equation really needed as it is a boundary condition

for the Stokes solver, not the free surface?

Response: Thanks for this comment, we now describe the effective viscosity η and cite its origin. However we choose to keep

the Stokes solver boundary condition in the manuscript to highlight the link between the Stokes solver and the free surface flow.

5

Comment: line 23, page 4: Crank–Nicholson- -> Crank–Nicholson

Response: Done.

Comment: part 3: I found part 3 a bit confusing. For example, page 4, lines 24-30, what does"an update" means? Are

you remeshing or just moving the nodes (which ones? only vertically?) such that the surface nodes stay on the surface? And10

what do you mean by "significant"? How often the mesh is updated and how should be clearly stated. It seems that you are

deforming your mesh such that the surface nodes stay on the surface but then remeshing when the displacements of these nodes

is too large, but not sure. To my point, to get the correct solution, one has to perform an update of the mesh at each time the

free surface variable S has been modified. Not really sure if you are doing that when reading the sentence lines 27-29.

Response: Thanks for this comment. We fully agree, it is important to perform remeshing for a new free surface elevation15

S and we perform remeshing after each free-surface evolution computation, except for the Runge-Kutta time discretization

option, where we perform more frequent mesh updates (i.e. remeshing of the 3D computational mesh). We added a description

of the sequence of velocity computations, free–surface evolution and generating a new mesh / remeshing in the updated Section

Model Chain including a flow chart illustrating this sequence.

We also updated the description of the meshing and remeshing procedure in general to clarify how a mesh update, i.e.20

remeshing, is performed, which has now been moved to Appendix A. The simulation framework offers two options for the

generation of new meshes, i.e. mesh updates, both of them refer to remeshing. The standard approach (used for the glacier

cases in the manuscript) is to use STL files for the generation of new meshes, i.e. mesh updates. In this case, the coordinates

of the new surface elevation are used to set the vertical coordinate of the STL file gridpoints, which forms the surface of the

desired 3D mesh. In a subsequent step, the interior volume is meshed using gmsh. Hence, this step is performed by remeshing25

and not just moving gridpoints vertically. In the second option, msh files are used to generate a new mesh, where the number

of vertical layers has to be prescribed and this number of layers is then fixed. If a new mesh is generated, all gridpoints are

moved vertically as a function of the overal shift in surface elevation. In this manner, mesh quality is ensured and no distortion

of mesh cells is introduced. We have changed the formulation of this to clarify that we perform remeshing.

Regarding the comment on the need to perform mesh updates. When a new mesh is generated, this can be set by the user by30

defining the free surface evolution time step and should be chosen according to the problem at hand. Of course, a surface ele-

vation change criterion can be introduced to define when a new mesh has to be generated, for example based on the maximum

change in surface elevation. We mention for all the presented Tests within the respective Sections what interval is used for a

mesh update and if the remeshing is performed using the STL or msh file option.

35
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Comment: page 6, line 21: I would suggest to use nodes instead of gridpoints.

Response: Thanks for this comment, we now use nodes throughout.

Comment: page 7, line 3: are the Stokes equations also solved in subdomain 2? Anyway, velocity computed on domain 2

should be~0 so that Eq. (3) should reduce to (4) even without the subdomain strategy?5

Response: Velocities are computed throughout the entire domain, i.e. subdomain 1 and 2, as, due to the shape of the cells, the

margins of the domains do not have to be sufficiently smooth to represent high quality boundaries for the velocity computa-

tions. Hence, we perform velocity computations for the entire mesh. For regions where only the artificial ice layer is present

(subdomain 2), velocities are indeed extremely small, however they are still not zero and show variations due to the variations

in surface slope of the terrain topography, so we set them to zero.10

Comment: page 7, line 6: can you explain what you mean by a "velocity-dependent" buffer zone"?

Response: For the free–surface computations, ice can only advance due to ice flow where the full form of Eq. 3 is solved (this

is the case for subdomain 1). Hence, in order to allow the glacier to advance also into previously ice-free regions, subdomain 1

has to be chosen accordingly. This is done by enlarging subdomain 1 by a ’velocity-dependent’ buffer zone. This bufferzone is15

defined by the maximum velocity, minimum grid size and the full time step of surface evolution. In this manner, glacier advance

due to ice flow into previously ice-free terrain is facilitated. We include additional information: "Subdomain 1 is enlarged by

a buffer zone based on the maximum potential displacement of the glacier front (defined as a function of max. velocity, min.

mesh size), to facilitate glacier advance into ice-free areas." This is now to be found in the Section Numerical Implementation,

where the ice velocity computation is described.20

Comment: page 7, lines 8-13: an example of where you explain how you solve the free-surface equation under the con-

straint S > B but just giving the technical details of the modules used, not really the method. All these materials all along the

manuscript should be grouped in part 2.

Response: We restructured the manuscript and added information about the method used to solve the free–surface evolution25

including the inequality constraint in Sections Mathematical Formulation and Numerical Implementation, see details in 1.

General Response.

Comment: part 4.3: if you are using a vertically extruded mesh or a completely unstructured mesh should be mentioned

here. Also, the last sentence is not very clear (what is the difference between creating a new mesh and remeshing?). A "msh"30

file is a bit technical. My understanding is that the STL surface has been modified, then the "msh file is necessarily modified

and therefore a new mesh has to be created. So this should be done each time the variable S has been modified? Also, how the

previous solution(velocity, but also S) is interpolated on the new mesh should be discussed.

Response: Thanks for this comment, a detailed description of the mesh generation procedure is given in Appendix A, also

describing under which settings vertically extruded or fully unstructured meshes are used. We now call this Section Prepro-35
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cessing, mesh generation and remeshing and also describe the mesh update, which refers to the process of remeshing once a

new surface elevation is available. Detailed information on when remeshing is performed is now given in the updated Section

Model Chain. Regarding the interpolation, the x and y coordinates of the 3D and 2D mesh remain constant throughout the

computations (the only exception is in case of adaptive mesh refinement). Hence, an actual solution of S and also the velocities

exists on the gridpoints. However, FEniCS provides a method to evaluate a Function (if defined on a continuous function space)5

at any point within the computational domain. For this purpose, first the cell where this point is located in is identified and then

a linear combination of basis functions is evaluated at the given point within the respective cell (information provided in The

FEniCS Tutorial, Langtangen and Logg (2016)).

Comment: page 9, line 6: It seems that S = S0 is more an initial condition than a Dirichlet boundary condition? It is only10

set at t= 0 not for any t?

Response: In this test, at the domain boundaries, the surface elevation is set to the elevation of the initial surface, which is 0

m in this case. In this manner we set a Dirichlet condition on the boundaries of the domain for any t.

Comment: page 9, around equation (5): I would suggest to avoid mixing of 0 and init? S0, A0 and V0 would be more15

consistent, meaning the value at t= 0. Also, in (5) h should write h0, but to avoid new variable to be introduced h+z(t) could

be replaced by S(t) = S0 +(uz + a)t?

Response: Thanks for this comment, we replaced Ainit and Vinit by A0 and V 0 to be more consistent in terms of parameter

naming.

20

Comment: page 11, lines 1-5: what is the boundary condition at the bedrock for the Stokes?

Response: We mention on page 7, line 25 (location in initial manuscript version) that we perform simulations assuming no

sliding at the glacier-bedrock interface. For further clarity, we also included this now in Sect. 5.2: " For the velocity computa-

tions, the normal velocity component is set to zero at the boundaries, so that the domain boundaries act as walls for ice flow

and we assume no sliding at the glacier bed."25

Comment: page 11, line 11: give the SMB that you have used such that the test can be reproduced by other users. In

general, the exhaustive setups of these tests that aim to serve here as benchmarks should be given.

Response: Thanks for this comment, the full test setup including the mass balance rate function is provided in the assets of

this manuscript (zenodo repository) as well as on the linked github repository (evolve_glacier/tests/Glacier). The provided test30

cases include the mass balance function and the required initial meshes, so that the tests shown here can be reproduced. We

also added a hint to this in Sect. 5.2.

Comment: page 12, line 6: 5.2.1 -> 5.2?

Response: Section 5.2 refers to the real-world glacier tests and this is divided into: Sect. 5.2.1 test with zero mass balance and35
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Sect. 5.2.2 test with elevation dependent mass balance rate, whereas Sect. 5.3 employs the same glacier geometry but random

input fields for mass balance rate and velocities.

Comment: page 12, line 9: specify that Eq. (B2) is given in Appendix 2

Response: We now refer to Eq. 9 in the main text, as the equations are all listed in the main text now and not in the Appendix5

anymore.

Comment: page 12? line 15: give the value for the computational time step. It seems from this sentence that the Stokes

and the free-surface solver are not solved at each time step. This should be explained before in the manuscript. Regarding

the advancing and retreat cases, I would suggest to discuss the two situations already in the introduction. At the end, you10

are presenting both situations which have their own difficulties in terms of numerics (constraint S > B when retreating, front

oscillation when advancing).

Response: We perform computations of velocities and free–surface evolution iteratively. The period of time, where the free–

surface evolves is referred to as surface evolution time step. For example in the case of the Crank-Nicholson time discretization

this means that, for a surface evolution time step set to one year, a velocity field is computed and the free–surface evolves for15

one year using this velocity field. After the period of one year, a new mesh is generated using the resulting surface elevation, a

new velocity field is computed and the free–surface evolution can start again. The time step used to compute the free–surface

elevation itself is referred to computational time step, which in the case of the Crank-Nicholson scheme is derived using the

CFL condition and a Courant number of 0.1 (see Sect. 3). This is different for the implicit Euler or Runge-Kutta scheme. We

added a detailed description of the surface evolution time step and the computational time step and the sequence of velocity20

computations and free–surface evolution in the updated Section Model Chain. Following the comment, we now use the term

time step instead of computational time step, as this has been defined properly in Section Model Chain.

We now present both situations, advance and development of oscillations, retreat where the constraint is affected, now in

the Introduction by adjusting the text to read: "For evaluating our scheme, we propose a new set of free–surface evolution

benchmarks that will be useful tests for other existing or future implementations. These benchmarks thoroughly test the im-25

plementation of the inequality constraint, by introducing negative mass balance conditions that strongly affect the constrained

solver. In the case of steep advancing fronts that represent strong gradients in surface elevation, finite element methods are

prone to develop spurious oscillations in the vicinity of these fronts (Bochev et al., 2004). Regarding this issue, we propose an

idealized hill test and present a review of the following stabilization schemes: ...."

30

Comment: page 12, line 22: how much the initial volume of the pyramid is a function of the mesh resolution? There is a

dot over 6 in 0.376?

Response: We included the relative errors in initial volume due to the coarser mesh resolution in Section 6.1.1. The initial

pyramid volume is V0 = 0.376̇ m3, where the dot indicates that 6 is a periodic number.

35
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Comment: Figure 5: relative difference instead of absolute would be more pertinent as nevertheless the choice of these

values has no real meaning?

Response: We chose the absolute numbers, because it demonstrates the convergence of the absolute error with decreasing

mesh size.

5

Comment: Figure 6 (and others): I would suggest to avoid the grey background and also the frame around panels. I would

also suggest to use letter (a, b, c...) to label the different panels of a given figure. "N = 1000 resolution" looks strange (for the

resolution N=1000).

Response: Thanks for this suggestion, we changed it to N=1000 and adjusted the figure caption to clearly refer to the respec-

tive panels. However we choose to keep the grey background for clarity.10

Comment: Figure 8: ice thickness would be more informative, or at least the initial S should be drawn on these two panels

giving S?

Response: We want to show the temporal evolution of the simulations, this is why we chose to show the differences to the

initial surface elevation: S0 −S(t), which corresponds to a change in ice thickness as the bed elevation is constant. The initial15

surface elevation is given in the lower panels in brown.

Comment: page 18, line 3: and at other places. Why computational time step as it has a physical meaning. So time step

alone would be better.

Response: We now use time step for the time step used to perform the free–surface evolution computation throughout the20

paper, following the added information on time stepping and coupling in Section Model Chain.

Comment: page 19, line 28: again, are the velocity and free surface solved using different timesteps?

Response: This depends on the choice of time discretization, we added information to clearly describe this in the updated

Section Model Chain.25

Comment: page 21, line 16: are display?

Response: Thanks, corrected to: "However, the results show spurious..."

Comment: page 21, line 18: region (configuration(ii) (see Fig. 13 and Fig. 14), results -> region(configuration (ii), see30

Fig. 13 and Fig. 14), results

Response: Done.

Comment: part 7.2 misses an analysis if the oscillations are created from the free surface equation and/or the Stokes

velocity solution in line of what has been shown in John et al.(2018a)? With a perfect velocity field, would one get surface35

7



Figure 1. Left panel: wrap of the 2D concentration field at the initial time step t= 0. In the right panel, the concentration field after 50 s of

transport is shown.

oscillations? With a perfect free surface solver, would one get oscillations?

Response: We tested a simple configuration where a step in a e.g. concentration of C = 200 is transported by a prescribed,

constant translational velocity field of 3 ms−1 along the x-axis and a constant source term of −1 s−1 is introduced. This step in

concentration is represented by a constant input of concentration at the left boundary. For this simple test, a Crank-Nicholson

time discretization and SUPG stabilisation is employed. An inequality constraint is introduced, to enforce no-negativity of5

concentration (C ≥ 0) . Translated to our glaciological application, this configuration could represent an advancing front with

constant prescribed velocity (also in the vertical) and a negative mass balance rate that affects the bed constraint. This simple

test configuration is shown in Fig. 1, with the start configuration in the left panel and the concentration field after 50 s of trans-

port. Also when a constant velocity field is prescribed, spurious oscillations develop for sufficiently steep shock fronts, here

the step in concentration. However, this simple test also shows that capabilities of the SNES solver for solving the constrained10

problem as the concentration does not fall below 0 despite the negative source term. As solving a pure advection problem is

inherently difficult to finite element methods (e. Bochev et al., 2004) and following the presented findings, we suggest that even

with a perfect velocity field one has to expect the development of oscillations given a sufficiently steep front, or sharp layer. If

the front is less steep, as for example the pyramid in the paper, no spurious oscillations develop for the presented setup. To our

knowledge existing advection problem numerics for finite element methods all face problems for transportation of very steep15

fronts. Hence, if a theoretical free–surface solver would produce oscillations due to the approximated velocity field remains to
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be tested.

Comment: Eq. (A1): define S0, Smid (Smid defined after B1 should be defined here)

Response: Done, we defined everything now in Section Mathematical Formulation.

5

Comment: Eq. (A3): what is h here (I guess not the same as in (5))? hK was used somewhere in the text

Response: In Eq. A3, uh is the horizontal component of the 3D velocity field, as defined in Sect. 2. We state on page 26, line

4: "If not stated differently, all utilized parameters refer to the same quantities as in the manuscript."

Comment: make title A1, A2, etc... similar10

Response: We restructured the paper.

Comment: page 28, line 5: t, t+1 should be defined before

Response: Done.

15

3 Response to Anonymous Referee #2

We thank Anonymous Referee #2 for his valuable comments on our manuscript. We addressed and replied to the general

comments of Referee #2 in the General Response (Sect. 1) to both referees in the beginning of this document. This response

addresses a discussion of the variational inequality, and how it is solved numerically and details on the methods used. Further-

more, it includes a response to the comment on refocusing the paper, it being quite descriptive at times and on listing all the20

relevant equations including the weak forms earlier in the paper.

In addition to the General Response, in the following Section we list the remaining specific comments of Referee #2, that

have not already been addressed in the General Response (Sect. 1), as individual comments in order to reply point-by-point on

how these specific points have been tackled in the updated manuscript.

3.1 Specific Comments25

Comment: As far as I could see, most of the test presented related to how accurately the (SUPG stabilized) mass-transport

equation is solved. The test are useful and doing these and similar test is an essential part of the model-development phase.

I did not see that the thickness constraint is mass conserving, and the discussion on page 23 suggested that it is in fact not.

However, almost all of the tests and the associated discussions revolved around the stabilisation of the surface elevation equa-

tion and this mass-conserving aspect was not really addressed or analysed. I in fact doubt that the thickness constraint can be30

locally mass conserving for any finite time step. I never saw the details of the method, but if this is solved using PETSc as a

constraint minimisation problem, then I suspect the corresponding Lagrange multipliers can be thought of as fictitious mass

9



sources.

Response: The pyramid test case (Test A in Sect. 5.1.1) is specifically designed to test for mass conservation with a thickness

constraint as we have presented an exact solution for this problem in the manuscript. However all the other tests are hard to

interpret for mass conservation as no readily available exact solution exists. It is very important to note that constrained mass

conservation problems (like glacier surface evolution in our case) are not optimization problems. We talk about non-linear5

complementarity problem (NCP) and variational inequality (VI) formulations in our context, nevertheless they do not come

from a symmetric Jacobian or Hessian (e.g. Bueler, 2016). We have now explained the solution process in PETSc in sufficient

detail in the manuscript (eqs. 14-16 in the manuscript) and cite more detailed descriptions (Benson and Munson, 2006). The

reduced space method we use through PETSc does not utilize Lagrange multipliers, hence the concept of Lagrange multipliers

as "fictitious mass sources" does not apply in our case. Nevertheless an even more comprehensive study of mass conservation10

in thickness constrained surface flows is subject to future studies and should be carried out as soon as resources allow.

Comment: Equations A2-A4 are referred to as being on variational form, but I do not see a variational form there. Also,

should τ not be inside the integral as it is element dependent and therefore spatially variable? Most of the discussion in the

appendixes is presumably ‘common knowledge’. I would list these equations as a part of the whole system, but is there any15

reason to have an appendices on Crank-Nicholson, Runge-Kutta and Backward Euler in a professional journal?

Response: Thanks for this comment, we now included all the relevant equations in the Section Mathematical Formulation and

there is no Appendix anymore. We also moved τ to be inside of the integral as it is mesh size dependent, thanks for this hint.
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