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Abstract. The response of particulate matter (PM) concentrations to emission reductions was analysed by assessing 11 
the results obtained with two different source apportionment approaches. The brute force (BF) method source impacts, 12 
computed at various emission reduction levels using two chemical transport models (CAMx and FARM), were 13 
compared with the contributions obtained with the tagged species (TS) approach (CAMx with PSAT module). The 14 
study focused on the main sources of secondary inorganic aerosol precursors in the Po Valley (Northern Italy): 15 
agriculture, road transport, industry and residential combustion. The interaction terms between different sources 16 
obtained from a factor decomposition analysis were used as indicators of non-linear PM10 concentration responses to 17 
individual source emission reductions. Moreover, such interaction terms were analysed in the light of the free ammonia 18 
/ total nitrate gas ratio to determine the relationships between the chemical regime and the non-linearity at selected 19 
sites. The impacts of the different sources were not proportional to the emission reductions and such non-linearity was 20 
most relevant for 100% emission reduction levels compared with smaller reduction levels (50% and 20%). Such 21 
differences between emission reduction levels were connected to the extent to which they modify the chemical regime 22 
in the base case. Non-linearity was mainly associated with agriculture and the interaction of this source with road 23 
transport and, to a lesser extent, with industry. Actually, the mass concentration of PM10 allocated to agriculture by 24 
TS and BF approaches were significantly different when a 100% emission reduction was applied. However, in many 25 
situations the non-linearity in PM10 annual average source allocation was negligible and the TS and the BF approaches 26 
provided comparable results. PM mass concentrations attributed to the same sources by TS and BF were highly 27 
comparable in terms of spatial patterns and quantification of the source allocation for industry, transport and residential 28 
combustion. The conclusions obtained in this study for PM10 are also applicable to PM2.5. 29 

 30 

  31 
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1. Introduction 32 

Air pollution is the main environmental cause of premature death. Ambient air pollution caused 4.2 million deaths 33 
worldwide in 2016, contributing together with indoor pollution to 7.6% of all deaths (WHO, 2018). Air pollution 34 
adverse health effects mainly occur as respiratory and cardiovascular diseases (WHO, 2016; EEA 2019). A key 35 
element for the design of effective air quality control strategies is the knowledge of the role of different emission 36 
sources in determining the ambient concentrations. This is usually referred to as source apportionment (SA) and 37 
involves the quantification of the influence of different human activities (e.g. transport, domestic heating, industry, 38 
agriculture) and geographical areas (e.g. local, urban, metropolitan areas, countries) to air pollution at a given location.  39 

SA modelling studies involving secondary inorganic pollutants are generally based on chemistry transport models 40 
(Mircea et al., 2020). Two different SA approaches are commonly used to allocate the mass of pollutants to the 41 
different sources by means of chemical transport models:  42 

• tagged species (TS) quantifies the contribution of emission sources to the concentration of one pollutant at 43 
one given location by implementing algorithms to trace reactive tracers. SA studies based on tagging methods have 44 
been carried out at both European scale (e.g. Karamchandani et al. 2017; Manders et al., 2017) and urban scale (e.g. 45 
Pepe et al. 2019, Pültz, et al., 2019).  46 

• brute force (BF or emission reduction impact) is a sensitivity analysis technique which estimates the change 47 
in pollutant concentration (impact) that results from a change of one or more emission sources. Sensitivity analysis 48 
techniques have been used to estimate the impact of different sources on pollution levels (e.g. Kiesewetter et al., 2015; 49 
Thunis et al., 2016; Van Dingenen et al., 2018). 50 

Even though these approaches are often considered as two alternative SA methods, they actually pursue different 51 
objectives: TS aims to account for the mass transferred from the sources to the receptor in a specific area and time 52 
window while BF is a sensitivity analysis technique used to estimate the response of the system to changes in 53 
emissions. For a detailed discussion, refer to Belis et al. (2020); Mircea et al. (2020); Thunis et al. (2019).   54 

Clappier et al. (2017) applied the concept of factor decomposition developed by Stein and Alpert (1993) to investigate 55 
the differences between TS and BF using a theoretical example involving three sources. According to these authors, 56 
the change in concentration of a given pollutant due to the change in the emissions of three sources A, B and C (CABC) 57 
can be described as follows:  58 

∆𝐶𝐴𝐵𝐶 = ∆𝐶𝐴 + ∆𝐶𝐵 + ∆𝐶𝐶 + �̂�𝐴𝐵 + �̂�𝐴𝐶 + �̂�𝐵𝐶 + �̂�𝐴𝐵𝐶   (1) 59 

Where CA, CB and Cc are the variations of concentration of the studied pollutant due to the reduction of the single 60 
sources A, B and C, respectively, and those coming from the interactions between these sources denoted by the terms 61 
ĉAB, ĉAC, ĉBC and ĉABC (see Appendix A for details). The interaction terms (ĉ) have the same units as the source impacts. 62 

In the TS approach, the sum of the contributions of the various sources always matches the total pollutant concentration 63 
by design. (M𝑝𝑜𝑙𝑙 = M𝐴 +M𝐵 +M𝐶), while this may be not the case for the BF approach (∆𝐶𝐴𝐵𝐶 ≠ ∆𝐶𝐴 + ∆𝐶𝐵 +64 

∆𝐶𝐶) under certain circumstances (Belis et al., 2020). The interaction terms in eq. 1 measure the consistency between 65 
the sum of single emission sources with respect to the contemporary reduction of more than one source in BF, for 66 
three sources ∆𝐶𝐴𝐵𝐶 − (∆𝐶𝐴 + ∆𝐶𝐵 + ∆𝐶𝐶), which is an indicator of the non-linearity in the response of the pollutant 67 
concentration to single source reductions (impacts). 68 

There are different situations that may contribute to generating non-linear response when secondary pollutants’ 69 
precursors are emitted by different sources. They are double counting, chemical regime limited by one precursor, 70 
competition between precursors, thermodynamic equilibrium between the secondary pollutant and its precursors, and 71 
compensation. A detailed explanation of each of them is provided in Appendix A. 72 

In the analysis of a theoretical example with three sources (agriculture, industry and residential), Clappier et al., 2017 73 
observed that strong non-linearity is associated with secondary inorganic aerosol (SIA, ammonium nitrate and 74 
ammonium sulfate) formation. However, this secondary aerosol may behave linearly or non-linearly depending on the 75 
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circumstances; for instance, the intensity of the emission reduction, which imposes the need to quantify it for different 76 
emission reduction levels (ERLs) (see Section 3.2). Thunis et al. (2015) showed that for yearly average relationships 77 
between emission and concentration changes, linearity is often a realistic assumption and consequently, TS and BF 78 
methods are expected to provide comparable results, as reported by Belis et al. (2020). The abovementioned 79 
considerations suggest the need to monitor whether non-linearity is significant for a given study area and time window.  80 

The objective of this study is to identify and quantify the factors leading to non-linear response of PM concentrations 81 
to source emission reductions in a real-world situation with significant PM concentrations. To that end, the influence 82 
on PM10 concentration of various sources with different chemical profiles were calculated using both the BF approach 83 
with two different chemical transport models (CAMx and FARM) and the TS approach using one of these chemical-84 
transport models (CAMx). 85 

The results of the simulations were then used to: 86 

• compare TS contributions with BF impacts 87 

• analyse the geographical patterns 88 

• compute interaction terms (of the Stein and Alpert algebraic expression) for the studied sources 89 

• compare the behaviour of various areas (urban, rural, etc.) with different chemical regimes 90 

In this study, the focus is on the non-linearity associated with SIA formation, with particular reference to ammonium 91 
nitrate (NH4NO3) and ammonium sulfate ((NH4)2SO4). The possible non-linear behaviour of any other PM component 92 
(e.g. organics) is beyond the scope of this exercise. 93 

2. Materials and methods 94 

The Po Valley was selected for this study because of its high levels of particulate matter due to the high emissions of 95 
primary pollutants and precursors of SIA, whose high concentrations are also favoured by the stagnation of air masses 96 
during the coldest months of the year (Belis et al., 2011, Larsen et al., 2012). 97 

The air quality simulations were performed with CAMx (ENVIRON, 2016) and FARM (ARIANET, 2019) chemical 98 
transport models (CTMs). Both are open-source modelling systems for multi-scale integrated assessment of gaseous 99 
and particulate air pollution. Thanks to their variable spatial resolution they are used for urban to regional scale 100 
applications, and simulating the atmospheric chemical reactions of the emitted precursors they allow reconstructing 101 
the formation of most of the secondary compounds, including the constituents of particulate matter. CAMx is widely 102 
used to assess the influence of pollution sources on air quality in a particular domain. The PM Source Apportionment 103 
Technology (PSAT) ; Yarwood et al., 2004) implemented in CAMx offers the choice between several SA approaches, 104 
which allows users  to easily compare e.g. TS vs BF methods for the estimation of source contributions to pollutant 105 
concentrations using the same model. In addition, the application of the BF method with FARM made it possible to 106 
evidence the structural behaviours that are less dependent on the specific model formulation and consequently to 107 
obtain results of more general value.  108 

The application of such CTMs required the implementation of a comprehensive modelling system (e.g. Pepe et al., 109 
2019), including specific tools aiming at creating the three main input categories: meteorological fields, emissions and 110 
boundary conditions. 111 

Both modelling systems were applied for the reference year 2010 over Northern Italy (Figures S1 and S2) considering 112 
a computational domain that covers a 580 x 400 km2 region, with a 5 km grid step. For the meteorological model WRF 113 
(Skamarock et al., 2008) three nested grids were used, the largest one covering Europe and Northern Africa, and the 114 
innermost one corresponding to Italy and Po Valley, respectively. The three meteorological domains have 45, 15, and 115 
5 km grid resolution. For CTMs only the innermost WRF nested grid was used. Both CTMs were setup using the same 116 
input meteorological data and horizontal grid structure of WRF. CTMs vertical grid was defined collapsing the 27 117 
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vertical layers used by WRF into 14 layers, while keeping identical the layers up to 1 km above ground level; in 118 
particular, the first layer thickness was up to about 25 m from the ground like the corresponding WRF layer.  119 

In CAMx, homogenous gas phase reactions of nitrogen compounds and organic species were reproduced through the 120 
CB05 mechanism (Yarwood et al., 2005). The aerosol scheme was based on two static modes (coarse and fine). 121 
Secondary inorganic compounds evolution were described by the thermodynamic model ISORROPIA (Nenes et al., 122 
1998), while SOAP (ENVIRON, 2011) was used to describe secondary organic aerosol formation. Meteorological 123 
input data were provided by WRF and were completed by OMI satellite data (http://toms.gsfc.nasa.gov), including 124 
ozone vertical content and aerosol turbidity. Vertical turbulence coefficients (Kv) were computed using O’Brien 125 
scheme (O’Brien, 1970), but adopting two different minimum Kv values for rural and urban areas, so to consider heat 126 
island phenomena and increased roughness of built areas. 127 

FARM simulations were performed using the SAPRC-99 gas-phase chemical mechanism (Carter, 2000) and a three-128 
mode aerosol scheme (Binkowski and Roselle, 2003) including microphysics, ISORROPIA for thermodynamic 129 
equilibrium of inorganic species and SORGAM (Schell et al., 2001) for secondary organic aerosol formation. 130 
Meteorological input from WRF was complemented by Kv computed using Lange (1989) parameterisation.  131 

Emissions were derived from inventory data at three different levels: European Monitoring and Evaluation Programme 132 
data (EMEP, http://www.ceip.at/emission-data-webdab/emissions-used-in-emepmodels/) available over a regular grid 133 
of 50 x 50 km2 and ISPRA Italian national inventory data (http://www.sinanet.isprambiente.it/it/sia-134 
ispra/inventaria/disaggregazione-dellinventario-nazionale- 2010) which provides a disaggregation by province. 135 
Moreover, regional inventories data based on INEMAR methodology (INEMAR – ARPA Lombardia, 2015) provided 136 
detailed emissions data at municipality level for the four administrative regions of Lombardia, Piemonte, Veneto and 137 
Emilia Romagna. 138 

Each emission inventory was processed to obtain the hourly time pattern of the emissions. For the CAMx simulations 139 
this was accomplished using the Sparse Matrix Operator for Kernel Emissions model (SMOKE v3.5) (UNC, 2013). 140 
Temporal disaggregation was based on monthly, daily and hourly profiles deducted by CHIMERE (INERIS, 2006) 141 
and EMEP models from Institute of Energy Economics and the Rational Use of Energy (IER) project named 142 
GENEMIS (Pernigotti et al., 2013). Similar emission inventories processing was performed for FARM using Emission 143 
Manager pre-processing system (ARIA Technologies and ARIANET, 2013). 144 

Initial and boundary conditions were taken from a parent CAMx simulation covering the whole Italy and driven by 145 
MACC-II system (http://www.gmes-atmosphere.eu/services/aqac/) that provides 3D global concentrations fields. 146 

Table 1: Macro-sectors according to EEA SNAP classification for emission inventories used to define air pollution sources 147 
in this study 148 

 149 
The CAMx modelling system was applied with the previously described setup in order to perform a TS run (with 150 
PSAT) and three sets of BF runs with 100%, 50% and 20% emission reduction levels (ERLs) while FARM was used 151 
to produce two sets of BF runs with 50% and 20% ERLs. Due to the high number of runs needed to apply the Stein 152 
and Alpert decomposition only few sources were selected (Table 1). Originally, the study focused on the same system 153 

Source: SNAP Macrosector  SNAP Macrosector number ABBREVIATION 

used in this study 

Energy industry 1 OTHER 

Residential and commercial/institutional 

combustion 

2 RES 

Industry (combustion & processes) 3 and 4 IND 

Fugitive emissions from fuels 5 OTHER 

Product use including solvents 6 OTHER 

Road transport 7 TRA 

Non-road transport 8 OTHER 

Waste treatment 9 OTHER 

Agriculture 10 AGR 
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of three sources (AGR, IND, RES) as the study by Clappier et al. (2017). However, due to the small non-linearity 154 
associated with RES the focus was then shifted to a ternary system including AGR, TRA and IND. In total, 41 runs 155 
were performed keeping all inputs as the base case (BC), except for emissions that were modified according to the 156 
scheme reported in Table 2. 157 

In this study, are mainly analysed the interactions between sources AGR, TRA and IND are mainly analysed. 158 
Additional runs were executed using FARM at 50% and 20% ERLs to test also the impacts and interactions of RES 159 
with the previous ones. 160 

Table 2: Sets of simulations performed in this study to compute the factor decomposition (Stein and Alpert, 1993). Every 161 
set is named after the used CTM and ERL. 162 

Simulation set 

Reduced sources 

CAMx 

100% 

CAMx 50% CAMx 20% FARM 50% FARM20% 

No reduction Base case CAMx Base case FARM 

AGR x x x x x 

IND x x x x x 

TRA x x x x x 

RES    x x 

AGR-IND x x x x x 

AGR-TRA x x x  x 

IND-TRA x x x x x 

RES-IND    x x 

RES-TRA    x  

RES-AGR    x  

AGR-IND-TRA x x x  x 

RES-IND-TRA    x x 

3. Results and Discussion 163 

3.1 Comparison between source apportionment TS and BF approaches 164 

The yearly average PM10 concentrations in the CAMx and FARM base case runs are shown in Figures S1 and S2 of 165 
the supplementary material. Figure 1 shows the relative contributions of the modelled PM10 sources using the TS 166 
approach (CAMx-PSAT). The contributions of AGR are distributed across the entire Po Valley with maximum levels 167 
in the centre and hot spots to the NW and SE. The IND contributions are the highest to the south, SE and NE of the 168 
study area. The TRA contributions to PM10 are the highest in the main urban areas, in particular Milan and Turin, and 169 
along the main highways (e.g. A4 Turin - Venice). The highest contributions of all the other remaining sources 170 
(OTHER) are observed in the Pre-alpine area and in the Alpine valleys (including some areas in the Apennines) where 171 
the average PM10 levels are lower than the Po Valley (Figures S1 and S2) and RES is an important source (see below).  172 

The annual average impacts of AGR, TRA and IND on PM10 derived by BF approach with CAMx and FARM for 173 
different emission reduction levels (ERLs) are shown in Figure 2 while those of RES are shown in Figure S3. In a 174 
linear situation the impacts allocated to each source decrease proportionally to the intensity of the emission reduction 175 
(C100% = 2 C50% = 5 C20%). For that reason, the impacts at the 100% ERL can be compared directly with TS 176 
contributions while those of 50% and 20% must be multiplied by factor 2 and 5, respectively. The linearity between 177 
different ERLs is discussed in Section 3.2. To facilitate the comparison between different models, impacts are 178 
expressed as percentage of the base case in these figures. In Figure 2, the highest impacts are those of AGR followed 179 
by TRA and IND. The output resulting from CAMx and FARM for the 50% and 20% ERLs present similar levels and 180 
geographical patterns. Most of the highest impacts of AGR at 100% ERL are observed in or near the areas of high 181 
NH3 emissions (Figure S4), in which also TS points out high contributions of this source (Figure 1). However, in these 182 
areas the BF impacts are nearly twice the TS contributions reported in Figure 1 (see also Figure 3, top left). Such high 183 
levels could be attributed to a near double counting effect which is dominant only at this ERL because the effect of 184 



6 

limited chemical regime cannot be observed at 100% reduction (see Appendix A Section A2.2). At 50% and 20% 185 
ERLs the impacts are lower than the 100% ERL, because of the limited regime, and the highest ones are located in 186 
the mountainous areas (Alps and Apennines). Such pattern is likely due to the low emissions of the SIA precursors 187 
(NH3, NOx and SO2) (Figure S4) and the modest base case PM10 concentrations in these areas. For IND and TRA, the 188 
geographical patterns of BF are comparable to those of TS (Figure 1, Figure 3 left) and do not vary significantly 189 
between the different ERLs, as discussed in Section 3.2. The only remark is that FARM presents higher TRA impacts 190 
in the subalpine areas compared to CAMx, irrespective of the used SA approach. 191 

 192 

Figure 1: Annual contributions of the PM10 sources over the Po Valley area according to tagged species (TS) approach as 193 
computed by CAMx PSAT. The grey lines indicate the boundaries of the regions and the polygons represent the municipal 194 
areas of the main cities. 195 

As shown in Figure 3, the single grid cell annual average of BF impacts on PM10 by IND and TRA plotted versus the 196 
TS contributions are arranged on a line close to the identity indicating that BF and TS approaches lead to similar 197 
results for these two sources. A similar behaviour is observed in all the ERLs even though the BF impacts estimated 198 
with FARM present a higher dispersion than those obtained with CAMx. Such closer relationship between TS (CAMx-199 
PSAT) and CAMx BF results is likely a consequence of both being results of the same model. On the contrary, the 200 
impacts of AGR on PM10 at 100% ERL are more than twice the TS contributions in most grid cells, which is due to 201 
the much greater AGR BF impacts on sulfate and nitrate than TS contributions at this ERL (Figures S5 and S6, 202 
respectively). Such non-linear behaviour is associated with a situation near to double counting, which results in 203 
negative interaction terms, and for nitrate, also to the NH4NO3 equilibrium, since both effects lead to BF impacts 204 
higher than TS contributions (Appendix A).  205 

Despite the comparable range of BF impacts and TS contributions of AGR on PM10 at 50% and 20% ERLSs (Figure 206 
3), there is a considerable dispersion around the regression line (R2 between 0.65 and 0.72) indicating spatial 207 
heterogeneity. In addition, impacts at 20% ERL present a slightly lower slope with respect to TS contributions than 208 
those at 50% ERL. Also AGR BF impacts on nitrate present non-linear high values at 50% and 20% ERLs, which are 209 
however compensated by ammonium impacts which are much lower than TS contributions (Figures S6 and S7, 210 
respectively). The greater difference observed between TS and BF at 100% ERL for AGR compared to TRA and IND 211 
are in part due to AGR being the only significant source of NH3 in the domain. Consequently, a 100% reduction of 212 
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AGR implies an almost complete abatement of NH3, while 100% reduction of TRA or IND does not reduce NOx and 213 
SO2 emissions completely (compensation effect). The reported differences between AGR TS contributions and BF 214 
impacts on PM10 concentrations are due to the way in which the two approaches allocate ammonium, nitrate and 215 
sulfate to this source. TS allocates secondary constituents according to the mass of precursors deriving from each 216 
source (Mircea et al., 2020; Yarwood et al., 2004). Therefore, for TS the contribution of AGR is close to the mass 217 
fraction of ammonium in PM10 and very little nitrate and sulfate is allocated to this source, since SO2 and NOx 218 
emissions from AGR are small compared to those from IND and TRA. On the contrary, BF allocates these constituents 219 
on the basis of the amount of NH4NO3 and/or (NH4)2SO4 which is not formed when such sources are reduced. 220 
Consequently, considerable nitrate and sulfate are allocated to AGR by BF, even though are not physically emitted by 221 
this source, because there is no formation of NH4NO3 and/or (NH4)2SO4 in the absence of NH3 emissions from AGR. 222 

Even in the cases where BF impacts and TS contributions to PM10 are linear and close to identity, PM10 constituents 223 
may not behave in the same way. Sometimes, the linearity observed in PM10 is the result of a compensation between 224 
constituents for which BF impacts > TS contributions and others for which BF impacts < TS contributions. A good 225 
example is TRA, whose annual BF impacts on PM10 are aligned with TS contributions (Figure 3). However, the 226 
ammonium impacts from this source are highly non-linear and larger than TS contributions (Figures S7), sulfate 227 
impacts are quite non-linear and can be either larger or smaller compared to TS contributions (Figure S5), while nitrate 228 
impacts are rather linear and slightly lower than TS contributions (Figure S6). A similar situation is observed for 229 
nitrate and ammonium impacts from IND, with the difference that in this case sulfate, a component for which this 230 
source is dominant, is rather linear. 231 

The non-linearity between TS and BF source apportionment of PM10 secondary inorganic constituents observed in 232 
Figures S5 - S7 occur when the BF and TS approaches do not allocate these compounds to the same sources. For 233 
instance, high non-linearity is observed for BF impacts of TRA and IND on ammonium because it is emitted almost 234 
exclusively by AGR, while BF methods allocate impacts on ammonium to TRA and IND due to the atmospheric 235 
reactions between NH3 and HNO3 or H2SO4, which are mainly emitted from TRA and IND, respectively. A similar 236 
situation is observed for AGR impacts on sulfate and nitrate. TS allocates a negligible share of these compounds to 237 
AGR (proportional to SO2 and NOx emissions from AGR only), while the BF method allocates them to this source 238 
proportionally to the (NH4)2SO4 and NH4NO3 concentration variations, respectively.  239 
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 240 

 241 

Figure 2: Annual average impacts of AGR, TRA and IND expressed as proportion of the base case. From left to right CAMx 100%, 50% and 20% emission reduction 242 
levels and FARM 50% and 20% emission reduction levels. For a direct comparison of the linearity between the different ERLs, the impacts of 50% and 20% are multiplied 243 
by 2 and 5, respectively. 244 

 245 

  246 
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 247 

 248 

Figure 3: Scatter plots of the single grid cell annual average BF source impacts (CAMx and FARM) on PM10 versus the TS contributions (CAMx -PSAT) for 100%, 50% 249 
(multiplied by 2) and 20% (multiplied by 5) ERLs for AGR, TRA and IND. Dotted line: regression; red line: identity. 250 

 251 

 252 

 253 
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 254 

Figure 4: Scatter plots of the single grid cell BF source impacts (CAMx and FARM) on PM10 between the 100%, 50% (multiplied by 2) and 20% (multiplied by 5) ERLs 255 
for AGR, TRA and IND. Dotted line: regression; red line: identity 256 
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The analysis of the impacts reported in this section clearly points out AGR as the source mostly associated with the 257 
non-linear response of BF impacts with respect to TS. 258 

3.2 Non linearity between different ERLs 259 

In this section the connection between the magnitude of the emission reduction and the BF source impacts on PM10 is 260 
analysed more in detail. The scatter plots in Figure 4 depict the relationships between BF impacts at different ERLs 261 
for every source and model. IND is the source for which the similarity between the different ERLs is the highest with 262 
regression slopes and R2 between impacts calculated for the three ERLs of CAMx and the two of FARM near unity. 263 
Although also the regressions between TRA impacts are linear, the 50% ERL impacts are ca. 8% lower and the 20% 264 
ERL ca. 12% lower than those obtained with 100% ERL using the same model. The impacts at 50% and 20% ERLs 265 
are well correlated, and the latter are less than 5% below the former for both CAMx and FARM values. For AGR the 266 
relationship between the impacts calculated for both 50% and 20% ERLs are clearly non-linear when compared to 267 
100% ERL. In the latter impacts are 3 or 4 times higher than the former two, especially for mid to high impacts. By 268 
comparison, the relationship between impacts at 50% and 20% ERLs is closer to linearity (R² = 0.99), with the latter 269 
leading to 18% - 20% lower impacts than the former. The results shown in Figure 4 confirm that AGR is the source 270 
presenting the most serious non-linearity among those emitting SIA precursors (see Section 3.1). In addition, the 271 
analysis indicates that also for TRA the impacts of the different ERLs are not fully equivalent. 272 

The large differences in AGR impacts on PM10 between 100% and the other ERLs are likely explained by two reasons. 273 
Firstly, turning off AGR 100% systematically shifts the system into a different chemical regime, while this is not the 274 
case for the other sources, and secondly, the influence of limiting precursors (leading to less than double counting and 275 
consequently less BF overestimation with respect to TS) is not expressed at 100% ERL (Appendix A Section A2.2). 276 
The differences between 50% and 20% ERLs could be explained by the way in which limited chemical regimes 277 
interact with the reduction of emissions. Since the non-linearity associated with limited chemical regimes appears only 278 
when the emission reduction causes a drop of concentrations higher than the excess of the non-limiting precursor 279 
(Appendix A), the chance of such non-linearity to influence source impacts is proportional to the emission reduction. 280 
However, the relatively small differences observed between 50% and 20% ERLs are likely due to the smoothing effect 281 
of the NH4NO3 equilibrium with respect to the non-linearity caused by a limited chemical regime because such 282 
equilibrium leads PM10 concentrations to change even when the non-limiting precursor emission reduction is lower 283 
than the excess (Appendix A Figure A1). 284 

3.3 Interaction terms 285 

In Figure 5 are mapped the annual average interaction terms (ĉ) of the factor decomposition, which are used in this 286 
study as indicators of the impact’s non-linearity, are mapped. The binary interaction terms are, in general, of higher 287 
magnitude than the ternary interaction terms. The most negative interaction terms (indicating BF > TS) are observed 288 
in the 100% ERL for the contemporary reduction of AGR and TRA in the rural areas located to the north of the Po 289 
Valley where NH3 is in excess, while the interaction terms are less negative in the main urban areas where NH3 is a 290 
limiting factor. When AGR and IND are both reduced 100%, the most negative interaction terms are observed in the 291 
industrial districts around the main cities to the south of the Po Valley and to a lesser extent in the rural areas in the 292 
central Po Valley. On the contrary, positive interaction terms are observed for the IND – TRA binary reduction due 293 
to the competition between HNO3 and H2SO4 that leads to an increase in the PM formation when SO2 emissions 294 
(mainly industrial) are reduced in presence of NOx (deriving mainly from road transport). Such maximum positive 295 
interactions are observed in vast areas of the central Po Valley. A similar geographical pattern of the interaction terms 296 
is observed for 50% and 20% ERL (Figures S8 and S9, respectively) with the magnitude of the interaction decreasing 297 
with the emission reduction.  298 



12 

 299 

Figure 5: Map of the binary and ternary interaction terms of the PM10 factor decomposition for AGR, IND and TRA in the 300 
CAMx BF 100% scenarios. 301 

A similar analysis was carried with FARM at 50% ERLs for residential heating (Figure S10) and the resulting 302 
interaction terms were very low compared with those the other sources at the same ERL. The explanation is that 303 
despite the considerable contribution of this source to PM10 its origin is mainly primary with a high non-reactive 304 
carbonaceous fraction (Piazzalunga et al., 2011) and therefore the impact on the secondary inorganic aerosol is limited. 305 

The values of the interaction terms depend on the pollutant concentration. In order to define when ĉ is significantly 306 
different from zero, and consequently when the non-linearity is not negligible, the absolute value |0.5| % BC is 307 
proposed. Such arbitrary threshold was defined to highlight the interactions that according to the analysis of the 308 
impacts presented in the previous sections are associated with evident non-linear situations (e.g. AGR-TRA). In 309 
Figures S11 and S12 are reported the maps of the interaction terms expressed as % of the base case for 100% and 50% 310 
ERLs, respectively. According to the proposed threshold, at 100% ERL most of the Po Valley fall in the area where 311 
non-linearity is measurable for all the binary and ternary interactions. At 50% ERL, the non-linearity of the binary 312 
interactions AGR-IND are measurable in industrial districts located to the SW and NW of the Po Valley including the 313 
industrial areas to the NW of Milan. The non-linearity associated to the interaction AGR-TRA is not negligible in the 314 
entire Po Valley and also in the Alpine areas, probably due to the low PM10 levels of the latter. The binary interaction 315 
IND-TRA exceeds the threshold only in the central area of the Po valley and in a hot spot to the NW of Milan. The 316 
ternary interaction is below the threshold for the entire domain. For the 20% ERL (not shown) all the interactions are 317 
negligible according to CAMx while FARM provides a pattern comparable to the 50% ERL. 318 

3.4 Analysis of chemical regimes 319 

A more in-depth analysis of the relationships between the chemical regime and the interaction terms was accomplished 320 
in three selected sites with different source emission set up (their position is shown in Figure S1). A rural location at 321 
the border between the provinces of Cremona and Brescia (CR_P) was selected because of the high NH3 emissions 322 
while the local NOx and SO2 emissions are very limited. The site of Milan (MI) was selected because representative 323 
of a typical urban situation with high NOx concentrations deriving from road transport emissions. The NH3 emissions 324 
in this site are very limited and are associated with road transport while also SO2 emissions are low and derive in part 325 
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from the energy production. The third site is an industrial area in the province of Ravenna (RA_P) located in the 326 
South-Eastern Po Valley. In this location, there are considerable SO2 emissions from industry, which also release NOx, 327 
and moderate NH3 emissions from the agricultural sector. In order to define the chemical regime in each base case 328 
(CAMx and FARM) and each of the simulations including binary or ternary interactions, the gas ratio (GR) proposed 329 
by Ansari and Pandis (1998) was used: 330 

GR= ([NH3] + [NH4
+] – 2[SO4

2-]) / ([HNO3] + [NO3
-])   (3) 331 

where concentrations are nmol.m-³ or in nmol.mol of air (ppb). 332 

The GR value defines three different chemical regimes:  333 

(a) GR>1, in which NH4NO3 formation is limited by the availability of HNO3, 334 

(b) 0<GR<1, in which NH4NO3 formation is limited by the availability of NH3, and  335 

(c) GR<0, in which NH4NO3 formation is inhibited by H2SO4 336 

The plots in Figure 6 display for each scenario the magnitude of the changes in the chemical regime with respect to 337 
the base case, and the relationship between such changes and the interaction terms (expressed as a percentage of the 338 
PM yearly mean concentrations). Each plot is divided in zones defined by the combination of the gas ratio (GR) 339 
thresholds, and the threshold proposed in this study for the interaction terms (ĉ >|0.5% BC|) as indicator of non-340 
negligible non-linearity in the mass concentration allocated to sources with respect to the PM mass concentration.  341 
A common feature of all three sites is that the higher the ERL the higher the difference between the GR of the scenarios 342 
and the one of the base case providing evidence about the extent to which the emission reductions alter the original 343 
conditions. The points representing simulations in which AGR is reduced sit to the left of their respective base case. 344 
The scenarios with 100% ERL often lead to changes in the chemical regime and to the highest absolute interaction 345 
terms. On the other hand, 50% and 20% ERLs lead, in general, to ĉ values closer to zero than 100% ERL, indicating 346 
lower or negligible non-linearity (located in the white background area). All interactions IND-TRA give rise to ĉ 347 
values ≥ 0, consistent with the competition effect (Appendix A Section A2.3). In CR_P and RA_P such simulations 348 
lead to increase in GR (data points in Figure 6a and c are placed to the right of their base case), while in MI they lead 349 
to null or slightly negative changes in GR (data points are located to the left of the base case in Figure 6b). This 350 
behaviour indicates that the simultaneous reduction of IND and TRA leads to a higher impact of ammonia + nitric 351 
acid on GR compared to the one of sulfate, in the three sites. 352 

In CR_P the base cases of CAMx and FARM represent a HNO3 limited chemical regime for NH4NO3 formation, in 353 
line with the rural character of this area (Figure 6a). All scenarios where AGR is reduced lead to a decrease in GR 354 
(points located to the left of the corresponding base case) indicating a loosening of the HNO3 limitation, while all 355 
those in which AGR is not reduced lead to an increase in GR (points located to the right of the corresponding base 356 
case), indicating a stronger HNO3 limitation. Sizeable negative ĉ are observed in scenarios reducing AGR 100%, likely 357 
associated to the shift towards a NH3 limited regime when AGR, the only significant source of this precursor, is turned 358 
off. The described situation is reflected by the points representing the interaction terms AGR-IND (C10AI), AGR-359 
TRA (C10AT) and AGR-IND-TRA (C10AIT) of the 100% ERL located at the left-bottom of Figure 6a. The only 360 
100% ERL scenario that does not lead to a chemical regime change is the contemporary reduction of IND and TRA 361 
(C10IT). It also leads to positive interaction terms resulting from the competition between HNO3 and H2SO4. In this 362 
case, the abatement of SO2 emissions leads to a reduced availability of H2SO4, which is replaced in the reaction with 363 
NH3 by HNO3, the latter deriving from NOx emissions also from other sectors on top of TRA and IND (e.g. energy 364 
industry) which is an example of compensation process (Appendix A Section A2.5). Figure 6a shows that for 50% 365 
and 20% ERLs, the emission reductions do not modify the chemical regime at this site. The AGR-TRA (C5AT) is the 366 
only scenario at 50% ERL leading to a non-negligible ĉ value. The scenarios at the 20% ERL generally show similar 367 
behaviours as those at 50%.  368 
In MI the base case simulations correspond to a chemical regime where NH4NO3 is limited by NH3 (Figure 6b). The 369 
inhibition of NH4NO3 formation by H2SO4 is unclear since the GR values calculated from both models are close to 370 
the boundary between H2SO4 inhibited and non-inhibited chemical regimes. As in the previous site, all scenarios with 371 
100% ERLs (C10) but one (C10IT) lead to a situation with strong NH3 limitation, H2SO4 inhibition and negative 372 
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interaction terms (data points at the bottom left of Figure 6b). However, unlike the previous site, the combined 100% 373 
reduction of IND and TRA (C10IT) in MI leads to a H2SO4 limited regime. Thus, all 100% ERL scenarios lead to a 374 
strengthening of the H2SO4 inhibited chemical regime, which is relatively weak in the base case. As already observed 375 
in CR_P, the interaction terms at 50% and 20% ERLs are negligible, with the exception of AGR – TRA (C5AT). 376 
Among these scenarios, all those involving AGR reductions lead to regimes where NH4NO3 formation is limited by 377 
NH3 and inhibited by H2SO4 (data points to the left of the corresponding base case). On the contrary, most scenarios 378 
not involving AGR (F5IT, F2IT, except C5IT) lead to situations where NH4NO3 formation is more limited by NH3 379 
(data points to the right of the corresponding base case) while the inhibition by H2SO4 is uncertain since data points 380 
remain close to the boundary between the two regimes.  381 

 382 
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 383 

 384 

Figure 6: Plot of the interaction terms (ĉ) in three selected sites with different chemical regimes versus the gas ratio (Ansari 385 
and Pandis, 1998). a) CR_P: Cremona province, b) MI: Milan and c) RA_P: Ravenna province. C: CAMx and F: FARM. 386 
10, 5 and 2 indicate the 100%, 50% and 20% ERLs, respectively. A: agriculture, I: industry and T: transport. White 387 
background indicates negligible interaction terms. 388 

In RA_P, both base cases are in a regime of NH4NO3 formation limited by NH3. However, for CAMx base case 389 
simulation NH4NO3 formation is not inhibited by H2SO4 while this is case for the FARM base case (Figure 6c). As in 390 
CR_P, the CAMx 100% scenarios in which AGR is reduced lead to decrease in GR and negative interaction terms 391 
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(data points at the bottom left), while the one involving the interaction IND-TRA (C10IT) leads to an increase in GR 392 
and positive interaction term (data points at the top right). All scenarios in which AGR is reduced lead to NH3 393 
limitation and in most cases also H2SO4 inhibition chemical regimes (data points to the left of the respective base 394 
case). On the contrary, the scenarios in which only combustion sources (TRA and IND) are reduced lead to regimes 395 
where NH4NO3 formation is limited by NH3 (data points to the right of the corresponding base case) and not inhibited 396 
by H2SO4 (with some data points close to the boundary between the two regimes).  397 

Among the scenarios at 50% and 20% ERLs, those involving AGR and IND lead to the highest absolute interaction 398 
terms, of which some (C5AI, F2AI) are negative and clearly different from zero (non-linearity) with the exception of 399 
F5AI that presents a negligible interaction term. The higher interaction terms for the AGR-IND scenarios with respect 400 
to the other sites may be related to the greater importance of IND compared to TRA in this particular region. 401 

The numerical relationship between the interaction terms and the gas ratio delta (i.e. the difference between the gas 402 
ratio in one run and the corresponding base case) varies from site to site and, therefore, it is not possible to define 403 
acceptability thresholds valid for the entire domain. 404 

4. Final remarks Conclusions 405 

The theoretical analysis carried out by Clappier et al. (2017) applying factor decomposition was further developed in 406 
this study by undertaking a real source apportionment exercise using a CTM models in an area with a complex 407 
meteorology and chemistry, namely the Po Valley.  408 

The interaction terms of the factor decomposition measure the consistency between the impacts obtained with single 409 
source reductions compared to those of multiple source reductions. Consequently, they are also suitable indicators of 410 
the non-linearity between the sum of the sources’ mass concentration and the PM10 total mass concentration. In 411 
addition, the interaction terms used in association with the GR provide evidence about the relationships between 412 
changes in the chemical regime (e.g. limiting precursor, competition) and the non-linear response of PM10 413 
concentrations to emissions reductions.  414 

The analysis of the single secondary inorganic constituents of PM10 combined with interaction terms and GR made it 415 
possible to identify a series of mechanisms that influence the non-linear response of these pollutants when emission 416 
reduction scenarios are applied to a real particulate pollution case: near double counting, precursor- limited chemical 417 
regime, competition between precursors, thermodynamic equilibrium and compensation. 418 

The results of this study confirm that due to the key role of NH3 in the formation of SIA in the Po Valley, the strongest 419 
non-linear response of PM10 concentrations to emissions reductions is associated with the AGR-TRA reduction 420 
scenarios. The differences in PM10 attributed to AGR applying the TS and the BF approaches at 100% emission 421 
reduction level reach a factor 2. On the other handMoreover, the competition between HNO3 and H2SO4 to react with 422 
NH3 leads to a modest non-linear response of PM10 in scenarios where TRA and IND are reduced simultaneously, 423 
especially in areas with important SO2 emissions. Tests carried out in the study area about RES indicate a very little 424 
non-linearity associated with this source, likely due to the dominance of the primary fraction, including a considerable 425 
amount of carbonaceous constituents. 426 

The factors that trigger differences in SA between the TS and the BF approaches also lead to non-linearity among 427 
different levels of emission reduction. For PM10, this non-linearity is higher between 100% and the other reduction 428 
levels and is mainly observed in scenarios involving AGR reductions where the differences may reach a factor of 3-429 
4, and to a lesser extent to scenarios involving TRA where differences are ca. 10%. This is due to a) the almost 430 
complete suppression of NH3 when turning off AGR while turning off TRA leaves other strong sources of SO2 and 431 
NOx active, and b) the fact that limiting precursors’ effect is only observable for ERL below 100%. Moreover, the 432 
present study shows that even when the secondary inorganic components of PM10 present a non-linear behaviour 433 
in their annual averages, the PM10 response may result linear due to the compensation between different constituents. 434 
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It was also observed that in the majority of the tested scenarios at 50% and 20% ERLs, interaction terms are either 435 
negligible or remain low (a few percent of the base case concentrations). In these conditions, the TS and the BF 436 
approaches provide comparable results. Such findings were confirmed in this study by the direct comparison between 437 
these two approaches that provided highly comparable spatial patterns and quantification of the role (contribution or 438 
impact) of IND, TRA and RES sources.  439 

Due to its high emission levels and stagnation of air masses, the situations potentially leading to non-linear responses 440 
are common in the Po Valley making this region particularly suitable to study this kind of phenomena. The results of 441 
the study suggest that AGR is the most important source from this point of view: a number of scenarios involving the 442 
reduction of emission from AGR lead to non-linear responses of PM10. This is due to the key role of NH3, whose only 443 
significant source is AGR, in the formation of secondary inorganic aerosol (SIA) in the test area. In addition, scenarios 444 
with high AGR emissions reduction (e.g. 100%) lead to a shift of the NH4NO3 formation chemical regime. One of the 445 
implications of these findings is that when there is a strong non–linear response (e.g. 100% reduction of AGR) it is 446 
not appropriate to sum the impacts obtained with single source reductions to estimate the combined effect of more 447 
than one source, Furthermore, in case of AGR emission reduction extrapolating the results of moderate ERL scenarios 448 
to stronger ERL (e.g. greater than 50%, as shown in figure 4) is discouraged too. Likewise, in such situations, the use 449 
of TS results to derive information about emission reduction impact can be totally misleading. 450 

The findings of the present work about PM10 are also valid for the behaviour of PM2.5. In the runs used for this study 451 
these two size fractions present the same geographical patterns and values because the difference between them (the 452 
coarse fraction) is mainly primary and thus expected to respond linearly to emissions reduction. 453 

5. Conclusions 454 

Considering the complexity of computing the Stein and Alpert decomposition for all the possible combinations of 455 
source reductions (due to the high number of required runs), this work aims to provide a picture of the conditions that 456 
give rise to non-linear response of PM10 yearly averages for the reduction of single sources. Such picture is intended 457 
as a contribution to simplify the tests needed in common modelling practice to detect non-linear responses by allowing 458 
practitioners to focus on the situations that are more likely to be associated with non-linearity.  459 

Due to its high emission levels and stagnation of air masses, the situations giving rise to non-linear responses are 460 
common in the Po Valley making this region particularly suitable to study this kind of phenomena. The results of the 461 
study suggest that AGR is the most important source from this point of view: a number of scenarios involving the 462 
reduction of emission from AGR lead to non-linear responses of PM10. This is due to the key role of NH3, whose only 463 
significant source is AGR, in the formation of secondary inorganic aerosol (SIA) in the test area. In addition, scenarios 464 
with high AGR emissions reduction (e.g. 100%) lead to a shift of the NH4NO3 formation chemical regime. One of the 465 
implications of these findings is that when there is a strong non–linear response (e.g. 100% reduction of AGR) it is 466 
not appropriate to sum the impacts obtained with single source reductions to estimate the combined effect of more 467 
than one source.  468 

Finally, it is important to stress the complementarity of the BF and TS are different but complementary techniques. 469 
Understanding how they work is necessary to adopt the one which is most suitable for the purposes of the work. On 470 
the one hand, BF is the best choice to assess the response of the air quality system to changes in the emission rates. 471 
For instance, this approach emphasises better the key role of agriculture and is then most suitable for planning 472 
purposes. On the other hand, TS is most valuable when the focus is on the actual mass transferred from sources to 473 
receptors in the situation described in the base case, . It is, therefore, most appropriate for studying the health impact 474 
of sources because the effect of pollutants depends on the dosewhile BF is the best choice to test what is the response 475 
of the air quality system to changes in the emission rates. An option to emphasise the role of agriculture with this 476 
approach would be to develop a version based on the molar ratios instead of the mass. However, assessing the 477 
usefulness of such approach would require a new full set of tests. 478 

One of the main outcomes of this study is that in most situations (linear response) the two approaches provide similar 479 
results for the annual averages, which is the time averaging required for long-term air quality indicators. However, for 480 
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shorter time windows (daily, seasonal averages or pollution episodes) the non-linearities are likely be more prominent. 481 
If there is a clear non-linear response, precaution is needed in the interpretation of the results from both approaches: 482 

- in BF it is not appropriate to sum of the impact of the sources obtained by single source reduction because 483 
they may not match the total PM while  484 

- in TS there could be a distortion in the allocation of secondary aerosol because it does not account for indirect 485 
effects (Mircea et al, 2020; Thunis et al., 2019). 486 

Moreover, in case of non- linear responses, also extending the results of BF for a specific ERL to another (e.g. 20 to 487 
50 or 100%) could be misleading?. 488 

To overcome the limitations of strong non-linear responses on source apportionment the only option is to run a 489 
scenario analysis with the exact combination of emission reductions for all the sources at once so all the interactions 490 
among them leading to secondary compounds are accounted for. However, this approach is valid only for one specific 491 
situation. 492 

The methodology proposed in this study provides the means to identify non-linear responses to promote a more 493 
mindful use of source apportionment techniques. The ultimate goal of which is to inform more effective air quality 494 
plans with a consequent more efficient use of economic resources and a faster achievement of air quality standards to 495 
protect human health and ecosystems. 496 
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Appendix A 610 

A1) Interaction terms 611 

The interaction terms in the factor decomposition (Stein and Alpert, 1993) reflect the consistency between single 612 
source emission reduction and contemporary reduction of more than one source and are indicators of the non-linear 613 
response of particulate matter (PM10 or PM2.5) concentration to single source reductions. 614 

A1.1) Binary interactions  615 

Binary interactions describe the situation of two precursors  and  emitted by two different sources A and B, 616 

respectively, that react in atmosphere to form the secondary compound  + → . C denotes the change in the 617 

concentration of as a consequence of applying the same percentage of reduction to sources A and B separately or at 618 

the same time. The binary interaction term (ĉAB) is the difference between C() due the contemporary reduction of 619 

both sources and the sum of C() due to the reduction of each single source: 620 

ĉAB = CAB - CA -CB      (A1) 621 

A1.2) Ternary interactions  622 

By analogy, ternary interactions refer to the interplay of three sources A, B and C each emitting one precursor 623 

(and χ, respectively) which react among each other in atmosphere for example as follows:  624 

 + →        (A2) 625 

→        (A3) 626 

       (A4) 627 

The ternary interaction term is a function of C() resulting from the reduction of all three sources at once, of C() 628 
resulting from the reduction of each single source at a time, and of the ĉ for all the combinations of binary source 629 
reductions as described below (see also eq. 1): 630 

ĉABC = CABC - CA -CB-CC- ĉAB – ĉAC - ĉBC   (A5) 631 

A2) Situations giving rise to non-linearity  632 

This section analyses in detail the situations that may lead to non-linearity. Most of these situations are visible in 633 
binary interactions, however, competition is only observable in ternary interactions. The different binary interactions 634 
that are part of ternary interactions may represent different situations described in this section, some of which 635 
leading to non-linearity and others not.  636 

A2.1) Double counting 637 

This interaction takes place when the concentrations of the emitted precursors (  are close to the stoichiometric 638 
ratios and consequently none of them is limiting the reaction or is in excess. In addition, no compensation mechanisms 639 

(see Section A2.5) take place and there are no other precursors competing for the reaction between  and . Under 640 
these circumstances, the application of the brute force (BF) approach leads to a 100% reduction of the concentration 641 

of  when reducing the emissions of either source A or B by 100%. This is called “double counting” because the sum 642 
of the scenario where only A is reduced by 100% and the one where only B is reduced by 100% is exactly the double 643 
of the mass of the scenario when both sources A and B are reduced at once. This situation is described in the equation 644 
below: 645 
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CAB = 1/2 (CA +CB)      (A6) 646 

in other words, the ΔC of the contemporary reduction of A and B is the half of the sum of the ΔC of the single 647 
reductions of A and B, respectively. In this situation, ĉAB is negative and its absolute value is the highest and is equal 648 
to the ΔC of A and B, which are equal to each other. 649 

ĉAB = -CA = -CB = -1/2 (CA +CB)    (A7) 650 

A perfect double counting is a theoretical situation that does not take place in the “real-world” formation of secondary 651 
inorganic aerosol (SIA) because of the influence of other factors such as reversible reactions and pH feedback on 652 
solubility (deliquescent particles). Consequently, in this study we observe situations near to double counting where 653 
the interaction terms are strongly negative, like the one described below. 654 

Let’s consider the reaction NH3 + HNO3 → NH4NO3, where A is the source of NH3 and B is the one of HNO3 and 655 
concentrations in ppb are denoted by [NH3] = a and [NO3] = b. When setting Gas Ratio (GR, Ansari & Pandis, 1998) 656 
= 1, [SO4

2-] = 0.5 ppb (about 2 µg.m-³ׇ) and assume particles to be deliquescent, then d[PM]/d[NH3] = 2.5 and 657 

d[PM]/d[NO3] = 0.6. Under these circumstances, a 50% reduction of source A leads to a decrease in PM of CA = 2.5 658 

× a/2; a 50% reduction of source B leads to a decrease in PM of CB = 0.6 × b/2; and a simultaneous 50% decrease of 659 

emissions from both A and B leads to a PM decrease of CAB = a/2 + b/2. The actual interaction term is: 660 

ĉAB_actual = CAB - CA -CB = – 0.75 a + 0.2 b  661 

while according to eq. (A7) the double counting interaction term is ĉAB_DC = -0.625 a - 0.15 b 662 

Since near the stoichiometric ratio a is similar to b, the actual interaction term is close to but less negative than the 663 
double counting interaction term. 664 

A2.2) Precursor limited chemical regime 665 

Most commonly, the concentrations of the precursors significantly differ from the stoichiometric ratio and 666 
consequently one of them acts as limiting factor or limiting precursor (in the example below the one emitted by source 667 

A, which implies CA > CB). In this case, the emission reduction can lead to two different situations: 668 

2.2a) the reduction of the emissions causes a decrease of the non-limiting precursor () concentration lower or 669 

equal to the its excess with respect to the limiting precursor () leading to an interaction equal to zero because 670 

CB  is zero and CAB = CA. 671 

ĉAB = CAB - CA -CB  = 0    (A8) 672 

In this case the potential interaction does not take place 673 

2.2b) the reduction of the emissions of source B is enough to reduce the concentration of precursor  by more 674 

than its excess with respect to  leading to a negative ĉAB with lower absolute value than the double counting. 675 

0 > ĉAB > -1/2(CA +CB)      (A9) 676 

In this case there is a situation of less than double counting 677 

Less than double counting is an intermediate situation between no interaction and the maximum interaction which is 678 
the double counting and the interaction terms are always negative. 679 

The limitation regime can only be observed when source reductions are less than 100% because, unless the same 680 
precursor is emitted by other sources or transported from other areas (see Section A2.5), the complete removal of the 681 
precursor leads to the complete removal of its products.  682 
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In the real world, situations where NH4NO3 formation is limited by free NH3 availability (GR<1) or total nitrate 683 
availability (GR>1) are common. However, due to feedback processes, the impact of reducing the emissions of a non-684 
limiting precursor is small but not null, while the one of reducing the emissions of a limiting precursor may be 685 
smoothed by the NH4NO3 equilibrium (see Section A2.4). 686 

A2.3) Competition  687 

The interaction between two sources A and B can be affected by a third one C when the precursors emitted by the two 688 
sources B and C compete to react with the one emitted by source A (See eqs. A2 and A3). In the formation of SIA, 689 
there is competition between HNO3 and H2SO4 to react with NH3 to produce ammonium nitrate and ammonium 690 
sulfate, respectively. HNO3 derives from NOx emissions emitted i.a. by road transport (there are other sources), H2SO4 691 
mainly comes from SO2 emitted by industry, and NH3 is mainly emitted from agriculture. 692 

In situations where the formation of SIA is not limited neither by H2SO4 nor by HNO3 availability (and conditions are 693 
favourable to the formation of (NH4)2SO4), the reaction H2SO4 + NH3 produces 1 mol of (NH4)2SO4 every 2 mols of 694 
NH3 while the reaction HNO3 + NH3 produces 1 mol of NH4NO3 for every mol of NH3. The yield of aerosol in terms 695 
of mols of the second reaction is twice the one of the first reaction.  The difference of mass in µg/m-3 is as follows: 696 

The reaction 2 NH3 + H2SO4 → (NH4)2SO4 leads to 3.9 µg.m-³ PM from 1 µg.m-³ NH3.  697 
The reaction NH3 + HNO3 → NH4NO3 leads to 4.7 µg.m-³ PM from 1 µg.m-³ NH3. 698 

Consequently, when the SO2 emissions are reduced in an NH3-limited regime and HNO3 replaces H2SO4 to react with 699 
NH3 there is an increase in the PM concentration. 700 

In order to quantify the abovementioned competition it is necessary to compute the interaction between at least three 701 
sources at once (eq. A5).  702 

The competition in a three-source system may lead to negative C (= increase in PM10) for the single IND reduction 703 
scenarios which results in positive binary IND-TRA interaction terms (see Section 3.4). The effect is also observed in 704 
the TRA impact on sulfate and the IND impact on nitrate. 705 

A2.4) Equilibrium with solid NH4NO3 706 

The analysis of the previous cases is valid for unidirectional or irreversible chemical reactions. However, in the 707 
atmosphere the reaction products, nitrate and ammonium, are in thermodynamic equilibrium with the reagents 708 
ammonia and nitric acid:  709 

HNO3 + NH3 ↔ (NO3
-, NH4

+)      (A10) 710 

The actual concentrations of reagents and products depends on the ratio between the kinetics of the reaction in either 711 
direction. For the conditions in which particulate ammonium nitrate is in solid state (non-deliquescent particles), the 712 
equilibrium constant K of this reaction is the product of the reagent gas phase concentrations [HNO3(g)] and [NH3(g)]: 713 

K = [HNO3(g)] [NH3(g)]        (A11) 714 

Any emission reduction leading to decreases in HNO3 and/or NH3 gas phase concentrations by a factor q shall lead to 715 
the shifting of the equilibrium towards the gas phase (volatilisation) of a concentration of ammonium nitrate C so 716 
that the equilibrium (K = [HNO3(g)]  [NH3(g)]) is reached again. 717 

If in the base case, the concentrations of the reagents are a= [NH3(g)] and b= [HNO3(g)] : 718 
In case only the source of ammonia (A) is reduced, C=CA with K= (b+CA) (a/q+CA) (A12) 719 

In case only the source of nitric acid precursors (B) is reduced, C=CB with K= (b/q+CB) (a +CB) (A13) 720 
In case both sources are reduced, C=CAB with K= (a/q+CAB) (b/q +CAB) (A14) 721 
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Solving these second order equations for different emission reductions (represented by q in eq. A 12-14) shows that 722 
the inequality CAB < CA +CB (i.e. ĉAB < 0) is always observed (Figure A1). Moreover, the interaction terms vary 723 
in a non-linear way with respect to the emission reduction becoming less negative when the system moves away from 724 
stoichiometric conditions (Figure A1). 725 

 726 

Figure A1: Variation of the interaction terms as a function of the NH3 and HNO3 emissions reduction for different 727 
stoichiometric ratios ranging from non-limited regime (r=1) to strongly limited regime (r=16). Calculations were performed 728 
for conditions in which K = 4 ppb². 729 

A2.5) Compensation  730 

In addition to the determinants described in the previous sections, which are mainly associated with the modellistic 731 
approaches used to estimate source impacts and with atmospheric chemistry, there are other factors that may alter the 732 
linearity of the relationship between the emission reductions ΔE and the response ΔC. In this section, we generically 733 
refer to such alterations as compensation. 734 

Compensation are all the processes taking place in real world conditions which alter the ΔC expected to result from a 735 
given ΔE in a theoretical exercise (either at the single cell or at the entire grid level), leading to interaction terms 736 
different from those expected only on the basis of applied emission reduction. 737 

Compensation of precursor emissions: the actual emission reduction (E) of one precursor is lower than the 738 
expected E in a system with few sources because in a complex system, like the one analysed in this study, there are 739 
other sources of the same precursor in the grid. Consequently, the reduction of its concentration (C) may not be 740 
proportional to the reduction (E) of one emission source. 741 

Compensation of precursor concentrations: the actual C is different from the one expected from E because there 742 
is import (advection) of this precursor from neighbouring grid cells or export (advection or deposition) from the 743 
considered grid cell. 744 

Below are presented examples on how the compensation may affect the interaction terms in different chemical 745 
regimes.  746 

a) The compensation alters the excess of the non-limiting precursor when emissions from not-considered sources or 747 
advection from other cells contribute significantly to the concentration of this precursor and consequently prevent the 748 
applied emission reduction from triggering a non-linear response (see Section A2.2). 749 

b) The compensation alters the chemical regime. This can occur in different ways.  750 
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b1) Emissions from not-considered sources or advection processes are such that they keep the concentration of a 751 
limiting precursor at the stoichiometric ratio with other precursors leading to  larger negative interactions terms than 752 
those expected (see Section A2.1). 753 

b2) Advection or deposition processes may reduce the level of a non-limiting precursor to levels close to the 754 
stoichiometric ratio with other precursors and consequently lead to more negative interaction terms as described in 755 
Section A2.1. 756 

b3) Compensation may also alter the concentration of a precursor which is in competition with another. For instance, 757 
when the emissions from three major sources (e.g. AGR, TRA, IND) are reduced, other sources (e.g. energy industry, 758 
residential heating) may become predominant in controlling the chemical regime of SIA formation, which may result 759 
in novel inhibition or competition situations (e.g. Section A2.4). 760 


