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data time series by Leufen et al.

I find that the changes made by the authors in this revision address the
concerns I raised in my previous review. There continue to be a few issues
with language, some of which I have highlighted below. I recommend that the
authors pass through the manuscript once more with an eye towards readability.

Once these minor changes have been made, this manuscript should be ready
to be accepted at GMD.

1 Minor Comments

1. Line 86: This is an iterative procedure, a single iteration is called epoch
→ This optimisation is an iterative procedure and each iteration is called
an epoch

2. Line 104: As underlying coding language python (Python Software Foun-
dation, 2018, release 3.6.8) was used for two major reasons → python
(Python Software Foundation, 2018, release 3.6.8) was used as the under-
lying coding language python for two major reasons

3. Line 109: Secondly, python is currently the language in the ML commu-
nity to Secondly, python is currently the language of choice in the ML
community

4. Line 122: and introduces labels in form of dimensions to and introduces
labels in the form of dimensions

5. Line 151: all local paths for the experiment itself but also for data are
created to all local paths for the experiment and data are created

6. Line 161: Right after, the actual training starts to The actual training
starts subsequently

7. Line 162: If performance improved compared to previous cycles to If per-
formance improves as compared to previous cycles

1



8. Line 163: In this way, the final model is the best training model according
to validation performance. to Needs to be reworded

9. Line 186: data retrieval, preparation and provision of a single data origin
to Not sure what “single data origin” means here

10. Line 224: we expand the number of precedent time steps to we increase the
number of observations? Not entire sure what is the best way to reword
this. But precedent time steps is awkward.

11. Line 261-62: Even if the batch data could be used further, they serve
rather as auxiliary files. to Could you elaborate this further? I’m unclear
what this means.

12. Line 353: MLAir offers a high number to MLAir offers a large number

13. Line 400: feature the parameter upsamling to feature the parameter up-
sampling

14. Line 433: temporal resolution of the data is set with sampling: What
datatype is required here? int/float/datetime?
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