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Abstract. It has been well known that ocean surface gravity waves have enormous effects on physical 9 

processes at the atmosphere–ocean interface. However, the effects of surface waves on global forecast 10 

in several days are less studied. To investigate this, we incorporated the WAVEWATCH III model into 11 

the Climate Forecast System Model version 2.0 (CFS2.0), with the Chinese Community Coupler version 12 

2.0 (C-Coupler2). Two major wave-related processes, the Langmuir mixing and the sea surface 13 

momentum roughness, were considered. Extensive comparisons were performed against in-situ buoys, 14 

satellite measurements and reanalysis data, to evaluate the influence of the two processes on the forecast 15 

of sea surface temperature, mixed layer depth, significant wave height, and 10-m wind speed. A series 16 

of 7-day simulations demonstrate that the newly developed atmosphere-ocean-wave coupling system 17 

could improve the CFS global forecast. The Langmuir mixing parameterization could increase the 18 

vertical movement of water and effectively reduce the warm bias of sea surface temperature and shallow 19 

bias of mixed layer depth in the Antarctic circumpolar current in austral summer, whereas the significant 20 

wave height and 10-m wind speed are insensitive to it. On the other hand, the modified momentum 21 

roughness length could significantly reduce the overestimated 10-m wind speed and significant wave 22 

height in mid-high latitudes. This is because the enhanced frictional dissipation at high wind speed could 23 
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reduce 10-m wind speed and consequently decrease the significant wave height. But its effect on the 24 

temperature structure in upper ocean is less obvious. 25 

1 Introduction 26 

Ocean surface gravity waves play an important role in modifying physical processes at the atmosphere–27 

ocean interface, which can influence momentum, heat, and moisture fluxes across the air-sea interface 28 

(Li and Garrett 1997; Taylor and Yelland, 2001; Moon et al., 2004; Belcher et al., 2012; Moum and 29 

Smyth, 2019). For instance, ocean surface waves can modify the ocean surface roughness to influence 30 

the marine atmospheric boundary layer and thus change the momentum, latent heat, and sensible heat 31 

transfer (Taylor and Yelland, 2001; Moon et al., 2004). The breaking waves inject turbulent kinetic 32 

energy in the upper ocean, which can enhance the mixing process (Terray et al. 1996). Nonbreaking 33 

surface waves can also affect mixing in the upper ocean by adding a wave-related Reynolds stress (Qiao 34 

et al., 2004). The wave-related Stokes drift interacts with the Coriolis force and produces the Coriolis-35 

Stokes force (Hasselmann 1970). The shear of Stokes drift is a critical reason for the generation of 36 

Langmuir circulation, which could significantly deepen the mixed layer by strong vertical mixing process 37 

both at climate scale (Li and Garrett 1997; Belcher et al., 2012) and at weather scale (Kukulka et al., 38 

2009). If sea ice is present, the interaction of wave, ocean and atmosphere is further complicated (Kohout 39 

and Meylan, 2008; Squire et al., 2009).  40 

As Fox-Kemper et al. (2019) expected, the improvement to atmosphere-ocean coupling with a better 41 

presentation of the effects of surface gravity waves, is one of the challenges and focuses in ocean 42 

modeling for the next decade. Regional coupled models were developed to study tropical cyclones, storm 43 

surge and other coastal processes at small or medium scales (e.g. Prakash et al., 2018; Ricchi et al., 2017; 44 
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Pianezze et al., 2018; Wu et al., 2019). The Coupled Ocean-Atmosphere-Wave-Sediment Transport 45 

Modeling System (COAWST) developed by Warner et al. (2010) is one of well-known fully-coupled 46 

models, which includes effects of wave-state-dependent ocean surface roughness, radiation stress, 47 

bottom stress and Stokes drift-related processes. The COAWST has been well applied in various 48 

locations such as the South China Sea (Sun et al., 2019; Wu et al., 2019), Bay of Bengal (Prakash et al., 49 

2018) and Mediterranean (Ricchi et al., 2017). On the other hand, the coupled models with a wave 50 

component at global scale were primarily developed for long-term climate research (e.g. Qiao et al. 2010; 51 

Breivik et al. 2015; Chune, et al. 2018; Fan et al., 2012; Fan and Griffies, 2014; Li et al. 2016, 2017). 52 

The effects of waves on short term forecast at global scale have been considered negligible for long time. 53 

Since the impact of wave-related processes is important not only for the synoptic processes but also for 54 

the frequent interactions at multiple spatial scales as aforementioned, it is of great interest to investigate 55 

the effects of surface ocean waves on short-term forecast in a global atmosphere-ocean-wave system 56 

with suitable presentations of wave-related processes. 57 

To realize a fully-coupled modeling system, establishing suitable connections between the wave 58 

component and the atmosphere/ocean component are crucial. In coupled systems, commonly the 59 

atmosphere and ocean components provide 10-m winds and surface currents, sometimes with other 60 

variables such as sea surface temperature and water depth, to the wave model as forcing fields (Chen et 61 

al. 2007; Warner et al. 2010; Breivik et al. 2015; Li et al. 2016; Pianezze et al., 2018). Compared to a 62 

single wave model, in which the inputted reanalysis datasets usually have an interval more than 3 hours, 63 

the forcing fields in the wave component have a finer time interval (Fan et al., 2012). Meanwhile, the 64 

wave component sends wave parameters, such as wave length, period and significant wave height, to the 65 

atmosphere and ocean components. These wave parameters could be used in various wave-related 66 
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parameterizations. In this study, we coupled the WAVEWATCH III to the Climate Forecast System 67 

Model (CFS) using the Chinese Community Coupler version 2.0 (C-Coupler2). We mainly considered 68 

two effects induced by waves at the ocean-atmosphere interface, surface roughness and Langmuir cells 69 

induced mixing. This is because both processes have strong influences on momentum and energy fluxes 70 

across the air-sea interface and could effectively improve the simulation results (e.g. Fan et al., 2012; 71 

Fan and Griffies, 2014; Li et al. 2016, 2017). Four series of 7-day forecasts were produced with this 72 

system. The performance of the system was then compared with observations and reanalysis data. 73 

Sensitivity experiments with various wave parameterizations were carried out to evaluate the 74 

contributions of surface roughness and Langmuir mixing to the changes of atmosphere and ocean. In 75 

addition, the performance of various wave parameterizations was evaluated as well. The analysis is 76 

structured as follows: methods and a set of experiments with various parameterizations are described in 77 

Section 2; the observation and reanalysis data are introduced in Section 3, and the results of experiments 78 

are evaluated against these available data in Section 4; a summary and discussion follow in Section 5. 79 

2 Methods and Experiments 80 

2.1 Coupling WAVEWATCH III with CFS2.0 81 

The version 5.16 of WAVEWATCH III (WW3; WAVEWATCH III Development Group, 2016) 82 

developed by the National Oceanic and Atmospheric Administration/National Centers for Environmental 83 

Prediction (NOAA/NCEP) has been incorporated into the Climate Forecast System Model, version 2.0 84 

(CFS2.0; Saha et al., 2014) as a new model component. The latitude range of WW3 is 78°S–78°N with 85 

a spatial resolution of 1/3°; the frequency range is 0.04118-0.4056Hz and the total number of frequencies 86 

is 25; the number of wave directions is 24 with a resolution of 15°; the maximum global time step is 450 87 
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s and the minimum source term time step is 300 s. The CFS contains two components, the global 88 

forecasting system (GFS; details about the GFS are available at 89 

http://www.emc.ncep.noaa.gov/GFS/doc.php) as the atmosphere component and the modular ocean 90 

model version 4 (MOM4; Griffies et al., 2004) as the ocean component. The MOM4 is integrated on a 91 

nominal 0.5° horizontal grid with enhanced horizontal resolution in the tropics, and has 40 vertical levels; 92 

the vertical spacing is 10 m in the upper 225 m, and then increases in unequal intervals to the bottom at 93 

4478.5 m. The GFS uses a spectral triangular truncation of 126 waves (T126) in the horizontal, which is 94 

equivalent to a grid resolution of nearly 100 km, and 64 sigma-pressure hybrid layers in the vertical. The 95 

time steps of both MOM4 and GFS are 180 s. 96 

This coupled system uses the Chinese Community Coupler version 2.0 (C-Coupler2; Liu et al., 2018) for 97 

interpolating and passing variables between its atmosphere, ocean, and wave components, to guarantee 98 

each component receives inputs and supplies outputs on its own grid. The C-Coupler2 is a common, 99 

flexible and user-friendly coupler, which contains dynamic 3-D coupling system and enables variables 100 

to remain conserved after interpolation. The variables are exchanged every other time step, which in 101 

atmosphere and ocean components is 180 s, and in wave component is 450 s.  102 

A schematic diagram of the coupled atmosphere-ocean-wave system is shown in Fig. 1. As illustrated, 103 

WW3 is two-way coupled with MOM4 and GFS, through the C-Coupler2. WW3 is forced by 10-m wind 104 

from GFS and sea surface current from MOM4, and then generates and evolves the wave action density 105 

spectrum. Meanwhile, the momentum roughness length is passed to GFS from WW3 (see section 2.3), 106 

and the surface Stokes drift velocity is passed to MOM4 (see section 2.2). In this study, both the CFS 107 

and WW3 use warm boots; the daily initial fields at 00:00 for CFS are generated by the real time 108 

operational Climate Data Assimilation System (CDAS; Kalnay et al., 1996), downloaded from the CFS 109 
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official website (http://nomads.ncep.noaa.gov/pub/data/nccf/com/cfs/prod). To get initial conditions for 110 

WW3, a single WW3 model is set up synchronously (see section 2.4).  111 

 112 

Figure 1. A schematic diagram of the atmosphere-ocean-wave coupled modeling system. The arrows indicate the 113 

coupled variables that are passed between the model components. In the diagram, z0, Lat, us(0), U10, and Usurf 114 

are momentum roughness length, turbulent Langmuir number, surface Stokes drift velocity, 10-m wind and surface 115 

current, respectively.  116 

2.2 Parameterizations of Langmuir Mixing 117 

2.2.1 McWilliams and Sullivan (2000) Parameterization 118 

McWilliams and Sullivan (2000) improved the turbulent velocity scale W in KPP by introducing an 119 

enhancement factor 𝜀 , to account for both boundary layer depth changes and nonlocal mixing by 120 

Langmuir turbulence. In their work, they indicated W (W=𝑘𝑢∗/𝜙, where 𝑢∗ is the surface friction 121 

velocity, 𝜙 is the dimensionless flux profile, and k=0.4 is the von Kármán constant) varies in proportion 122 

to the turbulent Langmuir number, that is, 123 

W =
𝑘𝑢∗

𝜙
𝜀, (1) 

𝜀 = √1 + 0.08𝐿𝑎t
−4, (2) 
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where 𝐿𝑎t is the turbulent Langmuir number. And 𝐿𝑎t is defined as 124 

𝐿𝑎t = √
𝑢∗

|𝑢𝑠(0)|
, (3) 

with 𝑢𝑠(0) is the surface Stokes drift velocity. Hereafter, we refer to this parameterization as MS2K.  125 

Furthermore, the enhanced W will influence the calculation of boundary layer depth. In KPP the 126 

boundary layer depth is determined as the smallest depth at which the bulk Richardson number equals 127 

the critical value 𝑅𝑖cr = 0.3, that is, 128 

𝑅𝑖𝑏(ℎ) =
𝑔ℎ[𝜌𝑟−𝜌(ℎ)]

𝜌0[|𝑢𝑟−𝑢(ℎ)|
2+𝑊2]

= 𝑅𝑖cr, (4) 

where 𝑔 is acceleration of gravity, 𝜌 is density, u is velocity, 𝜌𝑟 is surface density, 𝑢𝑟 is surface 129 

velocity, 𝜌0 is an average value and h is the boundary layer depth. Hence, when W is enhanced, the 130 

boundary layer depth h is deepened accordingly. 131 

2.2.2 Van et al. (2012) Parameterization 132 

Based on the work of McWilliams and Sullivan (2000), Van et al. (2012) proposed a different formula 133 

for the enhancement factor, and a projected Langmuir number considering the misalignment of winds 134 

and waves. They suggested a projected Langmuir number, 135 

𝐿𝑎proj = √
𝑢∗cos⁡(𝛼)

|𝑢𝑠(0)|cos⁡(𝜃𝑤𝑤−𝛼)
, (5) 

𝛼 ≈ 𝑡𝑎𝑛−1[
𝑠𝑖𝑛𝜃𝑤𝑤

𝑢∗
𝑢𝑠(0)𝑘

ln(|
ℎ

𝑍1
|)+𝑐𝑜𝑠𝜃𝑤𝑤

]. (6) 

Here α is the angle between wind and Langmuir cell, 𝜃𝑤𝑤 is the angle between Stokes drift and wind, 136 

and 𝑍1 is the four times of the significant wave height. In this case, Van et al. (2012) suggested the form 137 

of 𝜀 should be 138 
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𝜀 = |𝑐𝑜𝑠𝛼|√1 + (3.1𝐿𝑎proj)
−2 + (5.4𝐿𝑎proj)

−4. (7) 

In the work of Li et al. (2016) these parameterizations corresponding to alignment and misalignment of 139 

winds and waves (referred to as VR12-AL with α≡0 and VR12-MA with α not zero) were employed in 140 

a coupled global climate model. As Li et al. (2016) illustrated, the difference between the effects of 141 

VR12-AL and VR12-MA is not significant, owing to the limitation of coarse resolution which cannot 142 

accurately represent the refraction by coasts and current features. Besides, the VR12-MA will certainly 143 

increase the runtime due to increased variables to be transferred from wave to ocean. Considering all 144 

above, we employ the VR12-AL parameterization. In VR12-AL, the 𝐿𝑎proj (Eqn. 5) reduces to 𝐿𝑎t 145 

(Eqn. 3). 146 

2.3 Parameterizations of Momentum Roughness 147 

In a coupled model, the estimates of momentum, latent heat, and sensible heat fluxes between atmosphere 148 

and ocean are critically important. These fluxes are in part determined by surface roughness length, which 149 

can be converted to drag coefficient.  150 

In GFS, the Charnock relationship (Charnock, 1955) is used to parameterize the momentum roughness 151 

length as 152 

𝑧𝑐ℎ =
𝑧0𝑔

𝑢∗
2 . (8) 

Here 𝑧0 is the roughness length, and 𝑧𝑐ℎ = 0.014 is the constant Charnock number. The corresponding 153 

scatterplot of 𝑧0  in GFS versus 10-m wind speed is shown in Fig.2 (black dots). The 𝑧0  in GFS 154 

increases relatively slowly with increasing wind speed, especially at high winds.  155 
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 156 

Figure 2. Scatterplot of momentum roughness length z0 (m) in various source term packages versus 10-m wind 157 

speed (m/s).  158 

In WW3, input of momentum and energy by wind, and dissipation for wave-ocean interaction are two 159 

important terms (combined as input-dissipation source term) in the energy balance equation 160 

(WAVEWATCH III Development Group, 2016). Several different packages to calculate the input-161 

dissipation source term (ST) are offered in the WW3 version 5.16, and the most commonly used ones 162 

are ST2 (Tolman and Chalikov, 1996), ST3 (Janssen, 2004; Bidlot, 2012), ST4 (Ardhuin et al., 2010), 163 

and ST6 (Zieger et al., 2015). In ST4 package, wind speed is assumed to satisfy the traditional logarithmic 164 

profile in the neutral boundary layer 165 

𝑈10 =
𝑢∗

𝑘
log⁡(

𝑧10

𝑧0
), (9) 

where 𝑈10 is 10-m wind speed, and 𝑧10 is the corresponding height (10 m). The same relationship is 166 

also used in ST2 package (Tolman and Chalikov, 1996). And the roughness length 𝑧0 is obtained from 167 

this relationship in ST4 and ST2 (purple and yellow dots in Fig.2). Fan et al., (2012) indicated that the 168 

𝑧0  in ST2 increases rapidly with wind speed at high winds and results in the fast-increasing drag 169 

coefficient, which is inconsistent with the drag coefficient leveling off for extremely high wind speed in 170 
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observation and laboratory experiments. Although the rising trend of ST4 is slightly slower than that of 171 

ST2, the rapid increase of 𝑧0 at high winds still exists. For this reason, the ST6 calibrated with flux 172 

parameterization FLX4 was proposed by Zieger et al. (2015) and accounts for the saturation of the sea 173 

drag at high wind speeds (green dots in Fig.2). However, the drag coefficient in ST6 is calculated by 174 

wind speed only without wave state considered, and this does not accord with the fact.  175 

To solve these problems, Fan et al., (2012) suggested an improved parameterization for 𝑧0  in ST2 176 

(referred to as ST2-FAN). In ST2-FAN, 𝑧0 is calculated by the improved Charnock relationship, in 177 

which the Charnock number is not a constant but depends on the wave state (Moon et al., 2004), that is, 178 

𝑧0𝑔

𝑢∗
2 = 𝑎(

𝑐𝑝𝑖

𝑢∗
)𝑏, (10) 

𝑎 =
0.023

1.0568𝑈10
, 𝑏 = 0.012𝑈10, (11) 

where 𝑐𝑝𝑖 is the phase speed of dominant wind-forced waves.  179 

In this study, we chose the ST4 package to calculate the input and dissipation term, since ST4 has shown 180 

the best performance in the simulation of significant wave height (SWH) at global scale (compared in 181 

section 2.4), which is consistent with the study of Stopa et al (2016). Fan et al. (2012)’s parameterization 182 

was then applied in ST4 (referred to as ST4-FAN) to obtain new 𝑧0. The estimates of 𝑧0 from ST2-183 

FAN and ST4-FAN are shown in blue and dark red dots of Fig.2, respectively. The fast-rising trend of 184 

𝑧0 at high wind speed is obviously restrained. And 𝑧0⁡from ST4-FAN is generally smaller than that from 185 

ST2-FAN. 186 

2.4 Initialization of WAVEWATCH III 187 

The initial wave fields were generated from the 10-day simulations starting from rest in a single WW3 188 

model. To minimize the biases of the initial wave fields, we ran simulations with ST2, ST3, ST4, and 189 
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ST6 source terms respectively, and compared the results. Besides, two 10-m wind datasets were used 190 

and compared as the wave model forcing, namely the Cross-Calibrated Multi-Platform (CCMP; Atlas et 191 

al., 2011) data and the fifth generation European Centre for Medium-Range Weather Forecasts (ECMWF) 192 

Reanalysis (ERA5; Hersbach and Dee, 2016) data. After comparisons, the ST4 source term with ERA5 193 

wind forcing, which generated the minimum SWH bias (Table S1 in the supplementary), was applied to 194 

generate initial wave fields for all experiments listed in Table 1. 195 

Table 1. List of Numerical Experiments 196 

Experiments WW3 to MOM4 WW3 to GFS 

CTRL None None 

VR12-AL-ONLY VR12-AL parameterization  None 

Z0-ONLY None 𝑧0 from ST4 

VR12-AL-Z0 VR12-AL parameterization 𝑧0 from ST4 

MS2K-Z0 MS2K parameterization 𝑧0 from ST4 

VR12-AL-Z0-FAN VR12-AL parameterization 𝑧0 from ST4-FAN 

2.5 Set of Experiments 197 

A series of numerical experiments was conducted to evaluate the effects of Langmuir mixing 198 

parameterizations and momentum roughness lengths on the ocean and atmosphere in four 7-day periods, 199 

January 3 to 10, 2017, July 1 to 8, 2018, August 3 to 10, 2018, and January 1 to 8, 2019.  200 

The reference experiment (CTRL) is a one-way coupled experiment, in which GFS and MOM4 provide 201 

10-m wind and sea surface current to WW3, whereas no variables transmission from WW3 to CFS. The 202 

results of CFS in CTRL are consistent with the corresponding CFS Reanalysis data (Saha et al., 2010). 203 

For each time period, five sensitivity experiments were carried out. The first is VR12-AL-ONLY 204 

simulation, in which the VR12-AL parameterization is added in MOM4. The second is Z0-ONLY 205 
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simulation, in which the original 𝑧0 in GFS is replaced by 𝑧0 from WW3 ST4 source term. Then based 206 

on the VR12-AL-ONLY simulation, the VR12-AL-Z0 simulation is performed with 𝑧0 from WW3 ST4 207 

source term in GFS. The MS2K-Z0 simulation is similar to the VR12-AL-Z0 simulation, but using the 208 

MS2K instead of VR12-AL. The last experiment is the VR12-AL-Z0-FAN, in which 𝑧0 is generated 209 

by the ST4-FAN source term in WW3 and other settings remain the same as VR12-AL-Z0.   210 

3 Data 211 

Sea surface temperature (SST), profiling temperature and salinity, 10-m wind speed (WSP10), and 212 

significant wave height (SWH) from observations and reanalysis datasets are used to evaluate the 213 

simulation results. 214 

The daily average satellite Optimum Interpolation SST (OISST) data is obtained from the National 215 

Oceanic and Atmospheric Administration (NOAA), with 0.25°×0.25° resolution (Reynolds et al., 2007; 216 

https://www.ncdc.noaa.gov/oisst). The global Argo observational profiles of temperature and salinity (Li 217 

et al., 2019) is from China Argo Real-time Data Center (www.argo.org.cn). The fifth generation 218 

European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA5) datasets of 219 

WSP10 and SWH with a spatial resolution of 0.5° and a temporal resolution of 1 hour are also used 220 

(Hersbach and Dee, 2016; https://cds.climate.copernicus.eu/cdsapp#!/dataset/ reanalysis-era5-single-221 

levels). Additionally, the WSP10 and SWH observations from the available National Data Buoy Center 222 

(NDBC) buoy data (https://www.ndbc.noaa.gov), and the along-track SWH from Jason-3 satellite 223 

measurements (https://aviso-data-center.cnes.fr) Geophysical Data Record (GDR) with precise orbit and 224 

an orbital velocity of 7.2 km/s are applied for comparison purposes.  225 
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4 Results  226 

4.1 SST and Mixed Layer Depth (MLD) 227 

The application of Langmuir mixing parameterization in KPP can change the SST, because the modified 228 

turbulent vertical velocity scale enhances surface ocean mixing, which tends to reduce SST. In the study, 229 

the distribution pattern of biases is almost unchanged within 7 days. But the magnitude of the biases 230 

slightly increases with time, and the influences of parameterizations also become more obvious. Without 231 

loss of generality, we compared the distributions of SST on the 4th day as the intermediate state, and the 232 

similar distributions on the last day are also shown in Figs. S1&S2 of the supplementary. Figure 3 and 233 

Figure 4 show the distribution maps of daily average SST in CTRL (Fig.3a&4a), its bias (Fig.3b&4b) 234 

and percentage absolute difference of the bias from experiments versus the CTRL (Fig. 3c-g and Fig. 4c-235 

g), on January 7, 2017 and August 7, 2018 (the 96th-120th hours), respectively. Here the bias is defined 236 

as SST in CTRL minus OISST. And to highlight the differences of other experiments versus the CTRL, 237 

the percentage absolute differences (PAD) of the bias are computed as PAD =
|𝑦𝑠̂−𝑦|−|𝑦𝑐̂−𝑦|

|𝑦|
× 100%, 238 

where y is OISST, 𝑦𝑐̂ is simulated SST in CTRL and 𝑦𝑠̂ is simulated SST in other experiments (Fig. 239 

3c-g and Fig. 4c-g). A negative value of PAD indicates that the error is smaller compared to CTRL, and 240 

vice versa. 241 
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 242 

Figure 3. The daily average SST (℃) in CTRL, its bias in CTRL and percentage absolute difference of bias on 243 

January 7, 2017: a the SST in CTRL, b the SST bias between CTRL and OISST (CTRL minus OISST), c/d/e/f/g the 244 

percentage absolute difference between VR12-AL-ONLY/Z0-ONLY/VR12-AL-Z0/VR12-AL-Z0-FAN/MS2K-Z0 245 

and CTRL. The absolute difference is a percentage computed as PAD =
|𝑦𝑠̂−𝑦|−|𝑦𝑐̂−𝑦|

|𝑦|
× 100%, where y is OISST, 246 

𝑦𝑐̂  is simulated SST in CTRL and 𝑦𝑠̂ is simulated SST in other experiments, so a negative value means that the 247 

error is smaller than that of CTRL, and vice versa. 248 

https://doi.org/10.5194/gmd-2020-327
Preprint. Discussion started: 29 October 2020
c© Author(s) 2020. CC BY 4.0 License.



15 

 

 249 

Figure 4. As Fig. 3, but for the daily average SST (℃) in CTRL, its bias in CTRL and absolute difference of bias 250 

on August 7, 2018. 251 

As shown in Fig. 3a and 3b, the global mean SST in CTRL is approximately 15.71℃, which is close to 252 

the mean SST from OISST (approximately 15.22℃), and the average RMSE is about 0.50℃ in CTRL. 253 

The simulated SST is generally overestimated, and the large biases (>1.10℃) are mainly distributed at 254 

locations with active mesoscale vortices and frontal instability, such as the Kuroshio extension, the 255 

Peruvian upwelling, the Gulf Stream and the Antarctic Circumpolar Current (ACC; Fig. 3b). The 256 

Langmuir mixing can enhance the vertical turbulent velocity, and thus after introducing it the simulations 257 

should cool the surface waters and reduce warm biases in locations where Stokes drift related turbulence 258 
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kinetic energy is large (Belcher et al., 2012; Li et al. 2016). The warm bias of SST in VR12-AL-ONLY 259 

(Fig. 3c) is clearly decreased near the ACC, because of the strong Langmuir mixing. More than 5% bias 260 

reduction is achieved. The SST estimates are also improved by 5-11% in the Okhotsk Sea and the Bering 261 

Sea. But there is no clear change elsewhere. This is consistent with the distribution of relatively high 262 

SWH (Fig. 6a). In Fig. 3d, the SST improvements vanish, whereas in Fig. 3e and 3f the bias distributions 263 

are almost identical to Fig. 3c, indicating that the SST is insensitive to the change of surface roughness 264 

(𝑧0). In contrast, the biases from MS2K-Z0 (Fig. 3g) get worse in general, due to too much mixing 265 

induced by MS2K parameterization, which has cooled down the surface ocean greatly. As a result, 266 

although the warm bias in ACC is greatly reduced, the cold bias is enhanced in mid latitudes (Fig. 3g). 267 

Compared to the simulations in January, the simulations with VR12-AL parameterization in August show 268 

less improvements, especially in ACC, where the SST bias even partially increases (Fig. 4c, e, f) because 269 

of the reduced warm bias during austral winter in the south of 50°S (Fig. 4b). These results are consistent 270 

with the studies of Belcher et al. (2012) and Li et al. (2016), which indicated that the improvements of 271 

simulation by Langmuir mixing parameterizations in Southern Ocean are obvious mainly in austral 272 

summer but not winter. To examine the robustness of these variations, two tests from January 1 to 8, 273 

2019 and from July 1 to 8, 2018 were conducted. The results are in good agreement with the previous 274 

simulations (Figs. S7&S8 in the supplementary). Similarly, the SST in August also becomes too cold in 275 

MS2K-Z0 (Fig. 4g), especially in the mid latitude regions of the Northern Hemisphere, where the SST 276 

is already underestimated in CTRL (Fig. 4b). 277 

In order to further evaluate the direct effect of Langmuir mixing parameterizations, we compared the 278 

mixed layer depth (MLD) of all experiments with that of Argo profiles, since MLD could be deepened 279 

by the Langmuir mixing. The simulated temperature and salinity were interpolated onto the positions of 280 
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Argo profiles at the nearest time. The MLD was then estimated as the depth where the change of potential 281 

density reaches the value corresponding to a 0.2℃ decrease of potential temperature with unchanged 282 

salinity from surface (de Boyer Montégut et al., 2004). Considering the less improvements to the SST 283 

simulation by Langmuir mixing in August than in January, here we only compared the results of MLD 284 

in January, 2017. Comparisons of the MLDs between numerical experiments and Argo data in the ACC 285 

(0-360°E, 45-78°S) are shown in Fig. 5. Both the MS2K (dark red) and VR12-AL (yellow, blue and 286 

green) parameterizations lead to deepened MLD, compared to CTRL (orange). Noticeably, too much 287 

mixing introduced by MS2K parameterization results in the over-deepening of MLD. Considered the 288 

enhanced mixing effect resulted by Langmuir turbulence, when the simulated MLD in CTRL is shallower 289 

than observation (black), the bias is reduced in VR12-AL, such as the period from 6:00 on January 9 to 290 

0:00 on January 10. However, when the simulated MLD in CTRL is overestimated, application of VR12-291 

AL parameterization tends to increase the bias on the contrary, such as 0:00 on January 9. All in all, the 292 

biases of MLDs are reduced by Langmuir mixing. In addition, similar to the SST simulations, the 293 

differences of MLDs generated by different 𝑧0 in VR12-AL-ONLY (yellow), VR12-AL-Z0 (blue) and 294 

VR12-AL-Z0-FAN (green) are quite few, indicating that the effect of surface roughness on upper ocean 295 

is not significant. This is also consistent with the fact that the result of Z0-ONLY (purple) has little 296 

difference with CTRL.  297 
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 298 

Figure 5. The time series of domain-averaged (0-360°E, 45-78°S) mixed layer depth (MLD; m; upper panel) and 299 

MLD bias versus Argo profile data (simulations minus Argo; lower panel). The time intervals are 6 hours. 300 

4.2 Significant Wave Height (SWH) and Wind Speed at 10 m (WSP10) 301 

To evaluate the performance of the wave simulation, the simulated SWHs were compared with Jason-3 302 

GDR along-track quality-checked altimeter measurements and the ERA5 reanalysis data. Here we 303 

compared the Jason-3 data and simulations at 00:00 (the Jason-3 data within 20 min from 00:00 were 304 

applied), and interpolated the simulated SWHs at 00:00 onto the satellite orbit. The 7-day averaged SWH 305 

correlation coefficients, skill scores and RMSEs from 00:00 on Jan 3, 2017 to 00:00 on Jan 10, 2017 are 306 

documented in Table 2. Compared with CTRL, experiments with coupled 𝑧0 show improvements to the 307 

SWH simulation, especially the VR12-AL-Z0-FAN. Although the improvements are not quite large, 308 

because those are the global average results, whereas the significant improvements mainly distribute in 309 
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the mid-high latitudes (Fig.6&7). The best results (with the highest correlation coefficient, the lowest 310 

RMSE and the highest skill score) in 6 experiments are marked in bold, all of which are from VR12-AL-311 

Z0-FAN. Compared with CTRL, the RMSE in VR12-AL-Z0-FAN reduces 5.0%. In addition, we also 312 

calculated the difference between Jason-3 data and ERA5 reanalysis data (Table 2). The small bias 313 

suggests that the ERA5 data is reliable for comparison with the global distribution of simulations. And 314 

remarkably, the results of VR12-AL-Z0-FAN are close to ERA5. In the simulation starting from Aug 3, 315 

2018, the correlation coefficient, skill score and RMSE of CTRL are 0.79, 0.86 and 0.68, and those of 316 

ERA5 are 0.88, 0.93 and 0.43. The difference between CTRL and ERA5 is larger, so there is more 317 

potential for improvement. Similarly, the best results in 6 experiments are still from VR12-AL-Z0-FAN, 318 

of which the RMSE is 0.61 and reduces 10.0%. 319 

Table 2. 7-day Averaged Correlation Coefficient, RMSE and Skill Score of SWH in Simulations and ERA5 versus 320 

the Jason-3 Observation from 00:00 on Jan 3, 2017 to 00:00 on Jan 10, 2017. Bold marks represent the highest 321 

correlation coefficient, the lowest RMSE and the highest skill score (except ERA5); the RMSE and skill score (SS) 322 

are calculated as RMSE=√∑ (𝑦𝑖̂ − 𝑦𝑖)
2/𝑛𝑛

𝑖=1  and SS=1 −
∑ (𝑦𝑖̂−𝑦𝑖)

2𝑛
𝑖=1

∑ (|𝑦𝑖̂−𝑦𝑖̅|+|𝑦𝑖−𝑦𝑖̅|)
2𝑛

𝑖=1

, respectively, where 𝑦𝑖̂ is simulated 323 

value or ERA5 data, 𝑦𝑖  is Jason-3 observation and 𝑦𝑖̅  is the average, i=1,n and n is the total number of 324 

measurements in the Jason-3 orbit. 325 

 

Correlation Coefficient 

(P<0.01) 

RMSE Skill Score 

CTRL 0.85 0.60 0.91 

VR12-AL-ONLY 0.85 0.61 0.90 

Z0-ONLY 0.85 0.58 0.91 

VR12-AL-Z0 0.85 0.58 0.91 

MS2K-Z0 0.82 0.60 0.89 

VR12-AL-Z0-FAN 0.86 0.57 0.92 

ERA5 0.87 0.51 0.92 

To further investigate the effect of wave-related processes on the simulated distribution of SWH biases, 326 
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we also compared the simulated SWH with the ERA5 data. Figure 6 and Figure 7 show the distributions 327 

of SWHs in CTRL (Fig.6a&7a), its bias (Fig.6b&7b) and percentage absolute difference of bias from 328 

experiments versus the CTRL (Fig. 6c-g and Fig. 7c-g) at 00:00 on January 7, 2017 and August 7, 2018 329 

(the 96th hour), respectively. On January 7, 2017, the global mean SWH in CTRL is approximately 2.50 330 

m, which is higher than the mean SWH from ERA5 (approximately 2.31 m). The average RMSE is about 331 

0.48 m in CTRL. Large biases (> 1.0 m) appear in the ACC area and the mid-high latitudes of the 332 

Northern Hemisphere (Fig.6a&b). On August 7, 2018, the global mean SWH in CTRL is approximately 333 

2.65 m and higher than that from ERA5 (approximately 2.35 m) with 0.60 m RMSE. The high SWH 334 

areas in the mid-high latitudes of the Northern Hemisphere during January disappeared (Fig. 7a) with 335 

reduced overestimated bias (Fig.7b), whereas the SWHs in ACC became higher with the maximum bias 336 

of more than 3 m. In VR12-AL-ONLY experiments (Fig.6c&7c), compared with the CTRL, there are 337 

few differences, which indicates that the introducing of Langmuir mixing has little influence on wave 338 

state. Noticeably, in Z0-ONLY and VR12-AL-Z0 after introducing the wave-related 𝑧0 to GFS, the 339 

overestimated biases have decreased, and in most regions the improvements are more than 5% (Fig.6d&e; 340 

Fig.7d&e). Compared Fig. 6b (7b) and Fig. 6d (7d), it is clear that the improvements mainly appear in 341 

regions where SWHs are overestimated, indicating that the wave-related 𝑧0 can reduce the SWH. In 342 

VR12-AL-Z0-FAN (Fig.6f&7f), the 𝑧0 from ST4-FAN parameterization (Fig. 2) has resulted in the 343 

global reduction of SWHs. As a result, the bias has decreased (increased) in areas where SWHs are 344 

overestimated (underestimated) in CTRL (Fig.6f&7f). The results in MS2K-Z0 are similar with that in 345 

VR12-AL-Z0 (Fig.6g&7g), and this again illustrates that the SWH simulation is not as sensitive to 346 

Langmuir mixing as to 𝑧0. 347 
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 348 

Figure 6. The SWH (m) in CTRL, its bias in CTRL and percentage absolute difference of bias on January 7, 2017: 349 

a the SWH in CTRL, b the SWH bias between CTRL and ERA5 (CTRL minus ERA5), c/d/e/f/g the percentage 350 

absolute difference between VR12-AL-ONLY/Z0-ONLY/VR12-AL-Z0/VR12-AL-Z0-FAN/MS2K-Z0 and CTRL. 351 

The absolute difference is a percentage computed as PAD =
|𝑦𝑠̂−𝑦|−|𝑦𝑐̂−𝑦|

|𝑦|
× 100%, where y is the SWH from ERA5, 352 

𝑦𝑐̂  is simulated SWH in CTRL and 𝑦𝑠̂ is simulated SWH in other experiments, so a negative value means that the 353 

error is smaller than that of CTRL, and vice versa. 354 

https://doi.org/10.5194/gmd-2020-327
Preprint. Discussion started: 29 October 2020
c© Author(s) 2020. CC BY 4.0 License.



22 

 

 355 

Figure 7. As Fig. 6, but for the SWH (m) in CTRL, its bias in CTRL and absolute difference of bias on August 7, 356 

2018. 357 

The waves in WW3 are mainly generated by the 10-m winds, since the effect of sea surface current is 358 

much weaker. The comparisons of the WSP10 from numerical experiments with the ERA5 wind data 359 

(Fig.8&9) indicate that the overestimated WSP10 (red shaded areas in Figs.8b&9b) could lead to the 360 

overestimated SWH (red shaded areas in Fig.6b&7b). In Z0-ONLY and VR12-AL-Z0 (Fig.8d&e; 361 

Fig.9d&e), after introduced the 𝑧0 from ST4 in GFS, the biases of overestimated WSP10 are reduced 362 

and so are the biases of the SWH. In VR12-AL-Z0-FAN, the decrease of WSP10 is slightly weaker than 363 

those in VR12-AL-Z0 (Figs. 8f&9f), due to the 𝑧0 from ST4-FAN which is lower than that from ST4 364 
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at high winds (Fig. 2). With the combined effect of strong mixing and surface roughness in MS2K-Z0, 365 

the WSP10s decrease more (Figs.8g&9g). The similar SWH and WSP10 distributions at the last second 366 

(the 168th hour) are also shown in Figs. S3-S6 of the supplementary, with both the increase and decrease 367 

in biases due to the parameterizations becoming stronger. Moreover, the additional tests from January 1 368 

to 8, 2019 and from July 1 to 8, 2018 also demonstrate the robustness of these results (Figs. S9-S12 in 369 

the supplementary). 370 

 371 

Figure 8. The WSP10 (m/s) in CTRL, its bias in CTRL and percentage absolute difference of bias on January 7, 372 

2017: a the 10-m wind in CTRL, b the 10-m wind bias between CTRL and ERA5 (CTRL minus ERA5), c/d/e/f/g 373 

the percentage absolute difference between VR12-AL-ONLY/Z0-ONLY/VR12-AL-Z0/VR12-AL-Z0-FAN/MS2K-374 

Z0 and CTRL. The absolute difference is a percentage computed as PAD =
|𝑦𝑠̂−𝑦|−|𝑦𝑐̂−𝑦|

|𝑦|
× 100% , where y is 375 
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WSP10 from ERA5, 𝑦𝑐̂   is simulated WSP10 in CTRL and 𝑦𝑠̂  is simulated WSP10 in other experiments, so a 376 

negative value means that the error is smaller than that of CTRL, and vice versa. 377 

 378 

Figure 9. As Fig. 8, but for the WSP10 (m/s) in CTRL, its bias in CTRL and absolute difference of bias on August 379 

7, 2018. 380 

To demonstrate the relationship of SWH and WSP10 more clearly, we calculated the 7-day mean absolute 381 

percentage error (MAPE) for SWH and WSP10 between simulation results and NDBC buoy data 382 

(locations shown in Fig. 10). In general, the difference of SWH corresponds well to the difference of 383 

WSP between CTRL and ERA5 (shaded areas in Fig. 10). The lower the MAPE, the better the 384 

performance of the simulation. The corresponding MAPE differences compared with CTRL for the other 385 

https://doi.org/10.5194/gmd-2020-327
Preprint. Discussion started: 29 October 2020
c© Author(s) 2020. CC BY 4.0 License.



25 

 

5 simulations are shown in Fig. 11, where a negative value means that the error is reduced versus CTRL 386 

and vice versa. From Fig. 11, it is clear that the distribution of MAPE for SWH (Fig. 11a&c) is in 387 

accordance with that for WSP10 (Fig. 11b&d). In the areas with overestimated SWH and WSP10, such 388 

as location 5 on January, 2017 (Fig. 10a&b) and location 3 on August, 2018 (Fig. 10c&d), after applying 389 

the wave-related 𝑧0  in VR12-AL-Z0 and VR12-AL-Z0-FAN, the improvements of MAPEs are 390 

manifest for both SWH and WSP10 (Fig. 11). However, for the areas with underestimated SWH and 391 

WSP10, or with few biases, such as location 7, 8 on January, 2017 (Fig. 10a&b), the introduction of the 392 

wave-related 𝑧0 slightly increases the MAPEs (Fig. 11a&b). Besides, although it has been indicated 393 

that the SWH is not sensitive to Langmuir mixing (Fig. 6c&7c), from Fig. 11 it is seen that as for the 394 

WSP10, VR12-AL-Z0 could perform better than Z0-ONLY, such as at location 10 on August, 2018 (Fig. 395 

11d). This is probably because the enhanced turbulence kinetic energy in Langmuir mixing 396 

parameterization leads to more kinetic energy input from air to sea, which consequently results in the 397 

reduced surface wind speed. 398 

 399 

Figure 10. The locations of NDBC buoy data on Jan, 2017 (a, b) and Aug, 2018 (c, d); Shaded areas are SWH biases 400 
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(a, c) and WSP10 biases (b, d) between CTRL and ERA5 (CTRL minus ERA5). 401 

 402 

Figure 11. The mean absolute percentage error (MAPE) differences for SWH (a, c) and WSP10 (b, d) between 403 

VR12-AL-ONLY/Z0-ONLY/VR12-AL-Z0/VR12-AL-Z0-FAN/MS2K-Z0 and CTRL (MAPE in VR12-AL-404 

ONLY/Z0-ONLY/VR12-AL-Z0/VR12-AL-Z0-FAN/MS2K-Z0 minus MAPE in CTRL) on Jan, 2017 (a, b) and Aug, 405 

2018 (c, d); the MAPE is calculated as MAPE=(100% 𝑛⁄ )∑ |
𝑦𝑖̂−𝑦𝑖

𝑦𝑖
|𝑛

𝑖=1 , where 𝑦𝑖̂ is simulated value, 𝑦𝑖 is NDBC 406 

buoy observation, i=1, 7; blank is missing value. 407 

To understand the physical mechanism of how 𝑧0 parameterization affect the SWH and WSP10, the 408 

scatterplot of various 𝑧0 in ST4, ST4-FAN and original GFS need to be recalled (Fig. 2). The 𝑧0 in 409 

WW3 with ST4 source term (purple dots) is larger than the original 𝑧0 in GFS (black dots) at high wind 410 

speed (> 15m/s). The larger 𝑧0 enhances frictional dissipation, therefore reduces the WSP10. And thus, 411 

the⁡overestimated high WSP10s in CTRL are reduced in Z0-ONLY and VR12-AL-Z0. Furthermore, in 412 

regions like ACC, the overestimated WSP10s usually generate overestimated SWHs, therefore the 413 

reduced WSP10s could lead to the decrease of SWHs, and then improve the SWHs simulation in Z0-414 

ONLY and VR12-AL-Z0. The ST4-FAN 𝑧0 parameterization (dark red dots in Fig. 2) in VR12-AL-Z0-415 

FAN has smaller 𝑧0  at high wind speed than in ST4, however the generated 𝑧0  at high wind (the 416 

threshold is less than ST4 and about 12m/s) is still larger than the original⁡𝑧0 in GFS. Therefore, in 417 
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VR12-AL-Z0-FAN the reduction of the overestimated WSP10 in high wind areas is slightly weaker than 418 

that in VR12-AL-Z0, and so is the overestimated SWHs. Noticeably, the 𝑧0 generated by ST4-FAN is 419 

larger than that generated by ST4 for WSP10 less than 15m/s, and enhances frictional dissipation, which 420 

could result in decreased SWHs at low winds. Thus, in VR12-AL-Z0-FAN the SWHs decrease globally, 421 

leading to reduced biases for overestimated SWHs but enhanced biases for underestimated SWHs. 422 

5 Summary and Discussion 423 

To investigate the role played by ocean surface gravity waves on atmosphere and ocean interface in a 424 

coupled global atmosphere-ocean-wave modeling system in a relatively short time range, we 425 

implemented the version 5.16 of WW3 to CFS2.0 for global oceans from 78oS-78oN, using the C-426 

Coupler2. In this coupled system, the WW3 was forced by 10-m wind generated in GFS and sea surface 427 

current generated in MOM4. Langmuir mixing parameterizations, and momentum roughness length (𝑧0) 428 

parameterizations were applied and compared against in-situ buoys, satellite measurements and ERA5.  429 

The effects of waves on forecasting were examined in two winters and two summers. The results for the 430 

same season are consistent.  431 

The following key results were found: 432 

1. Langmuir mixing parameterizations could effectively reduce the SST and deepen MLD by 433 

generating strong vertical movements for 7-day forecasting. It is beneficial for areas with large 434 

errors of SST, such as the ACC. Particularly, the application of VR12-AL parameterization 435 

(Van et al. 2012) could significantly reduce the warm bias of SST and shallow bias of MLD in 436 

ACC in January, whereas its effects are nil in August. In contrast, the vertical mixing generated 437 

by MS2K parameterization is so strong that the SST is too cold and the MLD is too deep 438 
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compared with the observations.  439 

2. With the application of ST4-FAN (Fan et al. 2012) for surface roughness length (𝑧0 ), 𝑧0 440 

becomes larger at high wind conditions, and leads to increased frictional dissipation at ocean-441 

atmosphere interface. As a result, the overestimated wind speeds (usually in mid-high latitudes) 442 

are reduced. The reduced wind speeds subsequently decrease SWHs, and thus the 443 

overestimated SWHs produced by previously overestimated wind are also reduced. 444 

As shown in Fig. 3, the Langmuir mixing induced SST improvements are mainly distributed in mid-high 445 

latitudes. SST biases also appeared in tropical oceans. In the work of Chune et al. (2018), the Nucleus 446 

for European Modelling of the Ocean (NEMO) model was one-way coupled with the Météo-France wave 447 

model (MFWAM) to refine the momentum as well as the energy flux across the air-sea interface. 448 

Consequently, the SST cold bias in the tropics is reduced. This offers a next direction to improve the 449 

global ocean forecast. Besides, some other processes such as nonbreaking wave-induced upper ocean 450 

mixing (Qiao et al., 2004), may also lead to improvements. 451 

There still remain some biases in the coupled system, probably owing to the inaccuracy of coarse 452 

resolution, the incompleteness of direct wave-current interaction processes, and the deficiency of a 453 

unified assimilation system. In addition, to further improve the model and eliminate the biases, as Breivik 454 

et al. (2015) proposed, extra adjusting of the individual model components in the coupled systems is also 455 

necessary. All of these require further efforts to investigate efficient methods that can improve the ability 456 

of the fully coupled system.  457 

Code and data availability 458 

The code developed for the coupled system can be found under https://doi.org/10.5281/zenodo.4125726 459 

(Shi et al., 2020), including the coupling, preprocessing, run control and postprocessing scripts. The 460 
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initial fields for CFS are generated by the real time operational Climate Data Assimilation System, 461 

downloaded from the CFS official website (http://nomads.ncep.noaa.gov/pub/data/nccf/com/cfs/prod). 462 

The daily average satellite Optimum Interpolation SST (OISST) data are obtained from NOAA 463 

(https://www.ncdc.noaa.gov/oisst), and the National Data Buoy Center (NDBC) buoy data are also 464 

obtained from NOAA (https://www.ndbc.noaa.gov). The Argo observational profiles of temperature and 465 

salinity are available at China Argo Real-time Data Center (www.argo.org.cn). The ERA5 reanalysis are 466 

available at the Copernicus Climate Change Service (C3S) Climate Date Store 467 

(https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels). The along-track 468 

Jason-3 satellite data are obtained from AVISO CNES Data Center (https://aviso-data-center.cnes.fr). 469 
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