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General Comments

This manuscript uses a convolutional neural network (CNN) architecture called Supres
(short for Super Resolution) to downscale temperature and precipitation from ERA-
Interim resolution (81 km) to PRISM resolution (4 km). The manuscript compares
Supres to two WRF simulations, one at 25 km and one at 4 km. Downscaling from an
81 km dataset to a 4 km dataset with CNNs is a very outstanding result; it is further-
more surprising and significant that the neural network only required 9 years of training
data for this task. I recommend the paper for publishing after addressing the following
comments. My general comments are outlined below:
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1) Historical Downscaling: This paper downscales ERA-Interim, which is a historical
reanalysis product, using CNNs. In the discussion section, I suggest that the author
discuss the scientific significance of downscaling this dataset. What is the benefit of
downscaling a purely historical reanalysis product with CNNs? Why not just use PRISM
for high-resolution climate data?

a) WRF-based downscaling can be applied to future climate, by forcing WRF with
GCMs instead of ERA-Interim. However, CNNs are not as flexible, since a CNN trained
on ERA-Interim likely cannot be applied to downscale GCMs simulating future climate.
This is because CNNs struggle with extrapolation; a CNN trained on ERA-Interim may
not be able to extrapolate to new datasets (e.g. GCMs) that are different from the
training dataset (in this case, ERA-Interim). I include more comments about this in #3
below.

b) (Line 371) “a broad application can be further explored including downscaling GCMs’
simulations.” Because of CNNs’ weakness for extrapolating to new datasets, I think it
would be more appropriate to use CNNs to downscale WRF-25 km or to postprocess
WRF-4km, as there are WRF simulations also available for future climate states.

2) Deep Learning Innovation: In the introduction, the authors present this framework:
“Previous studies used mostly basic and early-stage deep learning strategies. . . the
present study aims to incorporate up-to-date deep learning schemes for network de-
sign” (Line 62-63, 73-74). Compared to other CNN-based downscaling papers (e.g.
Vandal et. al. 2017), it is not clear what the new schemes of Supres are. The Vandal
et. al. architecture also leverages ReLU nonlinearities, batch normalization layers, L2
loss, and convolutional layers with a specified stride. Do the new schemes refer to
skip connections and the learning rate scheduler? All of the above components are
standard components of CNNs.

a) Using the current introduction and framing, I would expect the paper to show how
the new aspects of the architecture (for instance, skip connections or a learning rate
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scheduler) lead to improvements over existing CNN architectures.

b) Instead, I would recommend changing the introduction to talk in more depth about
Empirical Statistical Downscaling (ESD), as CNNs are a form of ESD. I recommend that
the author contextualizes CNNs in terms of other ESD algorithms and research, such
as bias corrected spatial disaggregation or bias correction and constructed analogs.
What are the advantages and disadvantages of CNNs compared to existing methods?
I suggest that the authors provide references to ESD algorithms and their discussion.

c) To be clear, I certainly do not think it is necessary for every paper using CNNs to
develop a new architecture in order to be published. Rather, I think that this paper
should change its framing to emphasize evaluating CNNs in the context of other ESD
algorithms and WRF.

3) Stationarity: A common problem with ESD algorithms is that there is uncertainty
if the statistical relationship between the low-resolution and high-resolution data will
change with climate change. This challenge exists for CNN-based downscaling as
well. This problem might be accentuated for CNNs, as their architectures with millions
of parameters represent complex, nonlinear functions. Compared to simpler, more
interpretable ESD methods (such regression-based methods which use fewer tunable
parameters), CNNs may exhibit even more unexpected behavior in a warmer climate
and in simulations of a warmer climate. How could the CNN trained in this paper be
used in new contexts?

a) Of course, the questions and discussions in the above point do not have to be fully
addressed and solved in this paper. However, I think it would be useful to bring them
up in the discussion section with respect to future directions of this work. Additionally, I
think for this paper, it would be satisfactory to evaluate the neural network on the years
2010-2019 in addition (even though WRF data will be unavailable) to validate whether
the performance degrades in recent, warmer years.

4) Bias Correction: In certain sections of the paper, I recommend comparing Supres to
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monthly-bias-corrected data from WRF. a) In figure 2 and 5, I recommend bias correct-
ing WRF at each grid point using a 2 year training set and then evaluating WRF and
Supres on the remaining 8 years. This would help address the acknowledgment (Lines
255-257) that the neural network is being optimized to match PRISM, while WRF is not
being fed the PRISM dataset.

b) In figure 3, 4, and 7, I suggest that the author bias corrects ERA-Interim and
WRF4km using a 2 year train set. Alternatively (and equivalently), I suggest that the
data in the left plot of Figure 3 be plotted as an anomaly of yearly average temperature.

Specific Comments

1) (Section 2.3.3). Often, when training neural networks on high-resolution climate
data, the limiting factor is GPU memory. In this section, I recommend that the author
list the GPU memory requirements of Supres, the name of the GPU model (e.g. Volta,
Tesla, Titan), and the memory of the GPUs used. Additionally, in the attached code, I
see that there is a method for FP16 architectures using the apex Python package’s au-
tomatic mixed precision capability. For reproducibility, I recommend adding a sentence
indicating if the model results shown used mixed precision.

2) (Line 298) I suggest adding a figure to support the statement “elevation details [are]
the key supporting information to reconstruct the spatial details.” A saliency map indi-
cating the relative importance of the elevation information, compared to other variables,
would support this statement. Alternatively, a comparison between two CNNs would
also support the statement: one CNN trained with elevation information and one CNN
trained without elevation information. If the CNNs’ performances are significantly dif-
ferent, then the elevation field is crucial to making the high-resolution maps.

3) (Line 116) “The receptive field is defined as the area where the convolutional filters
can influence.” I suggest rewording this statement. A convolutional filter influences the
whole image, since by definition, the filter is convolved over the whole image. However,
in this context, I believe that the intention was to define the receptive field as the 3x3
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window of the convolutional kernel.

4) (Figure 4) Why are the x axes labelled “T2 Mean”? If the figure is showing the
distribution of daily temperatures, when is temperature being averaged? Should the x
axis be changed to “Daily Temperature”?

5) (Table 1) Section 2.2 of the Liu et. al., 2017, paper indicates that the 4 km WRF
simulations are forced by ERA-Interim, yet Table 1 indicates that they are forced by
NARR. What is the reason for the discrepancy?

6) (Line 252-253) Are these mean absolute error metrics on the test set? Or are they
on the entire period (1981-2010)? To be reliable metrics, they should be only calculated
from the test set, and if they are only calculated on the test set, I suggest that the author
explicitly state this information.

7) (Figure 5) The Supres and WRF figures in the bottom row are very difficult to see.
The blue is very light. I suggest changing the scale of the colorbar.

8) (Figure S1) What is the loss referring to here (L1 or L2 loss)? Does this refer to
temperature or precipitation? Does the line shown here refer to the training set or the
test set?

9) Computational Cost: I think it would be helpful to provide an estimate of the compu-
tational cost of running WRF 4 km, for comparison to the deep learning architecture.
Additionally, I think it would be helpful to acknowledge that the entirety of the downscal-
ing cannot be achieved in 22.75 milliseconds, as the CNN requires an assimilated grid
of climate data from ERA-Interim, which is itself computationally expensive to gener-
ate. (Of course, WRF simulations also require ERA-Interim, as they are forced by that
dataset, so I agree with the claim that CNNs are net more efficient.)

10) (Line 128-129) “28 layers have been utilized.” I recommend that the author summa-
rize how the number 28 is reached. It is stated that the encoder has six convolutional
layers and the decoder has six layers (three convolutional and three upsampling). What
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are the remaining 16 layers?

11) In the supplemental figures, I suggest adding a spatial plot showing the average
RMSE at each grid cell across all days in the test set.

12) (Figures 4 and 7) Might I suggest adding figures that are analogous to Figure 5A
of Vandal et. al.? Figure 5A of Vandal et. al. directly evaluates the CNN for extreme
values of the climate variable. I think this would more directly determine whether the
CNN performs well during extreme days, compared to the existing plots showing distri-
butions.

Technical Corrections

(Line 51) Change “generally be constrained” to “generally is constrained” (Line 107) It
appears as if the subscripts for the first two summations are missing (Line 121) Typo: it
should be “lower dimensional features” rather than “smaller dimension features” (Line
211) “rest” should be “remaining” (Line 222) I think the sentence should be rephrased
to “The neural network has approximately 7,500,000 trainable parameters” (Line 228)
“depending on what types of GPUs to use” should be changed to “depending on the
GPU” (Figures 2, 5) I recommend that the top row be ordered in the order “ERA-Interim,
Suppress, WRF 4 km, PRISM.” That way, each column refers to the same dataset.
(Line 298) I suggest changing “spatial details” to “high-resolution spatial maps” (Line
75) I suggest changing “high-performed GPUs” to “high-performance GPUs” (Line 137-
138) I suggest rewording the existing sentence to “In general, a successful deep learn-
ing framework must approximate the complex relationship between low-resolution and
high-resolution climate variables (such as temperature and precipitation).” The existing
wording makes it appear as if the architecture is finding the relationship between tem-
perature and precipitation. (Line 118) What does it mean to “accumulate the receptive
field”? If the receptive field is defined as the window of the convolutional kernel (i.e.
3x3), how would adding more convolutional layers or changing the stride affect it?
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