
Response to the Referee 2 

 

 

Q1. It seems appropriate to also consider ammonium bisulfate using simple mole balance 

mixing rules following Nenes et al. (1998) and Moore et al. (2011, 2012). Using the molar ratio 

of ammonium to sulfate ions, 𝑅 = 𝑛NH4 / nSO4 ,  

For 𝑅 ≤ 1,  

𝑛(NH4)2SO4 = 0  

𝑛NH4HSO4 = 𝑛NH4  

𝑛H2SO4 = 𝑛SO4 − 𝑛NH4  

For 1 < 𝑅 < 2,  

𝑛(NH4)2SO4 = 𝑛NH4 − 𝑛SO4  

𝑛NH4HSO4 = 2𝑛SO4 − 𝑛NH4  

𝑛H2SO4 = 0  

For 𝑅 ≥ 2,  

𝑛(NH4)2SO4 = 𝑛SO4  

𝑛NH4HSO4 = 0  

𝑛H2SO4 = 0  

where 𝑛(NH4)2SO4, 𝑛NH4HSO4, and 𝑛H2SO4 are the moles of ammonium sulfate, ammonium 

bisulfate, and sulfuric acid, respectively. 

A1. Thank you for your constructive comments. Your suggestion seems very legitimate. 

However, we think that to make additional model simulations incorporating your suggestion is 

too much to do at this point in time. Instead, we mention in the revised manuscript that to be 

more realistic, ammonium bisulfate may also need to be considered in such a way that you 

described in your comment. 

(Line 126–130) “To be more realistic, ammonium bisulfate may also need to be considered: 

when the number of 𝑆𝑂4
2−  is smaller than 𝑁𝐻4

+ , the sulfates appear as a mitture of 

ammonium bisulfates and sulfuric acids, and when the number of 𝑆𝑂4
2− is greater than 𝑁𝐻4

+ 

but not twice as large as 𝑁𝐻4
+, the sulfates appear as a mitture of ammonium bisulfates and 

ammonium sulfates (Nenes et al., 1998; Moore et al., 2011, 2012). For simplicity, however, 

such partitioning is not considered in this study.” 

 

Q2. The chosen κ values of 0.53 and 1.19 for ammonium sulfate and sulfuric acid that are 

reported on Line 95 do not seem correct to me. From the Köhler Theory equations given by 



Seinfeld and Pandis(2016) and the approximation for κ given in Petters and Kreidenweis (2007), 

we know that  
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ρw
) (

ρ
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) ν 

where Mw and ρw are the molar mass and density of water, respectively; Ms and ρs are 

the molar mass and density of water of the dry solute, respectively; and ν is the van’t Hoff 

factor that represents incomplete solute dissociation. Fortunately, these parameters are known 

for the sulfate-ammonium salts studied in this work, and the pure component van’t Hoff factor 

can be calculated using a suitable thermodynamic model (e.g., the Pitzer model) to account for 

the supersaturation-dependent change in solute molality at the point of CCN activation. 

Neglecting the supersaturation-dependence and taking an average of the calculated kappas over 

the 0.1- 1% supersaturation range yields estimates for kappa of 0.60, 0.80, and 0.96 for 

ammonium sulfate, ammonium bisulfate, and sulfuric acid, respectively. These values are in 

reasonable agreement with the CCN-derived values reported by Petters and Kreidenweis (2007) 

of 0.61 and 0.90 for ammonium sulfate and sulfuric acid, respectively, and significantly 

different from the values reported in this manuscript. 

A2. Thank you for your legitimate comment. The chosen  values of 0.53 and 1.19 for 

ammonium sulfate and sulfuric acid are the HTDMA-derived values from Petters and 

Kreidenweis (2007). In the context of cloud droplet activation, CCN-derived  values might 

be more appropriate to use as you suggested because they were measured under cloudy (i.e, 

supersaturated) condition. In this study, we try to manifest the effect of the different  values 

of the two major sulfate species and that is the main reason for choosing HTDMA-derived  

values that show greater difference between ammonium sulfate and sulfuric acid, instead of 

CCN-derived ones that show smaller difference. We add statements which explain that the 

CCN-derived  values can also be used and if so, what could be the expected results.  

(Line 302–306) “To note is that the  values of 0.53 and 1.19 for (NH4)2SO4 and H2SO4 that 

we used in this study were HTDMA-derived, instead of CCN-derived, which were 0.61 and 0.90, 

respectively (Petters and Kreidenweis, 2007). If CCN-derived  values were used, CDNC 

would generally have decreased because  became lower and the contrast between (NH4)2SO4 

and H2SO4 would have been decreased to a certain degree. ” 

 

Q3. On Line 90, it is stated that the upper bound of kappa is around 1.40, but this is not a 

theoretical limit. Rather, Petters and Kreidenweis (2007) note that this is the upper end of the 

range of typical hygroscopic species of atmospheric relevance. Please clarify or strike this 

sentence.  

A3. Thank you for your correction. We modified the sentence in the revised manuscript. 



(Line 91) “The upper end of the κ value for hygroscopic species of atmospheric relevance is 

around 1.40 (Petter and Kreidenweis, 2007).” 

 

Q4. The first part of Equation 3 suggests that R could be negative, which is non-physical.  

A4. Thanks. We modified the first part of Equation 3 to accommodate your comment. 

 

Q5. The discussion on Page 5 and the kappa values for land and sea assumed on Line 144 also 

seem unrealistic, especially for the coastal region studied here that is susceptible to significant 

transport of continental emissions. This line of reasoning seems to suggest that the source of 

aerosol SO4 is decoupled from ammonia for the marine atmosphere and that there is a 

significant local marine source of SO4. What is the contribution of SO4 over the sea that is due 

to local sources versus transport?  

A5. What is discussed in the later part of Page 5 is basically for LO parameterization, which 

can be used when ammonium information is not available. Simply, κ for land grid points is 

assumed to be 0.53 and that for ocean grid points to be 1.19. For the coastal grid points, we use 

Eq. (4). Indeed, because of the intrusion of maritime air mass over the coastal land and 

transportation of continental pollutants over the coastal sea, κ values of RA and LO showed 

differences in the coastal regions as described in 4.2 because RA did consider the effect of air 

mass exchanges but LO did not. So for LO simulation, it can be said that the source of aerosol 

SO4 is decoupled from ammonia for the marine atmosphere. Note that the  distribution shown 

in Fig. 3 are for all aerosols that of course include sulfate species. It is estimated that the 

dimethyl-sulfide (DMS)—chemicals produced by phytoplankton—take approximately 45% 

and 18% of the total sulfate column burden in the Southern and Northern Hemisphere, 

respectively (Gondwe et al., 2003; Kloster et al., 2006). Therefore, DMS is the main source of 

sulfate aerosols over the sea. As you mentioned, SO4 may also be transported from land. 

However, it is difficult to estimate the contribution of SO4 over the sea that is due to local 

sources and transport in the model we used in this study.  

 

Q6. How often is the ammonium data not available, and does this land-sea kappa 

parameterization differ notably from the R-based parameterization during periods where 

ammonium data are available?  

A6. The sentence “the ammonium information is not available” (Line 147 in the original 

manuscript) indicates the situation when the atmospheric models do not have ammonium 

ancillary files or do not calculate ammonium chemical processes. In fact, most state-of-the-art 

atmospheric models consider only few representative chemical species of aerosols such as 

sulfate, black carbon, organic carbon, sea salt, and dust but no ammonium (e.g., Mann et al., 

2010, Zhang et al. 2012). This is the reason why we alternatively suggest using LO 

parameterization for the models that do not provide ammonium data. Yes, RA and LO 

simulations do show clear differences as described in 4.2. 

 



Q7. On Line 193, it is stated that marine aerosols consist of mostly hydrophilic substances, 

which I’d suggest be revised to say “hygroscopic substances”.  

A7. The word ‘hydrophilic’ is replaced by ‘hygroscopic’ as suggested. (Line 197). 

 

Q8. The citation for Park et al., 2020 that is referenced on Line 207 does not appear to be in 

the reference list.  

A8. The citation for Park et al. (2020) appeared in the original manuscript but you somehow 

missed it. Since the full citation information is now available for this reference, the citation is 

slightly modified (Line 539). 

 

Q9. For Figure 4 and related discussion on Lines 209-219, please also show the CCN and 

aerosol number concentration in cm-3 in addition to the CCN-active fractions. How well do 

the AS, SA, RA, and LO simulations capture the observed variability in CCN and aerosol 

number concentrations measured during KORUS-AQ?  

A9. Aerosol number concentration distribution in AS, SA, RA, and LO are almost the same 

because we did not alter any of the chemical processes except for sulfate hygroscopicity. CCN 

distribution in Fig. 4 format is shown in Fig. A1 below. In the model, CCN concentration is 

calculated from fCCN and aerosol concentration by multiplying the two. Moreover, since the 

aerosol number concentration in all these simulations are similar, fCCN distribution can be 

considered almost as a proxy for CCN number concentration distribution. Therefore it seems 

not really necessary to show CCN distribution, too, in the manuscript. So instead of showing 

CCN number concentration distributions, we added discussion on the averages of aerosol and 

CCN number concentrations and how well the model simulations captured the observed 

variability of CCN concentration measured during KORUS-AQ in the revised manuscript as 

below. 

(Line 214–222) “However, fCCN are underestimated mainly due to the underestimation of CCN 

concentrations. The average aerosol (CN) number concentrations for the flight track in all 

simulations (AS, SA, RA, and LO) and the actual observed values during the flight are 5934 

cm-3 and 5794 cm-3, respectively. So unlike Georgiou et al.(2018) that showed that the WRF-

Chem coupled with MADE/SORGAM tended to overestimate aerosol number concentrations, 

our simulations only slightly overestimated aerosol number concentrations. The average CCN 

number concentration at 0.6% supersaturation for AS, RA and LO simulations are 982 cm-3, 

1027 cm-3, 1057 cm-3, respectively, but the observation was 2154 cm-3. Such underestimated 

CCN concentrations seem to be due to the systematic error in WRF-Chem. As discussed in 

Tuccella et al. (2015), the uncertainty of updraft velocity parameterization and bulk 

hygroscopicity of aerosols lead to underestimation of CCN concentration and CCN efficiency 

(CCN/CN) by a factor of 1.5 and 3.8, respectively. Nevertheless, over land, AS, …” 

(Line 229–232) “Simulated fCCN in RA has a high spatiotemporal correlation with the 

observation over the Yellow Sea (i.e., 0.83), while AS shows a rather lower correlation (i.e., 

0.65). Such difference stems from the fact that the R values (molar ratio of ammonium to sulfate) 

vary significantly over the Yellow sea due to the transportation of anthropogenic chemicals by 



westerlies and such variability is taken into account in RA. This improvement highlights the 

importance of appropriate chemical representation in atmospheric models.” 

 

Figure A1. Time variation of CCN concentration at 0.6% supersaturation measured by aircraft 

(OBS) and simulated in AS, RA, and LO.  

 

Q10. It’s hard to see the differences in Figure 4 that accompany the discussion on Lines 220-

227 that the new simulations outperform the AS simulation. The clearest discrepancies between 

the orange, yellow, and green curves appear during the May 22 – May 30 time period when the 

comparison is made over the ocean. Is this period driving the error metrics, and is the difference 

due to the model computed R values or because of the imposed land-sea kappas? Please add a 

table with the calculated error metrics that underpin these conclusions.  

A10. Yes, the oceanic period mainly drove the error metrics and the difference is due to model 

computed/imposed kappa values for sulfates. In the revised manuscript, Table 3 shows the 

model performance statistics. The paragraph that explains Table 3 is also rewritten in the 

revised manuscript (Line 235-241). Further support for these conclusions can also be found in 

A9. 

Table 3. Values of the three criteria suggested in Kumar et al. (1993). 
 

AS RA LO 

NMSE < 0.5 0.53 0.48 0.43 

-0.5 < Fractional Bias (= 2 ×
𝑜𝑏𝑠−𝑠𝑖𝑚

𝑜𝑏𝑠+𝑠𝑖𝑚
) <0.5 

0.54 0.5 0.46 

0.5 < Ratio (= 𝑠𝑖𝑚/𝑜𝑏𝑠) < 2 0.59 0.65 0.65 

 

Q11. The statement on Lines 286-287 that the new parameterizations “could produce more 

reliable aerosol and CCN concentrations than the previous method” (and again on Line 300) is 

not currently well supported by the manuscript. First, the aerosol and CCN concentration 

simulation results need to be added to the manuscript (as requested in the comment above), and 

second, it’s not clear that the results are more or less reliable. The model results do seem to 



show significant differences across the simulations, but there needs to be more quantitative 

discussion about why one or the other simulation would be “more reliable”.  

A11. We think that what we discussed in A9 can also be the response to this comment. 

  

Q12. What is the support for the statement on Lines 289-290 that the increased CDNCs 

“suppress local precipitation, prolong cloud lifetime, and consequently reflect more sunlight”? 

I agree that these processes may be plausible explanations for the simulated changes in CRE, 

but I don’t think that the manuscript establishes a clear causal link to these processes.  

A12. The supporting data for this statement are from Tables 1 and 2 and sub-sections 4.4 and 

4.5. Table 1 shows that CDNC is lower in AS than in all other simulations especially over the 

ocean. Meanwhile, compared to AS, RA and LO simulate less rainwater, more LWP, and 

smaller effective radii, especially over the ocean, as shown in Table 2. Such contrasts imply 

suppression of precipitation for increased CDNC. Cloud lifetime effect is difficult to quantify, 

but increased LWP and reduced effective radii in RA and LO, compared to AS, may implicitly 

suggest cloud life time effect for increased CDNC. These are discussed in sub-sections 4.4 and 

4.5. 

 

Q13. What is the contribution of aerosol nitrate and sodium ions to the observations and 

simulations? How does the presence of these additional aerosol constituents impact the results 

shown here? 

A13. In this study, we focused on the effect of sulfate aerosols because they are known to 

explain a majority (64%) of the radiative forcing from aerosol-cloud interaction (Zelinka et al., 

2014). We only made changes in the representation of sulfate aerosol species and did not alter 

any other chemical processes, and we found that the amount of nitrate and sea salt aerosols in 

AS, RA, and LO simulations were similar. Perhaps this implies that different treatment of 

sulfate aerosols did not significantly affect nitrate and sea salt aerosols. However, it is difficult 

to estimate how the presence of nitrate and sea salt aerosols impacted the results in our 

simulations. So in the revised manuscript, we only add discussion on the importance of nitrate 

and sea salt aerosols as below.   

(Line 331–338) “In this study we did not discuss other important aerosol species. For instance, 

the proportion of mass concentrations of nitrate ions are almost as large as sulfate ions (Zhang 

et al., 2007; Moore et al., 2012), and nitrate also have spatio-temporally varying 

hygroscopicity due to the complet chemical reactions with other chemicals, i.e., ammonium, 

sodium, and calcium. In this study, we only made changes in the representation of sulfate 

aerosol species and did not alter any other chemical processes, and we find that the amount of 

nitrate and sea salt aerosols in AS, RA, and LO simulations were similar. Perhaps this implies 

that different treatment of sulfate aerosols did not significantly affect nitrate and sea salt 

aerosols. However, it is difficult to estimate how the presence of nitrate and sea salt aerosols 

impacted the results in our simulations. Future study may need to address such important issue 

in more detail.” 
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