
Referee response to “Sensitivity of spatial aerosol particle distributions to the 

boundary conditions in the PALM model system 6.0” by Mona Kurppa et al.  

We thank both referees for their valuable comments and suggestions. Please find our 

detailed point-by-point responses below (in black). 

The changes made to the manuscript are visualised in the attached file 

"manuscript_see_differences.pdf". Page and line numbers given in this response refer to 

that document. 

 

P = page 

L = line number 

 

Anonymous Referee #1: 

The study applies the LES model PALM in an urban setup in order to model air quality 

parameters in a street canyon of a major road and its surrounding in Helsinki. The model is 

evaluated against stationary and mobile observations. Furthermore, the authors examine 

different ways of providing boundary conditions for their LES simulations. The evaluation of 

the different simulations is conducted by applying a number of different statistical 

measures. This detailed evaluation is scientifically sound. However, the complexity of 

several different statistical measures in addition to the different simulations makes it 

difficult to write the analysis in an understandable way, which would make it easy for the 

reader to follow the analysis and results. I highly recommend to revise sections 4.2 and 4.3 

in terms of writing. In these sections, the authors often jump between one measure or 

simulation and the other. For some of the paragraphs and sentences it was not clear to 

which simulation or time period they were referring to. Overall, I don’t have concerns about 

the scientific relevance and the quality of the applied analysis. Therefore, the manuscript 

can be accepted for publication after minor revision.  

Thank you for this comment regarding the clarity and readability. The Results section has 

now separated into three separate sections: 4. Comparison of the modelled and observed 

boundary conditions, 5. Evaluation of the air quality modelling results and 6. Sensitivity 

analysis. Furthermore, discussion about the meaning of the results has been moved from 

the section Discussion and conclusions to the respective results sections (see the 

comments of the Reviewer #2 and especially the major point 1). The changes have been 

marked in blue in the manuscript with track changes. 

Specific comments 

p.3, l.8-9: What do the authors mean with “but not necessarily stable performance”? If you 

apply boundary conditions from other model runs, you often use a (mostly coarser) larger 

scale model run. Such a continuous run would usually enable continuous boundary data. 



The statement also seems to be in contrast to p.6, l.28-29 (“which allows realistic [...] 

boundary conditions”). 

With this phrase we wanted to point out that NWP models do not perform equally well in all 

weather conditions. To make this idea more clear, the phrase has been modified as 

follows: 

"... which provide a good spatial coverage but not necessarily stable performance." -->  

"... which provide a good spatial coverage but not necessarily stable performance in all 

prevailing weather conditions.” (P3 L9) 

p.6., l.29: Do the authors mean that the forcing mesoscale flow does not provide enough 

turbulence, which would take time and distance to be generated on the higher resolution 

LES domain? I suggest to explain this with one or two more sentences to the benefit of the 

readers. 

Yes, this is correct. The following sentences were added: 

"To reduce the time and distance for the mesoscale flow field to adjust to the LES 

modelling domain, a synthetic turbulence generator within PALM can be applied." --> "As 

the mesoscale data do not contain resolved-scale turbulence, turbulence must first 

be developed within the PALM domain. To reduce the time and distance for the 

mesoscale flow field to adjust and turbulence to develop within the LES modelling 

domain, a synthetic turbulence generator within PALM can be applied.” (P6 L30-32) 

p.8, l.2-4: Are only the mast observations used as observation-based driving data? I think, 

the description of how observational data serve as boundary conditions could be 

extended. 

The following sentences were added: 

"Meteorological observations from the SMEAR~III station at z = 31 m are downloaded 

using the SmartSMEAR tool (Junninen et al., 2009).” (P8 L1-2) 

"When applying the SMEAR III data, constant values are used for the entire vertical 

profile." (P8 L8-9) 

p.8, l.31-32: Can the authors provide the size distribution parameters of the Hietikko et al. 

(2018) size distribution in the manuscript? 

A figure on the aerosol size distribution has now been added to the Supplement (P7, Fig. 

S4). It includes the aerosol size distribution measured by Hietikko et al. (2018) and the one 

applied for the traffic-combustion-related aerosol emission in this study. 

p.9, l.9: There is no number given for EFPM in the manuscript. Can it be included in the 

manuscript? Furthermore, do EFPM and EFPM2.5 refer to the same quantity? In case not, I 

think it would help the reader to follow the calculation if numbers for both are given. 

EFPM has now been included in Table 3. Furthermore, on EFPM2.5 has been replaced by 

EFPM on P9 L1. 



p.10, l.14-15: Would it be possible to run including variable roughness length, e.g. derived 

from the building structure or density? If so, would you expect a strong impact on the air 

flow? If it can be expected that a variable roughness length may affect the results 

substantially, I suggest to include this consideration in the discussion section. 

In PALM, the Monin-Obukhov similarity theory (MOST) is applied as the wall model 

between the surface and the first grid level where scalars and horizontal velocity 

components are defined. This requires providing the roughness length, which 

characterises the roughness elements not resolved by the computational grid. As these 

simulations apply a high grid resolution (1-9 m), the roughness length describes mainly the 

surface material, while the impact of building structure and packing density on the flow are 

explicitly resolved.  

p.11, l.14-15: In the figures the observations above 200 m show lower temperature and 

higher dew point temperature than the model. 

Thank you for pointing out this typo. The sentences have been modified as follows: 

"The observed and modelled profiles of air (T) and dew-point temperature (TD) correspond 

qualitatively well (Figs. 2c and S4 in the Supplement), but the observations higher values 

of T and TD than MEPS above z = 200 m, especially at 8-9 am. Hence, MEPS predicts a 

stronger and shallower temperature inversion, which would lead to weaker vertical mixing." 

--> "The observed and modelled profiles of air (T) and dew-point temperature (TD) 

correspond qualitatively well (Figs. 2c and S4 in the Supplement), but the observations 

show lower (higher) values of T (TD) than MEPS above z = 200 m, especially at 8-9 am. 

MEPS also predicts a stronger and shallower surface temperature inversion, which would 

lead to weaker vertical mixing." (P11 L16-19) 

p.11, l.28-30: For 21:00-24:00, there are two ADCHEM peaks, whereas the smaller one is 

at∼50 nm(?) and the second at 100 nm, which is matching the observations. 

The previous Figure S5 showed the size distributions in UTC time. Hence, the one 

matching the summer evening simulation would be 18:00-21:00. 

We have now added the measured and modelled (ADCHEM) aerosol number size 

distributions for the specific modelling times to the Supplement (Fig. S6, S9 and S12). 

Fig. S9 for the evening simulation shows that the modelled PSD peaks at around 87 nm 

and the measured at 70 nm. These have now been corrected to the manuscript as well 

(P12 L1). 

Figures S5, S10: Related to comment above. If this isn’t a huge effort, I think it would be 

helpful to summarize the modelled PNSDs matching the investigation periods, i.e. 7:00-

10:00 and 20:00-22:00, instead of the currently given time windows. Same is for winter 

period shown in Fig. S10. 

Thank you for the comment. Background PSDs are now provided only for the specific 

modelling periods (see Fig. S6, S9 and S12). 



p.12, l.3-4, Figure S10: The observed peak seems to be clearly at smaller sizes than the 

modelled one during 9:00-12:00. Again, providing the PNSD comparison for 7:00-10:00 

would be helpful. Perhaps the authors could put these in the paper, and leave the diurnal 

evolution as it is in the supplement? 

See the comments above. Note that the previous background PSD figures were provided 

in UTC time, not the local time which is UTC+3. 

p.13, l.1-2: Can the authors please explain in little more detail the meaning of these 

acceptance criteria and why the have chosen these thresholds? That is, what error 

/deviation is accepted if the criteria is fulfilled. This is done exemplary later in the text for 

NMBF and NMAEF, however, I think it would be helpful already here in a more general 

manner. 

The acceptance criteria are based on Hanna and Chang (2012) and Yu et al. (2010). For 

more details, the reader is suggested to look for these publications (see Table 5 caption). 

p.16, l.4: In Table S3, I find NMBF for the side street in the summer morning first hour of  

-2.45 and -4.58 for EEPS and ELPI, respectively, which is different from the numbers 

reported in the text. Can the authors check again if the numbers in the text are correct and 

if so, please explain how these were calculated based on NMBF? 

The values in the text are correct. From Yu et al. 2006, p. 29:  

"For example, BNMBF can be interpreted as follows: if BNMBF is positive, the model 

overestimates the observations by a factor of BNMBF+1; e.g. for BNMBF = 1.2, the model 

overestimates the observations by a factor of 2.2. If BNMBF is negative, the model 

underestimates the observations by a factor of 1−BNMBF; for example, BNMBF = −1.2 

indicates that the model underestimates the observations by a factor of 2.2." 

p.16, l.11: Related to the comment above, the numbers 3.68-4.36 differ from NMBF in the 

tables S8 and S9. 

See the response above. 

p.18, l.1: Overestimated by MMETMPSD or OMETOPSD? Are the numbers 2.7 and 4.2 

supposed to be found in Table 6 or not shown? 

By MMETMPSD. This has now been clarified in the phrase: 

"Also in the winter morning (Table S13), MMETMPSD performs slightly better than OMETOPSD 

modelling OC and PM2.5 in the right order of magnitude, but the other chemical 

components are overestimated by a factor of around 2.7–4.2." --> "Also in the winter 

morning (Table S13), MMETMPSD performs slightly better than OMETOPSD in modelling OC 

and PM2.5 in the right order of magnitude, but MMETMPSD still overestimates the mass 

concentrations of the other chemical components by a factor of around 2.7–6.5."  

(P22 L4-7) 

The phrase refers to Table S13. To improve readability, references to the correct tables 

have now been added (P22 L5). 



p.18, l.1-2: What do the authors mean with the last sentence of this section? I think this 

thought needs more explanation in the text. 

Thank you for the comment. The sentence has been improved as follows: 

"Whether MMETMPSD or OMETOPSD performs better corresponds to the results on the vertical 

dispersion of LDSA." --> Comparing modelled values with point observations in a street 

canyon is very sensitive to the correct wind direction because perpendicular wind 

component leads to accumulation of pollutants to the leeward side of the street canyon. As 

the vertical dispersion of LDSA was also shown sensitive to the wind direction, the results 

on the performance of modelling the correct chemical composition corresponds to those 

on the vertical dispersion of LDSA (see Section 4.2.2)." (P22 L7-11) 

p.21, l.8: Slower than what? It is not clear to what other observation or model result the 

wind speed of OMETOPSD is compared to. 

Thank you for pointing out this. "than in OWD,mastOPSD was added." (P23 L25-26) 

p. 24, l.24-26: Can the authors please explain this thought and its conclusion? 

Stronger wind speeds generate more turbulence, which enhances ventilation and 

dispersion of pollutants upwards from the street level. Stronger atmospheric stability, 

instead, suppresses turbulence and ventilation of pollutants, leading to higher street-level 

concentrations.  

In the summer evening simulation, MEPS data shows higher wind speeds (--> more 

turbulence and enhanced ventilation), but also stronger stratification (--> weaker 

turbulence and weaker ventilation) than the observation at the Kivenlahti mast. Hence, the 

impact of stronger wind speed and stronger stratification can balance each other, which 

could explain similar results in  MMETMPSD and OMETOPSD. 

Other comments 

p.1, l.10: I suggest to change “factor of two” to “fraction of data within a factor of two”, or 

similar. 

“fraction of data within a ” was added for clarity (P1 L10). 

p.1, l.12-13: One “and” too much in the enumeration. 

There is a comma missing that separates the two sentences: The horizontal distribution is 

most sensitive to the wind speed and atmospheric stratification, and vertical distribution (is 

sensitive) to the wind direction. A comma was added (P1 L13). 

p.2, l.7: What do the authors mean with “being at the same level”? I assume the authors 

refer to the height, i.e. in∼1.5 m above ground? However, the pollutants are not only in this 

height, as the sentence might suggest. 



We changed "level" to "height” (P2 L7). As it is stated in the phrase, traffic exhaust and 

road dust are emitted around the same height (i.e., 1 m above ground) where urban 

dwellers inhale outdoor air.  

p.2, l.34 – p.3, l.1: Does this sentence refer to the study by Kuurpa et al. 2019? If so,the 

link to the sentence before is not clear. 

A citation to Kurppa et al. (2019) was added for clarity (P2 L34) 

p.3, l.16-17: I think, better English would be “can model boundary conditions cause” ->“can 

be / is caused by model boundary conditions”. 

Thank you for the comment. The phrase was modified as follows: 

"Hence, it is still unclear how much uncertainties in aerosol particle concentrations and 

size distributions can model boundary conditions cause." --> "Hence, it is still unclear how 

much uncertainty in aerosol particle concentrations and size distributions is caused by 

model boundary conditions.” (P3 L16-17) 

p.3., l.21-23: Perhaps try to split this rather long sentence holding so much information into 

two or more sentences to improve readability. 

Thank you for the comment. This long phrase was modified as follows: 

"The campaign focused on the spatial variability of aerosol particle number, surface area 

and mass both in horizontal and vertical as well as aerosol size distributions and chemical 

composition with a high temporal and spatial resolution measured using a mobile 

laboratory and a drone." ---> "The campaign focused on the spatial variability of aerosol 

particle number, surface area and mass both in horizontal and vertical as well as aerosol 

size distributions and chemical composition. The observations were carried out with a high 

temporal and spatial resolution using a mobile laboratory and a drone.” (P3 L21-23) 

p.7, Table 2: I did not do the maths, but just see that two numbers deviate. Below the table 

it says “591 m”, however Lz is given as 606 m in the table. Which is the correct one? 

Thank you for noticing this typo. The value 606 m is the correct one and the table footnote 

has been corrected (P7). 

p.8, l.28 & 29: Should it be “total mass emission factors” and “number emission factors”, at 

least this is what EF usually stands for. Emission factor is also used in the following. 

You are correct. The word "factor" has been added accordingly: 

"Aerosol particle emission  inventories  are  typically  provided  as  total  mass  emission  

factors EFPM2.5.  In SALSA, these would need to be translated to number emission 

factors EFN, assuming some size distribution for the emitted aerosol particles." (P9 L1-2) 

p.8, l.30: “sensitivity” -> “sensitive”. 

Thanks! This has now been corrected. (P9 L3) 



p.12, Figure 2; Figure S6; Figure S8: Missing “)” after “m s-1”. 

Thank you for noticing these! Missing brackets have been added accordingly. 

p.14, Figure 3: Is the tick mark in the yellow color at 2 x 105 cm-3? 

Yes, this is correct. A tick label at 2 x 105 cm-3 has been added. 

Figure 4, 7 and 8: I suggest to change in the caption “The grey ...” to “The grey area...”, or 

similar. 

"The grey indicates" has been modified to "The grey area indicates" in these figure 

captions. 

p.16, l.12: Is “overperform” the right word? To my non-native speaker knowledge it means 

something like "better than expected“? In a quick search, I only find it in a financial context. 

For clarity, the word "overperform" is no longer used in the manuscript. The phrases 

containing "overperform" have been modified as follows: 

"In the winter morning, MMETMPSD fulfills the acceptance criteria during the first hour, except 

for NMAEF, and overperforms OMETOPSD,..." --> "In the winter morning, MMETMPSD fulfills 

the acceptance criteria during the first hour, except for NMAEF, and performs better than 

OMETOPSD..." (P16 L6-7). 

"In the winter morning, MMETMPSD overperforms along the main street..." --> "In the winter 

morning, MMETMPSD produces better results than OMETOPSD along the main street."  

(P19 L 8) 

"In the summer evening, MMETMPSD overperforms OMETOPSD and correctly reproduces..." --

> "In the summer evening, MMETMPSD corresponds better to observations than OMETOPSD 

and correctly reproduces..." (P22 L3-4) 

p.17, l.3 & 4: The abbreviations ACSM and MAAP should be given with their long name 

here. 

Both ACSM and MAAP have now been written out in the text (see P20 L1-2). 

p.17, l.9: The statement refers to Figures S12 and S13, not “S11-12”. 

Thank you for noticing this typo. It has been corrected accordingly (P20 L10). 

p.17, l.11: Nitrate has a typo superscript “1”. 

This typo has now been corrected. 

p.17, l.12: NH4+, as named in Table 6 is ammonium not ammonia. Furthermore, similar to 

the other substances the chemical formula for ammonium should be given in brackets in 

the text. 



Thank you for noticing this typo. It has been corrected on P22 L2. Furthermore, NH3 was 

also falsely named as ammonium instead of ammonia on P6 L13. 

p.17, l.12-13: Again, I don’t understand the meaning of “overperform” here. Do the authors 

mean something like “performs better than OMETOPSD”? 

See the comment above. The word "overperform" is no longer used in the manuscript for 

clarity. 

p.17, Figure 6: Really unimportant detail... Nevertheless, the color for "Stationary“ changed 

compared to Figure 5? I think it is easier for the reader if it would not. 

It is important to make the manuscript as easy as possible to follow. The same colour has 

now been used for "Stationary" in Figs. 6 and 7. 

p.18, l.7: I suggest to add “see Fig. 4” somewhere in this brackets. 

The phrase has now been modified as follows (P22 L16 – P23 L1-4). 

"Regarding all variables used in the evaluation, only minor differences due to using 

modelled or measured PSD as a boundary condition are observed between MMETMPSD and 

MMETOPSD (e.g., FB = −0.02 and FB = 0.01, and NMSE = 1.17 and NMSE = 1.15 for the 

horizontal distribution of N tot , respectively)." --> "Regarding all variables used in the 

evaluation, only minor differences due to using modelled or measured PSD as a boundary 

condition are observed between MMETMPSD and MMETOPSD.  For instance for the horizontal 

distribution of Ntot (e.g., FB = −0.02 and FB = 0.01, and NMSE = 1.17 and NMSE = 1.15 

for the horizontal distribution of Ntot, respectively (see Fig. 4). "  

p.21, Table 6: Can the authors color code the numbers as done for Table S12 and S13? 

We must check this with the Editiorial Support whether it is possible to use colour-coded 

fonts in the main text. 

p.21, Table 6; Table S12, Table S13: I suggest to change “Performance in the modelling“ to 

“Performance of the modelled” or “Model performance for” in the table captions. 

“Performance in the modelling“ has been changed to “Performance of the modelled” in the 

captions of Table 6 (P22), and Tables S12 and S13 (P21 in the supplement). 

p.22, l.1: It should be mentioned in the beginning of this paragraph that you now focus on 

the performance for LDSA. 

The phrase was modified as follows: 

"At the supersite (Figs. 11a,c and 7), OMETOPSD agrees better than MMETMPSD with the 

observations (e.g., FB = 0.13 and FB = 0.59, and NMSE = 0.21 and NMSE = 4.78, 

respectively, during the first hour) and hence modifying the MEPS wind direction to 

correspond the observed one at Kivenlahti increases the performance (Fig. 7)." --> "The 

observed vertical profile of LDSA at the supersite on the summer morning corresponds 

better to the modelled by OMETOPSD and OWD,mastOPSD than MMETMPSD (Fig. 7). Hence, 



modifying the MEPS wind direction to correspond the observed one at Kivenlahti increases 

the model performance." (P23 L9-14) 

p.22, l.2: I suggest to add “of the summer morning” after “during the first hour”. 

"on the summer morning" was added to the phrase on P24 L9 (see the comment above). 

p.22, l.6: I think instead of “Where” it should be “Whereas”. 

This is correct. This has been corrected accordingly (P25 L2). 

p.22, l.6: Does “lower” refer to "lower than MMETMPSD"? If so, it should be mentioned here. 

This is corrected. "than MMETMPSD" has been added (P25 L2). 

p.23, Figure 11: It should be OWD,mastOPSD and OWD,SMEAROPSD in the legend. 

This has now been corrected (P25). 

p.23, l.2-3: It should be mentioned that it is now refered to the difference to MMETMPSD and 

not the observations. 

"compared to MMETMPSD" has been added to the phrase (P25 L8). 

Supplement p.1: The seems to be something wrong with the section counting. S1 is 

missing, also S3.2 and S3.3. 

The section counting follows the one of the main text. Hence, some sections which do not 

include any supplementary material, are missing from the counting.  



Anonymous Referee #2: 

The manuscript (MS) deals with evaluating a new model system that couples an aerosol 

dynamics module (SALSA2.0) with a LES model system (PALM 6.0) for high-resolution 

urban air quality modeling. The main objective is to validate the horizontal and vertical 

distributions of aerosols in terms of particle number concentrations, size distributions and 

chemical compositions. In particular, authors investigate the model sensitivity to 

meteorological boundary conditions and aerosol background concentrations. 

The authors simulated three periods in summer and winter with different meteorological 

conditions and compared them with the measurements conducted using a mobile 

laboratory and a drone in an urban neighborhood in Helsinki, Finland. The results highlight 

the high sensitivity of urban LES modeling to meteorological boundary conditions and the 

aerosol background concentrations. 

The methods and assumptions are scientifically sound and well explained in the MS. The 

outcomes have important implications for future studies urban air quality modeling using 

LES. I consider the objectives of the MS interesting for the community and within the 

scopes of the journal. However, the presentation need improvements. Therefore, I 

recommend the MS for publication after minor revision. My major points are: 

1- In the result section, there are extensive and detailed explanations (sometimes too 

wordy) about the plots but no discussion. There are few sentences in section 5 but it is not 

enough. The authors should move the discussions to section 4 and expand them. It is 

important to explain “what” we see in the plots. Nevertheless, more important than that is 

to know “why”.  

Thank you for this valuable comment. The Results section has now separated into three 

separate sections: 4. Comparison of the modelled and observed boundary conditions, 5. 

Evaluation of the air quality modelling results and 6. Sensitivity analysis. Furthermore, 

discussion about the meaning of the results has been moved from the section Discussion 

and conclusions to the respective results sections. The changes have been marked in blue 

in the manuscript with track changes. 

2- The model somehow struggles with the mixing state of the atmosphere. I want to see 

direct quantitative measure of turbulence (e.g., TKE) at least between different runs. The 

vertical profile of the potential temperature or the Richardson number could be helpful too. 

Most importantly, the discrepancies are attributed to the mixing state in the simulations and 

observations. Thus, a direct measure of the atmospheric mixing state would be essential. 

The vertical profiles of TKE for the child domain have been now included for comparison 

(PXX Fig. X). Discussion about this figure has been added in the following locations: 

 



"This likely stems from the underestimation of the wind speeds above 217 m in OMETOPSD 

(Fig. 2a), leading to lower mechanical turbulence production and mixing (Fig. 5a on the 

turbulent kinetic energy (TKE)). “ (P15 L1-3) 

"This is surprising considering the clearly stronger winds in MEPS at z < 200 m than what 

is observed on the Kivenlahti mast. Yet, MEPS predicts a more stable stratification, which 

leads to nearly equal TKE values (Fig. 5b). This can justify why the difference in the spatial 

variability of aerosol particle concentrations between MMEOMPSD and OMETOPSD is not that 

large.” (P16 L2-5) 

"Contrary to the summer evening, MEPS predicts clearly lower wind speeds in the winter 

morning, which would lead to weaker mixing, but at the same time the observed 

temperature inversion on the Kivenlahti mast is stronger than the modelled by MEPS 

especially during the first hours. Hence, the stronger stability and suppression of 

turbulence (Fig. 5c) can explain the higher concentrations in OMETOPSD. “ (P16 L8-11) 

3- Several statistics are used in the MS but it is not clear what they represent. In the 

current form, they are rather confusing and make it hard to grasp the key message. For 

the horizontal distribution, I recommend SAL method. 

The statistical measures applied in this study are mostly well-known and frequently 

applied, except for NMBF and NMAEF which have been explained in more detail. 

However, we agree that the Results section could be improved. We have now added more 

discussion and explanations to Section 5.1 and Table 5. The modified text has been 

marked in the manuscript (P13 L11-16). 

Thank you also for proposing the usage of SAL. We calculated the statistics, but we think 

that the added value is not notable. SAL has been created for evaluation model 

performance in modelling precipitation areas. Hence, this method could be valuable when 

modelling the dispersion of individual pollutant puffs. More reasoning: 

• Here, L (location) is always small because the concentration fields are bounded by 

the buildings. 

• A (amplitude) is already measured by NMSE and NMAEF. 

• Since the evaluation is done at resolution of 5 m using both spatially and temporally 

averaged concentration fields, it can be misleading to analyse S. For example, 

strong gradients in the modelling can be greatly smoothed by the averaging.  

4- I am a bit confused with the role of the aerosol dynamics and chemistry. It seems that 

the simulations differ in boundary conditions only. But the PSD and composition differ too. 

So is there a feedback from the atmospheric state to aerosol dynamics and chemistry? 

With the chemical boundary conditions fixed, these differences stem from the processes 

within the child domain only. Is that right? What are the individual roles of aerosol 

dynamics, chemistry and meteorology? It would be helpful to elaborate on this. 

Thank you for the comment.  



In this study, we wanted to focus on the impact of the boundary conditions on the 

simulated concentrations, as this information is essential for the model users. Also, a 

detailed analysis on the gaseous species has been left out and will likely be provided in a 

future study. This was done to avoid making the manuscript too wide.  

The individual roles of different aerosol dynamic processes have been investigated in 

Kurppa et al. (2019).  

Yes, the differences in concentrations stem from the chemical and physical processes of 

air pollutants only within the innermost (child) domain. 

 

Other comments: 

P1L8: do you mean “are driven” instead of “are drawn”? This occurs several times in the 

MS.  

We use "are drawn from" on purpose. For clarity, we have replaced it with "are taken from" 

(see P1 L8 and P7 L6). 

P4L25: please explain in detail why you choose these dates. I assume it is based on the 

diurnal and seasonal variations in the mixing state of the atmosphere. What about the 

urban heat island?  

Dates were chosen so that the weather conditions clearly differ, but also based on the 

observation data quality and coverage. 

P6L19: wouldn’t this be part of the reason why OC is well captured but not sulfate and 

Nitrate? What about the winter period? 

The transport of organic vapours from the chemistry module to SALSA and back is still 

under development and hence the impact of e.g. VOC on aerosol particle growth is not yet 

considered in (P28 L 23-24). We have now added the following phrase to discuss this 

linkage between the chemistry module and SALSA: 

"However, the transfer of different organic vapours from the chemistry module to SALSA is 

still under development." (P6 L20-21) 

P6L23: “at the same time”? 

Thank you for noticing this typo. It has now been corrected to "at the same time" (P6 L24). 

P6L23: “a high enough resolution is needed” is too generic. Please add a range.  

We added "in the order of ~1 m" for the range (P6 L24). 

Table2: the innermost domain has 1 m resolution. But later the results are aggregate a 5 m 

grid for comparisons. Then what is the point of this expensive simulation? 



The mobile observation data are aggregated to a resolution of 5 m for two reasons: 1) the 

GPS signal has an accuracy in the order of 5 m and 2) the number of observation points is 

limited and therefore in a 1 m x 1 m grid one grid point could represent only one 

measurement instance.  

Applying this resolution (5 m) for the model is not fine enough for resolving the flow in 

street canyons (Xie and Castro, 2006). 

P9L22-26: this text is repetition of table 4. 

Thank you for the comment. We still think that it is the clearest to explain the simulation 

names in the text as well as list them in a table. 

P10L20: The boundaries of the innermost domain are fixed for the chemicals. This means 

that the air masses come and go without bringing or taking any pollutants. Does this make 

sense in the resolution you are dealing with? 

In the time scales considered here (1-2 hours), we can assume that the background 

concentrations remain rather the same. The aerosol and chemistry modules are run only 

within the innermost domain to limit the computational costs, as these modules make the 

simulations 10-20 times more expensive. 

P11L5: Most of the figures cited here are in the supplementary material. This is not helpful 

for the reader. I understand that the MS should not be lengthy. But perhaps with some 

reorganization 

As you mentioned, the manuscript becomes easily very lengthy. We have carefully decided 

the figures we think are the most relevant for transforming the message and supporting the 

conclusions. 

Figure 2: Adding the potential temperature to this plot would be helpful. 

We decided to keep only absolute temperature in the figure. However, TKE figure has 

been added (P16 Fig. 5). 

Figure 3: add name tags to each row and column so that the reader can navigate more 

easily. 

Name tags for each row (measured or modelled) and column (times) have been added 

(P14 Fig. 3). 

Figure 4: I have problem understanding this type of figure. Perhaps because the purpose 

of each parameter is not well explained? What about SAL method? 

We have now explained the different statistical measures in more detail. See the comment 

about SAL above. 



Figure 5: It is difficult to have a solid conclusion here. Higher LDSA is (or should be) 

associated with higher number concentration. The model always fails to capture the profile 

in the morning hours. What are the individual contributions of MET and PSD? 

Fig. 5 illustrates the vertical profiles of LDSA at the supersite. The main conclusion is that 

the vertical profile is very sensitive to the wind direction.  

The individual contribution of MET and PSD is shown in Fig. 11. The influence of 

background PSD is mainly seen above the building height (z > 30 m), while within the 

street canyon, wind speed and direction strongly modify the vertical dispersion. 

P17L1-10: same as the previous comment. 

Are you referring to the subsection 4.2.4 Aerosol chemical composition? The conclusion 

has been emphasised in Section 7: 

"In general, the chemical composition is acceptably reproduced except for NH+
4, which is 

highly overestimated at all times. Yet, the performance is not always systematic with the 

horizontal and vertical distributions." (P26 L22). 

P19L7-8: this is an odd sentence. 

Reading the phrase now afterwards, we totally agree. The phrase has been modified as 

follows: "The difference in the modelled PSD between MMETMPSD and MMETOPSD is smaller 

than when the wind speed and/or direction are different (OWD,mastOPSD and OWD,SMEAROPSD, 

Fig. S12 in the Supplement)." --> "The wind speed and/or direction influence the modelled 

PSD more than the background PSD (see Fig. S12 in the Supplement)." (P23 L14-16) 

Figure 9: It might be that the coagulation (aerosol dynamics) is not fast enough. Is this a 

reason why fine particles are overestimated? This can be tested by aerosol dynamics 

on/off. 

Actually, the smallest particles are underestimated at the background location. Instead, the 

concentration of the smallest particles are correctly simulated above the streets with traffic. 

As shown in Kurppa et al. (2019), coagulation influences mainly sub-10 nm particles and 

their concentrations are reduced by 10% or less in a street canyon. 

Figure 10 and Table S2: SAL might be a better method to compare these plots. 

Thank you for the comment. We still think that SAL might not be the best methods for air 

quality modelling within street canyons. 

P24L26: replace “huge” with “large”. 

The phrase has been removed when modifying the discussion section. 
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Abstract.

High-resolution modelling is needed to understand urban air quality and pollutant dispersion in detail. Recently, the PALM

model system 6.0, which is based on the large-eddy simulation (LES), was extended with a detailed aerosol module SALSA2.0

to enable studying the complex interactions between the turbulent flow field and aerosol dynamic processes. This study rep-

resents an extensive evaluation of the modelling system against the horizontal and vertical distributions of aerosol particles5

measured using a mobile laboratory and a drone in an urban neighbourhood in Helsinki, Finland. Specific emphasis is on the

model sensitivity of aerosol particle concentrations, size distributions and chemical compositions to boundary conditions of

meteorological variables and aerosol background concentrations. The meteorological boundary conditions are takendrawn from

both a numerical weather prediction model and observations, which occasionally differ strongly. Yet, the model shows good

agreement with measurements (fractional bias< 0.67, normalised mean-square error< 6, fraction of data within a factor of two10

> 0.3, normalised mean bias factor< 0.25 and normalised mean absolute error factor< 0.35) in respect of both horizontal and

vertical distribution of aerosol particles, their size distribution and chemical composition. The horizontal distribution is most

sensitive to the wind speed and atmospheric stratification, and vertical distribution to the wind direction. The aerosol number

size distribution is mainly governed by the flow field along the main street with high traffic rates and in its surroundings by the

background concentrations. The results emphasize the importance of correct meteorological and aerosol background boundary15

conditions, in addition to accurate emission estimates and detailed model physics, in quantitative high-resolution air pollution

modelling and future urban LES studies.
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1 Introduction

Exposure to outdoor air pollution is a major global threat resulting up to 0.8 million premature deaths in Europe (Lelieveld

et al., 2019) and 3 million worldwide (Lelieveld et al., 2015; WHO, 2016) every year. Specifically aerosol particles can be

extremely harmful, and based on a recent study by Burnett et al. (2018) outdoor fine particulate air pollution (PM2.5) solely

could have caused up to 8.9 million deaths worldwide in 2015. As over half of the global population lives in cities (55 %5

according to UN, 2019), urban air quality is of major importance. In addition to high population densities, urban areas are

characterized by major air pollutant sources, namely traffic exhaust and road dust, being at the same heightlevel where urban

dwellers inhale outdoor air. The dispersion of these traffic-related pollutants is not, however, straightforward as buildings, trees

and other obstacles modify the flow within the urban canopy and hence also pollutant dispersion (Tominaga and Stathopoulos,

2013) as well as the environment for aerosol dynamic processes and chemical reactions to occur.10

As a consequence of the complex interactions between the urban morphology, meteorology, local emissions and air pollutant

dynamics and chemistry, air quality is highly variable both in time and space, and strong concentration gradients are observed

in urban areas. However, measurements from a single monitoring station nearest to the individual’s residence, hospital, or

primary health care clinic have commonly been applied in air pollution exposure studies (Andersen et al., 2012; Adam et al.,

2015), which can lead to notable errors. Moreover, both the size and chemical composition of aerosol particles are of major15

importance when it comes to their health impacts (Kampa and Castanas, 2008; Kelly and Fussell, 2012). For instance, particle

deposition in lungs depends strongly on the inhaled particle size (Hussain et al., 2011), and thus the negative health effects

of aerosol particles have been found to correlate more strongly with the surface area of particles than their number or mass

(Brown et al., 2001; Oberdörster et al., 2005).

Computational fluid dynamics (CFD) models have been successfully applied in studying the air flow and dispersion of air20

pollutants in urban areas. Mainly models based on either Reynolds-averaged Navier Stokes (RANS, e.g., Baik et al., 2009;

Kwak et al., 2015; Santiago et al., 2020) or large-eddy simulation (LES, e.g., García-Sánchez et al., 2018; Letzel et al., 2012;

Salim et al., 2011) have been utilised. While being computationally more expensive than RANS, LES has been shown to

perform better in resolving instantaneous turbulence structures in a complex urban environment (García-Sánchez et al., 2018;

Salim et al., 2011). Further, air pollutant concentrations can be significantly modified by their chemical and physical processes25

(Kurppa et al., 2019; Nikolova et al., 2016; Zhong et al., 2020), especially as the residence time of air pollutants is increased in

a complex urban environment (Gronemeier and Sühring, 2019; Ramponi et al., 2015). Therefore a detailed module describing

the characteristics of air pollutants and their dynamics is needed to enable modelling aerosol particles of different size, chemical

composition and harmfulness. To date, only a few LES models include a module for treating aerosol particles with a specific

size distribution and chemical composition and their dynamic processes (Kurppa et al., 2019; Steffens et al., 2013; Zhong et al.,30

2020).

The sectional aerosol module SALSA (Kokkola et al., 2008) was recently implemented to the PALM model system (Kurppa

et al., 2019) to consider the impact of aerosol dynamic processes on aerosol concentrations and size distributions, and to study

the relative importance of pollutant dispersion and aerosol dynamic processes. A model evaluation by Kurppa et al. (2019) in
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central Cambridge, UK, showed the model to be capable of reproducing the vertical distributions of aerosol size distribution

in a simple street canyon. However, due to the lack of observations, the capability of the model to reproduce the horizontal

distributions of aerosol particles has not been studied yet. Also the meteorological conditions were limited to one single day

and the examined street canyon had no vegetation.

Still, even if the air pollutant processes would be modelled accurately, correct boundary conditions for the meteorological5

variables and air pollutant concentrations are vital for realistic air quality simulations. Boundary conditions can be drawn

from observations, which however are typically point measurements that lack spatial representatives and also are prone to

measurement errors. Another alternative is to use model data, which provide a good spatial coverage but not necessarily stable

performance in all prevailing weather conditions. Previously, CFD models have been successfully coupled with mesoscale

models to study the impact of larger scale atmospheric features on microscale interactions (e.g., Baik et al., 2009; Heinze10

et al., 2017; Liu et al., 2012; Michioka et al., 2013; Wyszogrodzki et al., 2012) as well as to consider realistic air pollutant

background concentrations (Kwak et al., 2015). Recently, Santiago et al. (2020) investigated the sensitivity of RANS-based

urban PM10 (particulate matter with aerodynamic diameter < 10 µm) simulations on the meteorological boundary conditions

and showed the model performance to be improved when replacing the wind direction (WD) predicted by the WRF model

with the observed WD. However, Santiago et al. (2020) only modelled passive PM10 without taking into account chemical or15

physical transformation of aerosol particles. Hence, it is still unclear how much uncertaintyies in aerosol particle concentrations

and size distributions is caused bycan model boundary conditions cause.

To further assess the performance of SALSA2.0 in the PALM model system 6.0 in simulating the spatial distribution of

aerosol particle concentrations in an urban area and to examine the importance of meteorological and aerosol background

boundary conditions, we will use observations made during an extensive measurement campaign in an urban neighbourhood20

in Helsinki, Finland, in summer and winter 2017. The campaign focused on the spatial variability of aerosol particle number,

surface area and mass both in horizontal and vertical as well as aerosol size distributions and chemical composition. The

observations were carried out with a high temporal and spatial resolution measured using a mobile laboratory and a drone. The

model is evaluatedion is done at three observation periods with different prevailing meteorological conditions.

2 Measurements25

2.1 Measurement campaign

The model evaluation and sensitivity study is conducted around an Helsinki Region Environmental Services Authority (HSY)

air quality monitoring site, hereafter referred as the "supersite", in Helsinki, Finland (60◦11’47"N, 24◦57’07"E). The site is

located 3 km north-northeast from the Helsinki city centre, and it is characterised as an urban street-canyon kerbside station

with a traffic rate of around 28,000 on a workday, of which 12 % are heavy duty vehicles (City of Helsinki, 2018). The street30

canyon is 42 m wide and the mean building height is around 19 m on the southwestern and 16 m on the northeastern side of the

street (see Fig. 1 in Kuuluvainen et al., 2018) resulting in a height to width ratio of 0.42. The supersite consists of a container
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Table 1. Instrumentation of the mobile laboratory Sniffer. Abbreviations: PSD = aerosol particle number size distribution, Ntot = total aerosol

particle number concentration and PM1 = mass of particulate matter with aerodynamic diameter < 1 µm.

Measured component Instrument

PSD (5.6–560 nm) Engine exhaust particle sizer (EEPS, model 3090, TSI)

PSD (7 nm–10 µm) Electrical low-pressure impactor (ELPI, Dekati Ltd)

Ntot (> 2.5 nm) Butanol condensation particle counter (CPC, model 3776, TSI)

Black carbon (in PM1) Aethalometer (Model AE33, Magee Scientific)

(length 8.0 m, width 1.7 m and height 2.7 m) equipped with standard air quality measurement devices measuring from 4 m

above ground level.

To get information about the spatial variability of air pollutants around the supersite, a two-week measurement campaign

was conducted in summer (6–16 Jun) and winter (28 Nov–11 Dec) 2017. During both campaigns the horizontal distribution of

air pollutants in the neighbourhood was monitored on non-rainy days using a mobile laboratory and additionally during two5

intensive observation periods the vertical profiles of aerosol particles were measured using a drone.

The mobile laboratory Sniffer (Pirjola et al., 2004) measured the horizontal distribution of trace gases and aerosol particle

concentrations and size distribution. The measurements were done in one to two hour slots with a 1-s temporal resolution

during the morning and afternoon rush hours, around noon and in the late evening. During each observation period, Sniffer

was driving along a main street (Mäkelänkatu) and a side street as well as standing at the supersite, opposite the supersite and10

on a field 185 m from the main street (hereafter "background"). The instrumentation of Sniffer is given in Table 1 and the

measurement locations in Fig. S1 in the Supplement. The main inlet was situated above the windshield at 2.4 m and a global

positioning system (model GPS V, Garmin) recorded the van speed and position. For a detailed description on Sniffer, see

Enroth et al. (2016); Pirjola et al. (2016).

During the intensive observation periods, a multi-rotor drone (X8, VideoDrone Finland Ltd) carried an electrical particle15

sensor (Partector, Naneos GmbH) to measure the vertical distribution of the alveolar lung-deposited surface area (LDSA)

of aerosol particles, which describes the total aerosol surface area penetrating to the deepest parts of lungs (see e.g., Kuula

et al., 2020, and references within). The measurement were done on both sides of the street canyon when the Sniffer was

simultaneously driving. The drone was flown ten times up-and-down between z = 2−50 m during one 30-minute measurement

interval, after which measurements were repeated on the other side. Each intensive observation period started by measuring20

LDSA at the supersite and ended on the other side. Measurements were started at 3 m from the building wall and the horizontal

location was kept constant with a GPS sensor of the drone. Additionally, LDSA was measured at the supersite by a Pegasor AQ

Urban sensor (Pegasor Ltd.) and on the other side by a DiSCmini (Testo Ltd.) or with another Partector at 1 m and in winter

also at 14 m. For the details of the instrumentation, see Kuuluvainen et al. (2018).

The sensitivity of the results to the PALM model boundary conditions is examined during the following three periods: 9 Jun25

morning (07:16–09:15) and evening (20:26–21:14), and 12 Dec morning (07:20–09:14).
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Figure 1. The modelling domain: root in grey, parent in viridis (dashed line) and child in rainbow (solid line). The grid size of the MEPS data

is illustrated with a red area and dotted lines. The background air quality monitoring sites are marked with a red empty plus (SMEAR III)

and a red empty cross (Kallio). In the zoomed figure over the child domain, the supersite is marked with a black circle and the background

measurement point of Sniffer with a grey circle.

2.2 Additional measurements

In addition to the Sniffer and drone measurements, we use stationary aerosol observations from the supersite and two urban

background monitoring sites: Kallio site operated by HSY and SMEAR III (Station for Measuring Ecosystem Atmospheric

relations, Järvi et al., 2009) around 1.0 km southwest and 0.8 km northeast from the supersite, respectively (Fig. 1). See

Table S1 for the instrumentation. In addition to aerosol observations, meteorological data (wind speed, wind direction, air5

temperature) from the SMEAR III measurement tower (z = 31 m) and Kivenlahti meteorological measurement mast 17.4 km

west from the supersite (Wood et al., 2013) are used in the study.
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3 Simulations

3.1 Model description

This study applies the PALM model system, version 6.0 (revision 4416) (Maronga et al., 2015, 2020), which features an LES

core for atmospheric and oceanic boundary layer flows. PALM solves the non-hydrostatic, filtered, incompressible Navier-

Stokes equations of wind (u, v, and w) and scalar variables (sub-grid-scale turbulent kinetic energy e, potential temperature θ,5

and specific humidity q) in Boussinesq-approximated form. PALM is especially suitable for complex urban areas, owing to its

features such as a Cartesian topography scheme and a plant canopy module, which are applied here to include the aerodynamic

impact of both solid buildings and permeable vegetation on the flow. Furthermore, so called PALM-4U (short for PALM

for urban applications) components have recently been implemented to PALM (Maronga et al., 2020), including the aerosol

module SALSA, the online chemistry module, and the self- and offline nesting features, which are all applied in this study.10

SALSA (Kokkola et al., 2008; Kurppa et al., 2019) describes an aerosol size distribution by a number of size bins (10

by default) and each bin can be composed of different chemical components. Chemical components included are sulfuric

acid (H2SO4), organic carbon (OC), black carbon (BC), nitric acid (HNO3), ammoniaum (NH3), sea salt, dust, and water

(H2O). SALSA contains the following aerosol dynamic processes: coagulation, nucleation, dry deposition on solid surfaces

and resolved-scale vegetation, and condensation and dissolutional growth by gaseous H2SO4, HNO3, NH3, and semi- and15

non-volatile organics (SVOC and NVOC). The gaseous compounds can be transferred to SALSA from the online chemistry

module, which is based on Kinetic Pre-Processor (KPP, Damian et al., 2002) version 2.2.3 and an adapted version of the KP4

pre-processing tool (Jöckel et al., 2010). The implementation is flexible, allowing the user to choose the chemical mechanism

and components being considered. In this study, a simplified mechanism describing photochemical smog is applied (see Sup-

plement, Section S3.2). Photolysis is parametrised based on Saunders et al. (2003). However, the transfer of different organic20

vapours from the chemistry module to SALSA is still under development.

To capture the dominant turbulent eddies of the atmospheric boundary layer (ABL) in LES, the horizontal extent of the

modelling domain should span over several ABL heights, see e.g. (Fishpool et al., 2009; Chung and McKeon, 2010; Auvinen

et al., 2020). At the same time, to resolve most of the kinetic energy within street canyons, a high enough grid resolution (in

the order of ∼ 1 m) is needed (Xie and Castro, 2006). Furthermore, uncertainty arising from the lateral boundary conditions25

usually decreases with increasing horizontal dimensions. To fulfill these contradicting requirements, a self-nesting feature has

been included in PALM (Hellsten et al., 2017; Maronga et al., 2020). In self-nesting, one or several child domains are nested

within a parent domain and the child obtains its boundary conditions from its parent. Furthermore, PALM incorporates an

automated mesoscale offline nesting with a mesoscale operational weather prediction model, which allows realistic, non-cyclic

and non-stationary boundary conditions for the flow. As the mesoscale data do not contain resolved-scale turbulence, turbulence30

must first be developed within the PALM domain. To reduce the time and distance for the mesoscale flow field to adjust and

turbulence to develop withinto the LES modelling domain, a synthetic turbulence generator within PALM can be applied.
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Table 2. Dimensions (L), number of grid points (N ) and grid resolutions (∆) of the model domains in x-, y- and z-directions.

Domain Lx×Ly ×Lz (m3) Nx×Ny ×Nz ∆x, ∆y , ∆z (m)

Root 6,912× 6,912× 606 768× 768× 80 9.0, 9.0, 6.0∗

Parent 2,304× 2,304× 288 768× 768× 96 3.0, 3.0, 3.0

Child 576× 576× 144 576× 576× 144 1.0, 1.0, 1.0

*: ∆z is stretched with a a factor 1.03 above z = 300 m resulting in a total domain height of

606591 m.

3.2 Model domain and morphological data

The model simulations are conducted over a root domain of 6.9 km × 6.9 km, within which two smaller domains, parent and

child, are nested progressively (Fig. 1). The dimensions (Lx, Ly , Lz), number of grid points (Nx, Ny , Nz) and grid resolutions

(∆x, ∆y , ∆z) of each domain are given in Table 2. In this study, the focus is on the child domain which matches with the area

of the spatial aerosol measurements around the supersite.5

Information on the building and vegetation height and land surface elevation are takendrawn from high-resolution raster

maps for Helsinki (Auvinen and Aarnio, 2019). The manipulation of the domain input files is done using the Python library

P4UL (Auvinen and Karttunen, 2019). Only vegetation higher than zv,min = 4.0 m are included in the simulations. Due to the

lack of observational data on the leaf area density (LAD) of vegetation, a constant LAD value is applied for all tree crowns

above zv,min. In summer, LAD = 1.2 m2 m−3 for broad-leaf trees (Abhijith et al., 2017), while in winter LAD is decreased to10

20 % of the summertime value.

3.3 Meteorological boundary conditions

We apply both modelled and observed data as meteorological boundary conditions, which are set dynamic, i.e., they change

with time.

As modelled data, numerical weather prediction data from MetCoOp Ensemble Prediction System (MEPS, Bengtsson et al.,15

2017; Müller et al., 2017) are applied. MEPS data were downloaded from the data archive (Norwegian Meteorological Institute,

b) using the File Interpolation, Manipulation and EXtraction (Fimex) library (Norwegian Meteorological Institute, a). MEPS

has a horizontal resolution of 2.5 km (see Fig. 1), 65 vertical levels and ten ensemble members. It is ran four times daily with

a three-hourly cycling for data assimilation (3D-VAR). The lateral boundary data are from the European Centre of Medium-

Range Forecasts (ECMWF) high resolution (HRES) atmospheric model. In this study, the MEPS control run, i.e., the ensemble20

member 0 with unperturbed initial and lateral boundary conditions, is used.

Data from the Kivenlahti mast are downloaded from FMI Open Data service (Finnish Meteorological Institute) as 10-minute-

averaged. On the mast, meteorological observations are conducted at three to eight measurement levels between z = 2−327 m.

Despite being located 17.4 km from the supersite, the closest observations of the vertical profile of basic meteorological
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variables are conducted at Kivenlahti. Meteorological observations from the SMEAR III station at z = 31 m are downloaded

using the SmartSMEAR tool (Junninen et al., 2009).

The initial conditions and dynamic meteorological boundary data are provided to PALM in a so-called dynamic driver. Of

the MEPS data, the dynamic driver was created by the following procedure. First, the sigma-coordinates were translated to

pressure coordinates and further to height coordinates applying the hypsometric equation. Then u, v, w, θ and water vapour5

mixing ratio qv were interpolated from the MEPS grid to the PALM grid: first in horizontal over a two-dimensional grid using

the cubic spline method and then in vertical using the linear interpolation. The Kivenlahti mast observations, instead, were

linearly interpolated in vertical until the highest observation level, after which a constant value was used. When applying the

SMEAR III data, constant values are used for the entire vertical profile. The dynamic driver created from the observational

data does not include any horizontal variation.10

A mesoscale interface, INIFOR, has been developed to transform mesoscale modelling data into PALM-readable boundary

data. However, it is currently only available for COSMO-DE/D2 datasets, which do not cover Finland.

3.4 Air pollutant background concentrations

Similar to the meteorological boundary conditions (Section 3.3), both modelled and observed air quality data are used as

background concentrations in the simulations. As in the previous model evaluation study (Kurppa et al., 2019), the modelled15

background aerosol particle number and trace gas concentrations are produced with the trajectory model for Aerosol Dynam-

ics, gas and particle phase CHEMistry and radiative transfer (ADCHEM, Roldin et al., 2011b, a, 2019). ADCHEM is operated

as a one-dimensional column trajectory model along HYSPLIT (Stein et al., 2015) air mass trajectories, starting seven days

backwards in time (see Fig. S2 and S3 in the Supplement). The gas and aerosol particle compositions and size distributions are

simulated along the back trajectories arriving to the coordinates of the supersite. For the emission inventories and parametri-20

sations applied, see Section S3.4 in the Supplement. Detailed descriptions of the aerosol and cloud microphysics, new particle

formation and gas-phase chemistry mechanisms in ADCHEM are provided by Roldin et al. (2019) and references therein.

To investigate the impact of the background aerosol size distribution (PSD) and concentration on the model simulations,

PSD measurements from SMEAR III (see Section 2) are applied as an alternative for the modelled values. For simplicity,

ADCHEM data are always used for the chemical composition of aerosol particles and gaseous concentrations.25

For each PALM simulation, the concentrations are averaged over the simulation time and these temporally constant vertical

profiles are then introduced to the simulation domain by a decycling method, in which background concentrations are fixed at

the lateral boundaries.

3.5 Air pollutant emissions

In this study, air pollutant emissions only from traffic combustion are included, as traffic is the main pollutant source within the30

modelling domain (Helsinki Region Environmental Services Authority). Traffic-lane maps separating different road categories,

i.e., main streets, collector roads and residential streets, have been generated by combining lane and street type information

from the Map Service (City of Helsinki). The lane width is 3.5 m. Emissions are introduced as dynamic surface fluxes.
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Table 3. Unit emission factors for traffic combustion (s = solid and g = gaseous) on 9 Jun between 7:00–8:00 in units

×10−5 g m−1 vehicle−1. Abbreviations: PM = total mass of particulate matter, BC = black carbon, OC = organic carbon, NO = ni-

trous oxide, NO2 = nitrous dioxide, OCSV = semi-volatile organic carbon, RH = alkanes, H2SO4 = sulphuric acid, N2O = nitrous oxide

and NH3 = ammonia.

PM BC(s) OC(s) NO(g) NO2(g) OCSV(g) RH(g) H2SO4(g) N2O(g) NH3(g) Fuel

1.4 1.0 0.3 49.4 13.9 0.039 1.5 0.01 1.0 3.5 9.8×103

Aerosol particle emission inventories are typically provided as total mass emission factors EFPMEFPM2.5 . In SALSA, these

would need to be translated to number emission factors EFN , assuming some size distribution for the emitted aerosol particles.

However, converting aerosol mass to number is highly sensitiveity to the assumed size distribution. Therefore in this study we

choose to apply a number emission factor EFN = 4.22×1015 kg−1
fuel based on fuel consumption and a number size distribution

estimated by Hietikko et al. (2018) at the supersite in May 2017 (see Fig. S4 in the Supplement).5

For gaseous compounds, mass composition of aerosol particles and fuel, unit emission factors EF[compound] (Table 3) are

calculated using emission inventory by the European Environmental Agency for 2017 (Ntziachristos et al., 2016) and specif-

ically the Tier 3 method, which applies information on the mileage per vehicle category and technology, and driving speed.

However, since no information on the cumulative mileage for different Euro classes was available, EFNH3(g) and EFN2O(g)

are based on the Tier 1 method (see Ntziachristos et al., 2016, Eq. 28). Furthermore, the following estimates were applied:10

EFSVOC(g) = 0.01EFNMOG (Zhao et al., 2017, Fig. 2), EFRH(g) = 0.4EFNMOG (Huang et al., 2015, Fig. 4), where NMOG

stands for non-methane organic gases and RH(g) for alkanes, and EFH2SO4(g) = 0.1 EFSO2
(Arnold et al., 2006, 2012;

Miyakawa et al., 2007). Emitted aerosol particles smaller than 15 nm in diameter are assumed to be composed of 75 %

OC and 25 % H2SO4, whereas larger particles contain 72 % BC, 21 % OC and 7 % H2SO4 as estimated from EFPM, EFBC

and EFOC.15

The hourly vehicle fleet compositions for the neighbourhood are obtained from the Helsinki Region Environmental Services

Authority (HSY and Urban Environment Division of the City of Helsinki, personal communications, 1 Oct, 2018), the mileage

for each vehicle technology from the ALIISA model (VTT, 2018) and the fuel sulphur content from the LIPASTO database

(VTT, 2017). The traffic rates in the neighborhood are estimated by normalising the mean traffic volumes per each street

(Urban Environment Division of the City of Helsinki, Helsinki Region Environmental Services Authority and Helsinki Region20

Municipalities, 2018) with traffic counts from an online traffic monitoring station located in the northwestern corner of the

child domain (City of Helsinki, personal communications, 3 Mar, 2018). Traffic volumes for both southward and northward

traffic are measured separately.
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Table 4. Simulation abbreviations. WD = wind direction and PSD = aerosol particle number size distribution.

Simulation Background meteorology Background PSD

MMETMPSD Modelled by MEPS Modelled by ADCHEM

OMETOPSD Observed at Kivenlahti Observed at SMEAR III

MMETOPSD Modelled by MEPS Observed at SMEAR III

OWD,mastOPSD Modelled, but WD from Kivenlahti Observed at SMEAR III

OWD,SMEAROPSD Modelled, but WD from SMEAR III Observed at SMEAR III

3.6 Model set-up

The length of the morning simulations on 9 Jun and 12 Dec are two hours, and evening simulation on 9 Jun only one hour.

Simulation times correspond to the observation periods.

For all simulation times, two simulations using either modelled (M) or observed (O) boundary conditions for the flow and

background aerosol particle number size distribution (PSD) are conducted. The first set-up, hereafter MMETMPSD, applies the5

modelled meteorological (MET) boundary conditions from the MEPS data and the modelled PSD from the ADCHEM model.

The second set-up, hereafter OMETOPSD, applies the observed meteorological data from the Kivenlahti mast and the observed

PSD from SMEAR III. Furthermore, two types of sensitivity tests are conducted for the summer morning. Firstly, model sen-

sitivity on the background PSD is studied running a simulation with the modelled meteorological boundary conditions and

observed background PSD (MMETOPSD). Secondly, the influence of wind direction (WD) on pollutant dispersion is investi-10

gated by replacing WD in the MEPS data by WD measured on the Kivenlahti mast (OWD,mastOPSD) or at the SMEAR III

station (OWD,SMEAROPSD). As WDSMEAR III is only measured at z = 31 m, the wind direction at the model boundaries in

OWD,SMEAROPSD is set constant with height. In total nine different simulations have been conducted.

The aerosol and chemistry modules are run only within the child domain to limit computational costs. In all simulations,

the aerosol processes of condensation and dissolutional growth, coagulation, dry deposition and sedimentation are included15

and calculated every 1.0 s. The aerosol particle size distribution is described by 10 size bins, of which three are within the first

subrange between 2.5–15 nm and seven within the second subrange 15 nm–1 µm. Aerosol particles are assumed to be internally

mixed and hygroscopic, and can contain H2SO4, OC, BC, HNO3, and/or NH3. The chemical reactions are calculated at every

time step of the PALM model.

The advection of both momentum variables and scalars is based on the fifth-order advection scheme by Wicker and Ska-20

marock (2002) together with a third-order Runge-Kutta time-stepping scheme (Williamson, 1980). The pressure term in the

prognostic equations for momentum is calculated using the iterative multigrid scheme (Hackbusch, 1985). The roughness

height is z0 = 0.05 m (Letzel et al., 2012) and the drag coefficient applied for the trees CD = 0.3.

Simulations were first run only for the root domain for 1 h, called here the precursor run, after which the final simulations

were started. The final simulations including also the nested parent and child domains were initialised using the final state25

10



of the precursor run. Offline nesting is used as forcing for the root domain and the parent and child are nested within using

one-way self nesting. As SALSA and chemistry are run only within the child domain, for them the nesting is not applied and

the boundary conditions of air pollutants are set at the child boundaries. The data output was collected starting after the first 15

minutes of the final simulation. Simulations were performed on the Centre for Scientific Computing (CSC) Puhti supercluster.

Using in total 394 Intel Xeon processor cores, each simulation required 39–80 h of computing time.5

4 Comparison of the modelled and observed boundary conditions

Section 4 presentsdescribes the differences in the modelled and observed boundary conditions. After that, Section 5 focuses on

the performance of the simulations applying only modelled (MMETMPSD) or only observed (OMETOPSD) boundary conditions.

Finally, Section 6 investigates the impact of background PSD and wind direction on the model performance.

The summer morning on 9 Jun is characterized by very calm northerly-north-westerly winds with the horizontal wind speed10

U ≈ 1.0− 1.5 m s−1 at z = 30 m and mainly U < 2.5 m s−1 within the lowest 200 m on the Kivenlahti mast (Fig. 2a-b). The

MEPS data show more westerly winds, with −90◦ <∆WD<−45◦ compared to the Kivenlahti observations, except at 9 am

when the modelled and observed WD agree. Furthermore, the observed U are up to 0.5 m s−1 lower within the lowest 100 m

during the first two hours and up to 1.0 m s−1 higher during the last two hours when compared to the MEPS data. As the

highest measurement level for U on the Kivenlahti mast is z = 217 m, the interpolated profile used as the boundary condition15

in OMETOPSD underestimates U above 217 m at 7 am. The observed and modelled profiles of air (T ) and dew-point temperature

(TD) correspond qualitatively well (Figs. 2c and S54 in the Supplement), but the observations show lower (higher) values of

T (and TD) than MEPS above z = 200 m, especially at 8–9 am. Hence, MEPS also predicts a stronger and shallower surface

temperature inversion, which would lead to weaker vertical mixing. Observations at SMEAR III generally follow those on the

Kivenlahti mast, expect that T is roughly 2 ◦C higher at SMEAR III compared to the Kivenlahti mast and WD typically falls20

between the MEPS data and Kivenlahti observations. The difference in WD can be explained by flow distortion at SMEAR III

due to the adjacent buildings to the north of the measurement site (Nordbo et al., 2012). The observed background aerosol

particle number concentrations at SMEAR III are around 80 % lower and the modelled PSD shows a smaller peak diameter of

D = 40 nmD = 28 nm instead of D = 50 nm in the SMEAR III observations (Fig. S65). Furthermore, the observations show

a secondary peak at D = 14 nm, which is not captured by ADCHEM.25

By the evening, the observed U on the Kivenlahti mast had increased to 2.0− 2.5 m s−1 at z = 30 m (Fig. S76a) and the

wind turned to south-west (Fig. S76b). The modelled and observed WD agree well (∆WD< 20◦), whereas clear discrepancy

is shown for U . The MEPS predicts a low-level jet with the maximum U at z = 100 m and shows up to 3 m s−1 higher

values compared to the Kivenlahti observations at 8–9 pm. This low-level jet results in a strong wind shear and mechanical

turbulence production. Instead above, U is overestimated in the interpolated Kivenlahti data at 9–10 pm. The profiles of TD30

agree relatively well (Fig. S87), whereas MEPS predicts clearly lower T , with a difference up to −5 ◦C close to the ground

(Fig. S76c). The SMEAR III observations agree with those from the Kivenlahti mast. The modelled and observed background

11
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MEPS Kivenlahti mast SMEAR IIIMEPS Kivenlahti mast SMEAR IIIMEPS Kivenlahti mast SMEAR III

Figure 2. Horizontal a) wind speed U (m s−1), b) wind direction WD (◦) and c) air temperature T (◦C) on 9 Jun at local time (UTC+3). The

modelled profiles at each MEPS grid point are shown by grey solid lines and their mean by a black dashed line. The observation from the

Kivenlahti mast are shown by green solid squares and the interpolated profiles used as boundary conditions by a green solid line. Stars show

the SMEAR III observations.

PSD agree in shape, but the peak is observed at D = 70 nmD = 79 nm compared to D = 87 nmD = 100 nm in ADCHEM

and observed total number concentration is around 35 % lower (Fig. S95).

In the winter morning on 7 Dec, easterly flow was observed and the wind was turning to south-east with both height and

time (Fig. S8a-b). Winds were stronger than in the summer morning, around 2 m s−1 at z = 30 m. The observed and modelled

WD agree, but MEPS predicts up to 3 m s−1 lower U above the canopy. An inversion layer above ground is captured both in5

MEPS and observations (Fig. S8c), yet it is stronger in the observations especially during the first hours. As a contrast to T ,

MEPS predicts down to −3 ◦C lower TD compared to the Kivenlahti observations at 9 am (Fig. S119). Similar to the summer

morning, the observations on the Kivenlahti mast and SMEAR III are in agreement. Both the modelled and observed PSD peak

at D = 30 nm, but the observed total number concentrations are around 60 % higher (Fig. S1210).
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Table 5. The performance measures and acceptance criteria applied in the evaluation: fractional bias (FB), normalised mean squared error

(NMSE), factor of two (FAC2), normalised mean bias factor (NMBF) and normalised mean absolute error factor (NMAEF). For more details

on the acceptance criteria, see Hanna and Chang (2012) and Yu et al. (2006).

|FB| NMSE FAC2 |NMBF| NMAEF

<0.671 <61 >0.31 <0.252 <0.352

The model under-

or overestimates,

respectively, by a

factor of < 2

Random scatter

is < 2.4 times

the mean

Fraction of modelled

values within the factor

of 2 of the observed

is more than 30%

The model over-

or underestimates

by a factor of < 1.25

The absolute gross

error is < 0.35 times

the mean observation

1: Hanna and Chang (2012), 2: Yu et al. (2006)

5 Evaluation of the air quality modelling results

The model is evaluated against observations at the three different observations periods, and in both summer and winter morning

the evaluation is done separately for both modelling hours. The following performance measures are applied in the evaluation:

fractional bias (FB), normalised mean squared error (NMSE), factor of two (FAC2) (Chang and Hanna, 2004), normalised

mean bias factor (NMBF) and normalised mean absolute error factor (NMAEF) (Yu et al., 2006). See Appendix A for the5

definitions and Table 5 for the acceptance criteria. In summary, FB and NMBF measure systematic error (i.e., bias), NMSE

and NMAEF the total errors and FAC2 the correct scales. Additionally, the statistical significance of the model error (i.e. the

absolute difference between the observations and modelled values) is estimated with the Student’s t-test for the horizontal

distributions.

5.1 Performance measures10

The following performance measures are applied in the evaluation: fractional bias (FB), normalised mean squared error

(NMSE), factor of two (FAC2) (Chang and Hanna, 2004), normalised mean bias factor (NMBF) and normalised mean ab-

solute error factor (NMAEF) (Yu et al., 2006). See Table 5 for the acceptance criteria and Appendix A for the equations. In

short, FB and NMBF measure systematic error (i.e., bias), NMSE and NMAEF both systematic and random errors, and FAC2

the correct concentration scales. Additionally, the statistical significance of the model error (i.e. the absolute difference between15

the observations and modelled values) is estimated with the Student’s t-test for the horizontal distributions of Ntot.

5.2 Horizontal distribution of total aerosol particle number concentration

In order to compare the data, both the mobile Sniffer measurements containing its geographical coordinates and the PALM

data output have been horizontally aggregated to a 5 m× 5 m grid, with a threshold of at least three measurement points per

grid to calculate the median value. A comparison between the measured and modelled median total aerosol particle number20

13
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Figure 3. Measured (a-e) and modelled (f-o) median total aerosol number concentration (Ntot) along the Sniffer route for the summer

morning (a,f,k for the first and b,g,l for the second hour), summer evening (c,h,m) and winter morning (d,i,n for the first and e,j,o for the

second hour). The second row shows MMETMPSD and the third OMETOPSD. Measurements are from z = 2.4 m and modelled values from

z = 2.5 m. The supersite is marked with a black circle. Note the different scale in different columns.

concentration (Ntot) values is illustrated in Fig. 3. In general, the model captures the large concentration gradient between the

main street (in the middle from northwest to southeast) and the side street on the northeast side of the main street. However,

the model overestimates Ntot at the north-western end of the Sniffer route at all simulation times, which is likely due to

overestimation of the traffic emissions at an adjacent cross section. Ntot is well modelled also along the side street, except

during the winter morning in MMETMPSD (Fig. 3d-e and 3i-j), when the model slightly underestimates Ntot.Along the side5

street, the modelled Ntot is slightly higher than the observed in MMETMPSD during the first hour in the summer morning

(Fig. 3f) and in OMETOPSD during the first hour in the winter morning (Fig. 3n). The performance measures in simulating the

horizontal distribution of Ntot and whether the acceptance criteria are fulfilled are shown in Fig. 4 shows the performance

measures in simulating the horizontal distribution of Ntot for all simulation times and whether the acceptance criteria are

fulfilled. Overall, FB, NMSE and FAC2 show mostly acceptable model performance. In general, NMBF and NMAEF are10

more strict measures. However, NMBF oftenmostly exceeds the acceptance criteria showing that the model tends to over- or

underestimate the observations by 25 % or more. NMAEF never fulfills the criteria indicating that the absolute gross error

between the observed and modelled values is always over 35 % larger than the mean observation. However, the other measures

show mostly acceptable model performance.

During the first hour in the summer morning, MMETMPSD performs better than OMETOPSD with respect to all performance15

measures. OMETOPSD clearly overestimates Ntot along the main street (Fig. 3k). despite a stronger temperature inversion

14



1

0

1

FB

9 Jun 07:16-08:14

0.0

2.5

5.0

NM
SE

0.0

0.5

1.0

FA
C2

0

2

NM
BF

0

1

2

3

NM
AE

F

9 Jun 08:23-09:15 9 Jun 20:26-21:14 7 Dec 07:20-08:08 7 Dec 08:14-09:14

MMETMPSD OMETOPSD MMETOPSD OWD, mastOPSD OWD, SMEAROPSD

Figure 4. Model performance for the horizontal distribution of N tot using the performance measures fractional bias (FB), normalised mean

squared error (NMSE), factor of two (FAC2), normalised mean bias factor (NMBF) and normalised mean absolute error factor (NMAEF).

The grey area indicates that the value exceeds the acceptance criteria given in Table 5. See Table 4 for the simulation names. Note that in the

summer evening and winter morning, only two simulations have been conducted.

in the MEPS model data (MMETMPSD) compared to the Kivenlahti (OMETOPSD) observations (Fig. 2c). This likely stems

from the underestimation of the wind speeds above 217 m in OMETOPSD (Fig. 2a), which would lead to lower mechanical

turbulence production and to lower mean turbulent kinetic energy (TKE) in OMETOPSD (Fig. 5a). During the second hour, no

large differences in Ntot are observed, as the wind speed and direction of the input data become more equal.For the second

hour the difference is small.5
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Figure 5. The vertical profile of the mean turbulent kinetic energy (TKE) over the entire child domain for the a) summer morning, b) summer

evening and c) winter morning simulation. Each profile is temporally-averaged over the whole simulation.

Instead in the summer evening, OMETOPSD performs slightly better than MMETMPSD (e.g., FAC2 = 0.75 and FAC2 = 0.67,

respectively), but both acquire good performance values and even NMBF is within the acceptance criteria. This is surprising

considering the clearly stronger winds in MEPS at z < 200 m than what is observed on the Kivenlahti mast. Yet, MEPS predicts

a more stable stratification, which leads to nearly equal TKE values (Fig. 5b). This can justify why the difference in the spatial

variability of aerosol particle concentrations between MMETMPSD and OMETOPSD is not that large.5

In the winter morning, MMETMPSD fulfills the acceptance criteria during the first hour, except for NMAEF, and overperforms

better than OMETOPSD. However,, but during the second hour the difference is small. Interestingly, FAC2 is higher for OMETOPSD

than MMETMPSD over the whole simulation. Contrary to the summer evening, MEPS predicts clearly lower wind speeds in the

winter morning, which would lead to weaker mixing, but at the same time the observed temperature inversion on the Kivenlahti

mast is stronger than the modelled by MEPS especially during the first hours. Hence, the stronger stability and suppression10

of turbulence (Fig. 5c) can explain the higher concentrations in OMETOPSD. However, it should be noted that for the first hour
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Figure 6. Measured (marker with error bar) and modelled (black line and grey shaded area) lung-deposited surface area (LDSA) of aerosol

particles at the supersite for the summer morning (a,f for the first and b,g for the second hour), summer evening (c,h) and winter morning (d,i

for the first and e,j for the second hour). The first row shows MMETMPSD and the second OMETOPSD. The figure shows the geometric mean

(measured: marker, modelled: solid line) and geometric standard deviation (measured: error bar, modelled: shaded area). Dashed lines show

the geometric mean at the urban background monitoring sites in Kallio and SMEAR III.

the differences in the model absolute error between MMETMPSD and OMETOPSD are not significant and for the second hour

Student’s t-test cannot be performed (see Table S2 in the Supplement).

5.3 Vertical profile of the lung-deposited surface area

The modelled vertical profile of alveolar LDSA is evaluated against the observed one over a 5 m × 5 m area next to the

supersite on the northern side of the container (Fig. 6) and opposite the supersite on the other side of the main street (Fig. 7).5

In the summer morning, MMETMPSD performs well opposite the supersite (Figs. 7a-b and 9) especially during the first hour,

but it clearly overestimates LDSA at the supersite (Figs. 6a-b and 8). On the contrary, OMETOPSD successfully reproduces

the LDSA profile at the supersite (Figs. 6f-g) but not opposite it (Figs. 7f-g). This can be explained by the wind direction:

according to the meteorological boundary condition analysis in Section 4, the wind direction predicted by MEPS is more

westerly than the observed at Kivenlahti. Therefore, a canyon vortex forming in the main street canyon pushes pollutants10

upwind to the western side of the street in MMETMPSD. On the other hand, the opposite is observed for OMETOPSD for which

the wind direction is more from the north. In the summer evening, MMETMPSD fulfills all acceptance criteria, while OMETOPSD

overestimates LDSA on both sides of the street canyon. This is contradictory to the horizontal distribution of Ntot, based

on which OMETOPSD showed better performance. In the winter morning, OMETOPSD shows slightly better performance at the
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Figure 7. Measured (marker with error bar) and modelled (black line and grey shaded area) lung-deposited surface area (LDSA) of aerosol

particles opposite the supersite for the summer morning (a,f for the first and b,g for the second hour), summer evening (c,h) and winter

morning (d,i for the first and e,j for the second hour). The first row shows MMETMPSD and the second OMETOPSD. The figure shows the

geometric mean (measured: marker, modelled: solid line) and geometric standard deviation (measured: error bar, modelled: shaded area).

Dashed lines show the geometric mean at the urban background monitoring sites in Kallio and SMEAR III.

supersite, whereas MMETMPSD underestimates LDSA, but it also has a lower background concentration. Instead, while opposite

the supersite OMETOPSD clearly overestimates LDSA below the building height. For the summer evening and winter morning,

the differences in the shape of the vertical LDSA profiles are not as notable as in the summer morning, which can be explained

by the good correspondence of the Kivenlahti wind direction observations with the MEPS data.

5.4 Aerosol size distribution5

Fig. 10 illustrates the observed and modelled PSD for MMETMPSD separately along the main and side street, at the supersite and

opposite it, and in the background during the first hour of the summer morning 9 Jun. In addition to the Sniffer measurements

with EEPS and ELPI, the modelled values are compared against DMPS measurements at the supersite and SMEAR III. The

model successfully reproduces PSD along the main street and specifically at the supersite, for which FB, NMSE and FAC2 are

within the acceptance criteria (see Table S3 in the Supplement). Also at the background, the Sniffer measurements agree with10

the model based on FB, NMSE and FAC2 even though the concentration of the smallest (the mean bin diameterDmid < 25 nm)

aerosol particles is underestimated. Instead along the side street, the modelled values are clearly lower than the observed and, for

instance, based on NMBF the model underestimates the EEPS and ELPI observations by a factor of 3.45 and 5.48, respectively.
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Figure 8. Model performance for the vertical distribution of LDSA at the supersite. The grey area indicates that the value exceeds the

acceptance criteria given in Table 5. See Fig. 4 for details.

Comparing the two simulations with different boundary conditions, MMETMPSD performs better along the main street and

hence also at the supersite and opposite it during the first hour of the summer morning (Tables S3 and S4). However, during

the second hour, the difference between MMETMPSD and OMETOPSD is minor, which was also observed for the horizontal

distribution of Ntot. OMETOPSD, which uses the observed background PSD as boundary conditions, performs better along

the side street and at the background. This is also observed in the summer evening (Tables S8 and S9) and winter morning5

(Tables S10 and S11). In the summer evening, both MMETMPSD and OMETOPSD perform equally well along the main street and

equally bad at the supersite overestimating the EEPS measurements by a factor of 3.68–4.36 based on NMBF (Tables S8 and

S9). In the winter morning, MMETMPSD produces better results than OMETOPSDoverperforms along the main street. Instead,

while at the supersite both MMETMPSD and OMETOPSD perform equally well and fulfil the acceptance criteria for FB, NMSE

and FAC2 (Tables S10 and S11).10
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Figure 9. Model performance for the vertical distribution of LDSA opposite the supersite. The grey area indicates that the value exceeds the

acceptance criteria given in Table 5. See Fig. 4 for details.

5.5 Aerosol chemical composition

The chemical composition of aerosols was measured at the supersite by an ACSM (Aerosol Chemical Speciation Monitor)

and the black carbon (BC) concentration by a MAAP (Multi-Angle Absorption Photometer, see the Supplement, Table S1).

Additionally Sniffer measured BC within PM1. In general, the modelled and observed horizontal distribution of BC compare

tolerably well based on the performance measures FB, NMSE and FAC2, while NMBF and NMAEF are not within the ac-5

ceptance criteria (see Fig. S1311 in the Supplement). Overall, the performance is best for MMETMPSD in the summer morning

during the first hour. In the summer and winter morning, OMETOPSD suffers from high positive bias and absolute error and

MMETMPSD in the winter morning from high absolute error. Instead in the summer evening, both simulations show NMSE and

FAC2 within the acceptance criteria but still overestimate BC. Comparing to the measured chemical composition of aerosols

at the supersite (Tables 6 and S12-1311-12) shows that the modelled concentration of organic carbon (OC) is in general in10
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Figure 10. The mean aerosol number size distribution dN/d logD (cm−3) at different parts of the domain at z = 1.5 m for MMETMPSD

on 9 Jun morning at 07:16–08:14. Modelled values are shown with a black solid line and Sniffer measurements with green lines: solid with

filled squares for EEPS and dotted with empty squares for ELPI. Stationary DMPS measurements are shown with a light-green solid line

with circles (SS = supersite) and pink dotted line (SMEAR III). Note that for this observation period no stationary Sniffer measurements are

available opposite the supersite.
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Table 6. Performance of the modelledin the modelling aerosol chemical composition at the supersite on 9 Jun morning between 07:16–

09:15 am. See Fig. 4 for further description.

Simulation name Variable FB NMSE FAC2 NMBF NMAEF

MMETMPSD SO−
4 0.73 1.65 0.50 1.60 1.60

OC 0.42 0.75 0.50 0.75 0.97

NO−
3 0.15 0.04 1.00 0.16 0.16

NH+
4 1.60 26.44 0.00 18.05 18.05

BC 1.39 15.07 0.00 10.02 10.02

PM2.5 1.20 6.65 0.33 5.10 5.10

OMETOPSD SO−
4 0.42 0.26 1.00 0.54 0.58

OC 0.13 0.06 1.00 0.14 0.21

NO−
3 0.27 0.12 1.00 0.33 0.33

NH+
4 1.06 4.02 0.00 3.02 3.02

BC 0.50 1.69 0.50 1.09 1.28

PM2.5 0.69 0.86 0.50 1.15 1.15

the right order of magnitude. Furthermore, in the summer morning (Table 6) especially the concentrations of sulphates (SO−
4 )

and nitrates (NO−
3 ), and also BC and PM2.5 are correctly reproduced by OMETOPSD, while ammoniuma (NH+

4 ) is highly

overestimated especially by MMETMPSD (NMBF = 18.05). In the summer evening (Table S12), MMETMPSD corresponds better

to observations thanoverperforms OMETOPSD and correctly reproduces SO−
4 , OC and PM2.5, while overestimating the rest.

Also in the winter morning (Table S13), MMETMPSD performs slightly better than OMETOPSD in modelling OC and PM2.5 in5

the right order of magnitude, but MMETMPSD still overestimates the mass concentrations of the other chemical components are

overestimated by a factor of around 2.7–6.54.2. Hence, the difference in the chemical composition is not systematic. Comparing

modelled values with point observations in a street canyon is very sensitive to the correct wind direction because perpendic-

ular wind component leads to accumulation of pollutants to the leeward side of the street canyon. As the vertical dispersion

of LDSA was also shown sensitive to the wind direction, the results on the performance of modelling the correct chemical10

composition corresponds to those on the vertical dispersion of LDSA (see Section 5.3).Whether MMETMPSD or OMETOPSD

performs better corresponds to the results on the vertical dispersion of LDSA.

6 Sensitivity analysis

6.1 Background aerosol size distribution

Sensitivity of the modelled aerosol concentrations to the background PSD is investigated by applying the modelled PSD15

(MMETMPSD) from ADCHEM and the observed PSD at SMEAR III (MMETOPSD) as the background PSD. Regarding all
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variables used in the evaluation (Ntot, LDSA, PSD and aerosol chemical composition), only minor differences due to using

modelled or measured PSD as a boundary condition are observed between MMETMPSD and MMETOPSD. For instance, for

the horizontal distribution of Ntot(e.g., FB =−0.02 and FB = 0.01, and NMSE = 1.17 and NMSE = 1.15 for the horizontal

distribution of Ntot, respectively (see Fig. 4). The difference in the horizontal distribution of Ntot (Fig. 11b) is mainly within

-20–20 % with slightly higher (lower) concentrations in the southern (northern) part of the domain. This difference stems from5

roughly 80 % lower observed than modelled background Ntot and thus the air being advected from northwest is cleaner in

MMETOPSD compared to MMETMPSD.

Similar to the horizontal distribution, the vertical profile of LDSA for MMETOPSD does not differ from MMETMPSD within

the street canyon (Fig. 12). Only a small decrease in model performance is observed opposite the supersite when applying the

observed PSD as the boundary condition (e.g., FB is increased from 0.20 to 0.34 and NMSE from 0.07 to 0.14 during the10

first hour, Fig. 9). However, above z > 30 m, the difference gradually approaches 65–160 %, i.e., the relative difference in the

background Ntot between the modelled ADCHEM values and SMEAR III observations.

With respect to PSD, MMETMPSD and MMETOPSD perform mostly equally good or bad, except for slightly better performance

of MMETOPSD on the side street. The wind speed and/or direction influence the modelled PSD more than the background PSD

(seeThe difference in the modelled PSD between MMETMPSD and MMETOPSD is smaller than when the wind speed and/or15

direction are different (OWD,mastOPSD and OWD,SMEAROPSD, Fig. S1412 in the Supplement).

6.2 Background meteorological conditions

In Section 5, the simulation using the observed data as boundary conditions (OMETOPSD) was shown to perform worse than

when using the modelled MEPS data (MMETMPSD) in the summer morning. As the observed wind speed at Kivenlahti and the

one modelled by MEPS differ (see Section 4), we separately investigate the influence of the incoming wind direction on the20

model sensitivity to the incoming wind direction.

In general, OMETOPSD and OWD,mastOPSD, for which the meteorological boundary conditions are taken from MEPS but the

incoming wind direction is replaced with the one measured on the Kivenlahti mast but the wind speed is the same, result

in a similar pattern for the difference in the horizontal distribution of Ntot compared to MMETMPSD (Fig. 11a,c). However,

the differences are larger for OMETOPSD, for which the incoming upper-level wind speed is up to 2 m s−1 slower than in25

OWD,mastOPSD during the first hour (Fig. 2a). This results in the aerosol particles being transported more to the southwest side

of the main street. As the wind is more from the north in OMETOPSD than in OWD,mastOPSD, also the impact of wind direction

on the street canyon vortex along the main street is observed by clearly lower (higher) Ntot on the southern (northern) side

of the street canyon. The similar patterns of ∆Ntot for OMETOPSD and OWD,mastOPSD but the higher absolute values of ∆Ntot

for OMETOPSD indicate that the horizontal distribution is strongly controlled by the wind direction, while the absolute values30

depend on the wind speed. Instead OWD,SMEAROPSD, for which the wind direction is from SMEAR III and does not vary with

height, shows clearly higher concentrations (up to +150 %) along the main street but smaller differences in its surroundings

(-40–80 %).
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Figure 11. Relative difference in the total aerosol number concentration (∆Ntot) at z = 2.5 m on 9 Jun morning between 07:16–09:15 am

compared to MMETMPSD for a) OMETOPSD, b) MMETOPSD, c) OWD,mastOPSD and d) OWD,SMEAROPSD. Area with black crosses show |∆Ntot|>

150 %. Buildings are shown with white and black circle denotes the location of the supersite. Note that ∆Ntot is shown here for the whole

simulation and not separately for each hour.

Replacing the modelled wind direction with the one observed on the Kivenlahti mast (OWD,mastOPSD) or SMEAR III

(OWD,SMEAROPSD) improves the model performance for the horizontal distribution of Ntot during the first summer morn-

ing hour (Fig. 4). However, for the second hour OWD,SMEAROPSD is shown to perform even worse than OMETOPSD based on a

lower FAC2 and higher NMBF and NMAEF. During the first hour, OWD,SMEAROPSD performs better than OWD,mastOPSD based

on FB, NMBF and NMAEF, indicating that there is more bias in OWD,mastOPSD, while during the second hour OWD,SMEAROPSD5

performs better only based on NMSE. Presumably, wind has too much westerly component in OWD,SMEAROPSD compared to

the northerly winds in the MEPS and Kivenlahti data, which results in the traffic-emissions downstream being flushed along

the main street.

The observed vertical profile of LDSA at the supersite on the summer morning corresponds better to the modelled by

OMETOPSD and OWD,mastOPSD than MMETMPSD (Fig. 8). Hence, modifying the MEPS wind direction to correspond the ob-10

served one at Kivenlahti increases the model performance.At the supersite (Figs. 8 and 12a,c), OMETOPSD agrees better

than MMETMPSD with the observations (e.g., FB = 0.13 and FB = 0.59, and NMSE = 0.21 and NMSE = 4.78, respectively,

during the first hour) and hence modifying the MEPS wind direction to correspond the observed one at Kivenlahti increases

the performance (Fig. 8). During the second hour, OWD,mastOPSD performs even slightly better than OMETOPSD (e.g., FB =

−0.07 and FB =−0.09, and NMSE = 0.01 and NMSE = 0.03). However, applying the wind direction from SMEAR III15
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Figure 12. Relative difference in the lung-deposited surface area (∆LDSA) of aerosol particles compared to MMETMPSD at the supersite (a,c)

and opposite supersite (b,d) on 9 Jun morning. The figure shows the difference in the geometric mean for OMETOPSD (solid line with empty

circles), MMETOPSD (dashed line with empty squares), OWD,mastOPSD (dash-dot line with filled squares) and OWD,SMEAROPSD (dotted line with

filled squares).

improves the model performance only for the first hour while during the second hour OWD,SMEAROPSD performs worst.

Whereas OWD,mastOPSD results in lower (higher) LDSA than MMETMPSD below (above) z = 30− 40 m, during the second

hour OWD,SMEAROPSD shows higher values until the building height (z = 19 m) during the second hour, aboveafter which it

gradually starts to follow the ∆LDSA for OWD,mastOPSD. Opposite the supersite up to five-fold values compared to MMETMPSD

are observed in OMETOPSD and OWD,mastOPSD within the first hour (Fig. 12b) and the model performance is clearly decreased5

when using the observed wind direction from Kivenlahti (e.g., FB is increased from 0.20 to 0.47 and FAC2 decreased from

1.00 to 0.67, Fig. 9). Instead, OWD,SMEAROPSD performs better than MMETMPSD. Within the second hour, ∆LDSA compared

to MMETMPSD is mainly within ±50 % below the building height, but above OWD,SMEAROPSD deviates from the other pro-
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files showing two-fold values. All ∆LDSA profiles gradually approach ∼100 %, which results from using different PSD for

MMETMPSD and for rest of the simulations.

Similarly for the aerosol size distribution, changing the modelled wind direction by MEPS to the one measured at Kivenlahti

improves model performance at the background and slightly decreases elsewhere during the first hour, whereas during the last

hour PSD is modelled better along the side street and at the supersite (see Tables S3 and S6 in the Supplement). Applying5

the wind direction from SMEAR III generally does not improve model performance (Table S7). Along the main street, the

difference in PSD is mainly governed by the emission, which is shown by the peak at Dmid ≈ 30 nm in Fig. S1412 (in the

Supplement), while at the background ∆N follows the difference in the boundary conditions for aerosol particles.

7 Discussion and conclusions

This study provides an extensive evaluation of the SALSA2.0 module in the PALM model system 6.0 on simulating the10

horizontal distribution of aerosol particle number concentrations (Ntot), size distributions and black carbon concentrations and

the vertical distribution of surface area (LDSA) in a complex urban environment. In addition, the aerosol chemical composition

in a single measurement location is examined. Simulations are conducted under three different meteorological conditions: two

hours in a summer morning, one hour in a summer evening and two hours in a winter morning. The study also investigates

the model sensitivity to the boundary conditions of meteorological variables and background aerosol concentrations during the15

different times.

Overall, the modelled aerosol concentrations compare well against observations. Indeed, the concentration fields are strongly

influenced by the applied boundary conditions for the meteorological variables, while in this study the background PSD is

shown less important. Especially the vertical profiles of LDSA are sensitive to the wind direction as it influences the formation

and direction of the canyon vortex and thus the accumulation of pollutant to the leeward side of the street canyon. This20

also affects the model performance regarding the aerosol chemical composition, which is measured only at one point at the

supersite. In general, the chemical composition is acceptably reproduced except for NH+
4 , which is highly overestimated at all

times. Yet, the performance is not always systematic with the horizontal and vertical distributions. Furthermore, the horizontal

distribution of N tot is ruled by the prevailing wind speed and atmospheric stability, which both control the turbulent mixing

and ventilation. It is speculated that the wind speed and stability counteract each other in the summer and winter morning, so25

that stronger stability can suppress TKE and turbulent mixing despite high wind speeds and consequent mechanical turbulence

production, and vice versa.

In the summer morning, a stronger temperature inversion is present in the MEPS model data compared to the Kivenlahti

observations. Still,Ntot along the main street is higher when measured boundary conditions (OMETOPSD) are used instead of the

modelled ones (MMETMPSD) during the first hour. This likely stems from the underestimation of the wind speeds above 217 m30

in OMETOPSD, leading to lower mechanical turbulence production and mixing. During the second hour, no large differences in

Ntot are observed, as the wind speed and direction of the input data become more equal. The 45–90◦ difference in the modelled

and measured wind directions especially during the first hour results in pollutant accumulation and overestimation of LDSA at
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the supersite (i.e., to the southwestern side of the main street canyon) in MMETMPSD and opposite the supersite in OMETOPSD.

This also leads to overestimation of especially nitrates and black carbon at the supersite in MMETMPSD, whereas the chemical

composition of aerosol particles is well reproduced in OMETOPSD. However in terms of PSD, MMETMPSD in general performs

better than OMETOPSD around the main street and at the supersite.

By the evening, MEPS shows only slightly more southerly but clearly stronger winds at z < 200 m than what is observed5

on the Kivenlahti mast. To be precise, MEPS predicts a low-level jet with the maximum wind speed at z = 100 m. Still,

both simulations perform nearly equally. Slightly higher Ntot and overestimation of near-surface LDSA in OMETOPSD can

be explained by the difference in the wind speed. This is also reflected in the aerosol chemical composition at the supersite.

MEPS predicts a more stable stratification, which might justify why the difference in the spatial variability of aerosol particle

concentrations between MMETMPSD and OMETOPSD is not that largehuge.10

MEPS predicts clearly stronger wind speeds in the winter morning, but still the near-surface Ntot is mainly overestimated in

OMETOPSD during the first simulation hour. The higher concentrations in OMETOPSD can be attributed to a stronger temperature

inversion leading to less efficient mixing. During the second hour, the difference in performance is small. Similarly, opposite

the supersite OMETOPSD clearly overestimates LDSA below the building height, but interestingly OMETOPSD performs better

in modelling the vertical distribution of LDSA at the supersite. MMETMPSD slightly underestimates the concentrations at the15

supersite, but also the background concentration of LDSA is lower. Interestingly, the difference in the chemical composition is

not systematic as MMETMPSD reproduces better the concentration of organics and OMETOPSD the concentration of nitrates and

black carbon.

Modifying the boundary conditions from MEPS by applying the wind direction measured on the Kivenlahti mast (OWD,mastOPSD)

improves model performance in the summer morning, indicating that the wind predicted by MEPS is not correct. Especially the20

vertical profiles of LDSA are sensitive to the wind direction as it influences the formation and direction of the canyon vortex

and thus the accumulation of pollutant to the leeward side of the street canyon. The similar patterns of ∆Ntot for OMETOPSD

and OWD,mastOPSD but the higher absolute values of ∆Ntot for OMETOPSD indicate that the horizontal distribution is strongly

controlled by the wind direction, while the absolute values depend on the wind speed. In contrast, applying the vertically

constant wind direction from SMEAR III worsens the model performance within the second simulation hour. Presumably25

wind has too much westerly component compared to the northerly winds in the MEPS and Kivenlahti data, which results in

the traffic-emissions downstream being flushed along the main street and also being accumulated near the ground. Contrary

to the wind direction, the background PSD has only a small influence on the model performance. However, the shape of PSD

influences also the magnitude of integrated aerosol measures, such as LDSA, and therefore, for example, the background LDSA

is over three-fold in MMETMPSD compared to OWD,mastOPSD in the summer evening.30

Consequently, meteorological boundary conditions are particularly important for quantitative urban air quality modelling

using LES, and therefore the inlet meteorology should be evaluated prior to conducting CFD simulations (Santiago et al.,

2020). However in our case, we are unable to thoroughly evaluate the modelled meteorology. In Santiago et al. (2020), the me-

teorological observations were made within the simulation domain, while in our case the closest measurements at SMEAR III

are 800 m away from the supersite. Observations are available also from the Kivenlahti mast, which has several measurement35
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levels, but is located over 17 km away from the supersite and represents more semi-urban to rural area. Another problem with

the Kivenlahti data is the lack of wind observations above 217 m in summer, which presumably leads to, for instance, underes-

timation of the incoming wind speed during the first simulation hour in the summer morning and around 9 pm in the summer

evening. Consequently, neither observations are optimal for evaluating the modelled meteorology nor providing meteorological

boundary conditions for the simulations.5

Of the aerosol metrics applied, LDSA directly estimates the health effect of aerosol exposure. The mean modelled LDSA

concentration at z = 4 m varies between 27–360 µm2 cm−3 at the supersite and 20–250 µm2 cm−3 opposite the supersite,

with the overall lowest LDSA opposite the supersite in MMETMPSD in the summer evening and highest at the supersite in

MMETMPSD in the summer morning. As mentioned above, the wind direction is shown determining for accumulation of pol-

lutants near the ground. The difference in near-ground LDSA between the supersite and opposite the supersite is the most10

pronounced in MMETMPSD during the first hour of the summer morning (360 and 37 µm2 cm−3, respectively). This large con-

centration gradient across the street illustrates the degree of error that can be made in the estimated outdoor-exposure level in

epidemiological studies. Compared to urban background and traffic monitoring stations (see Kuula et al., 2020, and references

within), a street canyon allows for strong accumulation leading to high instantaneous concentrations.

However, LDSA is often overestimated near the ground in our simulations. One limitation of this study and in general15

in urban LES is omitting vehicle-induced turbulence (VIT), which would enhance vertical pollutant transport and mixing

near the surface and very likely decrease concentrations near ground. The research to include VIT in LES without extensive

computational costs is on-going and currently no freely available VIT-model exists for LES. Neglecting the thermal turbulence

in the simulations is another important limitation of our study. We acknowledge that omitting the influence of anthropogenic

heat and heating by incoming solar radiation leads to overestimation of the vertical stability near the ground, which can20

partly explain the overestimation of the modelled surface concentrations. However, the spatial variability has been shown

less dependent on a detailed heating distribution Nazarian et al. (2018) and therefore the horizontal distribution is mainly

determined by the predominant inflow conditions. Lastly, condensation of the biogenic volatile organic compounds on aerosol

particles and their consecutive growth are not considered in PALM.

Code and data availability. The PALM code is freely available under the GNU General Public License v3. The exact model source code25

(revision 4416) is available at https://doi.org/10.5281/zenodo.4005366https://palm.muk.uni-hannover.de/trac/browser?rev=4416 (last access:

10 Sept 2019). MEPS model data is distributed under Norwegian license for public data (NLOD) and Creative Commons 4.0 BY Internasjonal

at http://thredds.met.no/thredds/catalog.html by the Norwegian Meteorological Institute.

All measurement data applied in the evaluation can be downloaded from https://doi.org/10.5281/zenodo.3828508 (Kurppa et al., 2020)

and the input and output data, performance measures and source code modifications from https://doi.org/10.5281/zenodo.3824351 (Kurppa,30

2020a). The scripts applied in the data analysis and model evaluation are freely available at https://doi.org/10.5281/zenodo.3839462 (Kurppa,

2020b), and the files and scripts for creating the PALM input data at https://doi.org/10.5281/zenodo.3839684 (Kurppa and Strömberg, 2020).
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Video supplement. TEXT

Appendix A: Performance measures

Performance measures calculated using the modelled Mi and observed Oi values. N = number of samples.

FB =
1

N

∑ (Mi−Oi)

0.5(Mi +Oi)
(A1)

NMSE =
N

∑
(Mi−Oi)

2∑
Mi

∑
Oi

(A2)5

FAC2 = fraction of data that satisfy

0.5≤ Mi

Oi
≤ 2.0 (A3)

NMBF =

∑
(Mi−Oi)∑

Oi
, if M ≥O (A4)

=

∑
(Mi−Oi)∑

Mi
, if M <O (A5)

NMAEF =

∑
|Mi−Oi|∑

Oi
, if M ≥O (A6)10

=

∑
|Mi−Oi|∑

Mi
, if M ≥O (A7)
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S2 Measurements

Table S1. Instrumentation. Abbreviations: PSD = aerosol particle size distribution, BC = black carbon, PM2.5 = particulate matter with
aerodynamic diameter < 2.5 µm, LDSA = lung-deposited surface area.

Site Variable Instrument

Supersite PSD (size range 6–800 nm) Differential mobility particle sizer (DMPS: A20 CPC, Airmodus
& Vienna-type Differential Mobility Analyzer (DMA))

Aerosol chemical composition Aerosol Chemical Speciation Monitor
(SO−

4 , OC, NO−
3 , NH+

4 , 40–600 nm) (ACSM, Aerodyne Research)
BC (< 1 µm) Multi-angle Absorption Photometer (MAAP 5012,

Thermo Scientific Inc.)
PM2.5 Tapered element oscillating microbalance (TEOM 1405,

Thermo Scientific Inc.)
SMEAR III PSD (6–800 nm) Differential mobility particle sizer (DMPS: A20 CPC, Airmodus

& Vienna-type Differential Mobility Analyzer (DMA))
LDSA AQ Urban (Pegasor Oy)
Wind speed and direction 3D ultrasonic anemometer (Metek USA-1, Metek GmbH)
Air temperature 3D ultrasonic anemometer (Metek USA-1, Metek GmbH)

Kallio LDSA AQ Urban (Pegasor Oy)

2



Figure S1. The Sniffer route: main street with a red dotted line and the side street with a blue solid line. Stationary measurement points: S =
supersite, OS = opposite the supersite, BG = background. Map from https://kartta.hel.fi.

S3 Simulations

S3.1 Model description

The chemical mechanism salsa+simple found in the palm repository (https://palm.muk.uni-hannover.de/trac/browser/
palm/trunk/UTIL/chemistry/gasphase_preproc/mechanisms/def_salsa%2Bsimple?rev=4416).

NO2 + hv =NO+O3 (R1)5

O3 +H2O = 2OH (R2)

NO+O3 =NO2 (R3)

10

RH +OH =RO2 +H2O (R4)

3

https://kartta.hel.fi
https://palm.muk.uni-hannover.de/trac/browser/palm/trunk/UTIL/chemistry/gasphase_preproc/mechanisms/def_salsa%2Bsimple?rev=4416
https://palm.muk.uni-hannover.de/trac/browser/palm/trunk/UTIL/chemistry/gasphase_preproc/mechanisms/def_salsa%2Bsimple?rev=4416
https://palm.muk.uni-hannover.de/trac/browser/palm/trunk/UTIL/chemistry/gasphase_preproc/mechanisms/def_salsa%2Bsimple?rev=4416


RO2 +NO =NO2 +RCHO+HO2 (R5)

HO2 +NO =NO2 +OH (R6)

5

NO2 +OH =HNO3 (R7)

S3.4 Air pollutant background concentrations

The trace gas emissions along the ADCHEM trajectories are taken from the Copernicus Atmosphere Monitoring Service
global and regional emissions (Granier et al., 2019). For the anthropogenic emissions of carbon monoxide (CO), non-methane
volatile organic compounds (NMVOC), nitrous oxides (NOx), sulphur dioxide (SO2) and NH3 we use the CAMS-REG-v3.110

emission inventory for year 2015, which groups the air pollution emissions into 15 emission-type sectors. The spatial resolution
is 0.05◦ × 0.1◦. Over Finland the anthropogenic trace gas emissions are taken from an emission inventory provided by the
Finnish Environment Institute (SYKE), which has been derived with the Finnish Regional Emission Scenario model FRES
(Karvosenoja, 2008) and has a spatial resolution of 250 m × 250 m. From Finnish power plants and industry, emissions were
provided as point sources. The anthropogenic primary particle emissions, apart those from road traffic, are estimated using the15

size-resolved primary particle emission inventory from Paasonen et al. (2016) with a spatial resolution of 0.5◦ × 0.5◦. For
the road traffic, primary particle emissions are estimated using the NOx emissions from the road traffic and the temperature
dependent road traffic exhaust emission factors derived from measurements in Helsinki (Ripamonti et al., 2013). In order to
scale the road traffic exhaust particle emissions based on the NOx emission factors an approximate NOx emission factor of
1.0× 10−3 g vehicle−1 m−1 was applied. This factor is estimated based on the NOx vehicle emission factors reported at an20

urban street in Copenhagen (0.93×10−3 g vehicle−1 m−1) and at a highway in Denmark (1.4×10−3 g vehicle−1 m−1) (Wang
et al., 2010). The characteristic size-resolved road traffic primary particle emission distribution is taken from Kristensson et al.
(2004). Primary particle emissions from ships traffic is parameterized based on the SO2 emissions (Roldin et al., 2019). All
anthropogenic emissions are corrected using monthly, weekly and hourly time profiles originally developed for the LOTOS-
EUROS model (Schaap et al., 2008).25

The size resolved marine sea-spray primary particle emissions are calculated using the parameterization from Mårtensson
et al. (2003). The dimethyl sulphide emissions are considered using the daily CAMS-OCE global oceanic emissions with a
spatial resolution of 0.5◦ × 0.5◦ (Lana et al., 2011). Global soil NOx emissions are taken from 0.5◦ × 0.5◦ resolution, monthly
emission files for year 2015 (Simpson et al., 2014). The biogenic VOC emissions are modelled using a one-dimensional version
of MEGAN 2.04 (Model of Emissions of Gases and Aerosols from Nature Guenther et al., 2006), which has been implemented30

into ADCHEM (Roldin et al., 2019).
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S3.4.1 9 Jun 2017
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Figure S2. HYSPLIT seven-days-long back trajectories arriving to the supersite on 9 Jun 2017 from 00:00 UTC to 24:00 UTC
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S3.4.2 12 Dec 2017
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Figure S3. HYSPLIT seven-days-long back trajectories arriving to the supersite on 12 Dec 2017 from 00:00 UTC to 24:00 UTC
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S3.5 Air pollutant emissions
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Figure S4. Relative contribution to the aerosol size distribution per particle size for Hietikko et al. (2018) and the traffic-combustion-related
aerosol emission applied in this study.

S4 Comparison of the modelled and observed boundary conditions

TD ( C)

MEPS Kivenlahti mast SMEAR III

Figure S5. Dew-point temperature TD (◦C) on 9 Jun at local time (UTC+3). The modelled profiles at each MEPS grid point are shown by
grey solid lines and their mean by a black dashed line. The observation from the Kivenlahti mast are shown by green solid squares and the
interpolated profiles used as boundary conditions by a green solid line. Stars show the SMEAR III observations.
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Figure S6. Mean modelled (black solid line) and measured aerosol size distribution at the SMEAR station (red line with crosses) on 9
Jun 2017 between 07:00-10:00 local timefrom 00:00 UTC to 24:00 UTC. Modelled values are from ADCHEM for a trajectory arriving in
Helsinki (60◦12’N, 24◦57’E).
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Figure S7. Horizontal a) wind speed U (m s−1, b) wind direction WD (◦) and c) air temperature T ◦C) on 9 Jun at local time (UTC+3). See
Fig. S5 caption for details.

TD ( C)

MEPS Kivenlahti mast SMEAR III

Figure S8. Dew-point temperature TD (◦C) on 9 Jun at local time (UTC+3). See Fig. S5 for details.
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Figure S9. Mean modelled (black solid line) and measured aerosol size distribution at the SMEAR station (red line with crosses) on 9 Jun
2017 between 20:00-22:00 local time. Modelled values are from ADCHEM for a trajectory arriving in Helsinki (60◦12’N, 24◦57’E).
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Figure S10. Horizontal a) wind speed U (m s−1, b) wind direction WD (◦) and c) air temperature T ◦C) on 12 Dec at local time (UTC+3).
See Fig. S5 caption for details.

TD ( C)

MEPS Kivenlahti mast SMEAR III

Figure S11. Dew-point temperature TD (◦C) on 12 Dec at local time (UTC+2). See Fig. S5 for details.

11



100 101 102 103

Diameter (nm)

0

2000

4000

6000

8000

dN
/d

lo
gD

(c
m

3 )

07:00 - 09:00
ADCHEM
Meas. SMEAR III

Figure S12. Mean modelled (black solid line) and measured aerosol size distribution at the SMEAR station (red line with crosses) on 12
Dec 2017 between 07:00-10:00 local timefrom 00:00 UTC to 24:00 UTC. Modelled values are from ADCHEM for a trajectory arriving in
Helsinki (60◦12’N, 24◦57’E).

S5 Evaluation of the air quality modelling results

S5.2 Horizontal distribution of total aerosol particle number concentration

Table S2. Significance of differences in the model absolute error (i.e., the difference between the modelled and observed values) compared
to MMETMPSD based on Student’s t-test for the means of two independent samples.

Simulation time Simulation name Significantly different? p-value

9 Jun, 07:16–08:14 OMETOPSD –∗ –
MMETOPSD –∗ –
OWD,mastOPSD –∗ –
OWD,SMEAROPSD No 0.039

9 Jun, 08:23–09:15 OMETOPSD Yes 0.80
MMETOPSD Yes 0.92
OWD,mastOPSD Yes 0.39
OWD,SMEAROPSD –∗ –

9 Jun, 20:26–21:14 OMETOPSD Yes 0.34
12 Dec, 07:20–08:08 OMETOPSD No 2× 10−11

12 Dec, 08:14–09:14 OMETOPSD –∗ –

*: Variances are not homogeneous according to a Levene’s test and a Student’s t-test cannot be performed
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Table S3. Model performance for the aerosol size distribution for MMETMPSD on 9 Jun morning. Performance measures: fractional bias (FB),
normalised mean squared error (NMSE), factor of two (FAC2), normalised mean bias factor (NMBF) and normalised mean absolute error
factor (NMAEF). Colours indicate whether the value fits (blue) or not (red) within the criteria in Table 6.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.04 -0.85 0.23 – 0.36
ELPI -0.26 -1.32 -0.05 – 0.20

NMSE EEPS 3.12 3.30 1.61 – 1.06
ELPI 1.49 6.76 1.16 – 0.72

FAC2 EEPS 0.50 0.12 0.50 – 0.50
ELPI 0.38 0.00 0.75 – 0.62

NMBF EEPS 0.89 -2.45 0.40 – 0.27
ELPI 0.06 -4.58 0.08 – 0.14

NMAEF EEPS 1.24 2.63 0.88 – 0.78
ELPI 0.86 4.58 0.62 – 0.57

08:14–09:14 FB EEPS – -0.75 0.44 0.15 0.78
ELPI – -1.21 0.25 0.00 0.47

NMSE EEPS – 2.44 11.09 4.91 15.64
ELPI – 4.23 7.05 3.82 9.16

FAC2 EEPS – 0.12 0.25 0.50 0.38
ELPI – 0.12 0.50 0.62 0.62

NMBF EEPS – -1.51 2.34 0.84 4.09
ELPI – -2.99 1.33 0.42 2.33

NMAEF EEPS – 2.04 2.76 1.34 4.15
ELPI – 2.99 1.91 1.24 2.60

S5.4 Aerosol size distribution
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Table S4. Model performance for the aerosol size distribution for OMETOPSD on 9 Jun morning. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.07 -0.64 0.46 – 0.21
ELPI -0.42 -1.12 0.23 – 0.11

NMSE EEPS 0.19 2.25 10.32 – 5.44
ELPI 0.86 3.44 7.74 – 4.66

FAC2 EEPS 0.62 0.00 0.12 – 0.38
ELPI 0.50 0.25 0.25 – 0.38

NMBF EEPS 0.07 -1.11 2.11 – 0.64
ELPI -0.68 -2.38 1.42 – 0.50

NMAEF EEPS 0.39 1.80 2.69 – 1.64
ELPI 0.81 2.38 2.13 – 1.52

08:14–09:14 FB EEPS – -0.68 0.45 0.57 0.13
ELPI – -1.14 0.17 0.38 -0.27

NMSE EEPS – 2.33 11.53 9.65 3.09
ELPI – 3.86 7.39 7.09 1.68

FAC2 EEPS – 0.12 0.25 0.12 0.50
ELPI – 0.25 0.38 0.38 0.62

NMBF EEPS – -1.33 2.42 2.50 0.65
ELPI – -2.69 1.38 1.69 0.08

NMAEF EEPS – 1.92 2.85 2.86 1.05
ELPI – 2.69 2.02 2.18 0.77
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Table S5. Model performance for the aerosol size distribution for MMETOPSD on 9 Jun morning. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.27 -0.75 0.27 – 0.40
ELPI -0.12 -1.24 -0.10 – 0.16

NMSE EEPS 3.58 2.90 1.52 – 1.00
ELPI 1.62 6.06 1.10 – 0.68

FAC2 EEPS 0.50 0.12 0.50 – 0.38
ELPI 0.38 0.12 0.62 – 0.62

NMBF EEPS 1.14 -2.16 0.40 – 0.28
ELPI 0.20 -4.11 0.08 – 0.15

NMAEF EEPS 1.41 2.35 0.86 – 0.78
ELPI 0.88 4.11 0.61 – 0.57

08:14–09:14 FB EEPS – -0.67 0.46 0.20 0.81
ELPI – -1.14 0.17 -0.04 0.41

NMSE EEPS – 2.27 11.00 4.83 15.45
ELPI – 3.94 7.00 3.77 9.05

FAC2 EEPS – 0.12 0.25 0.38 0.12
ELPI – 0.25 0.38 0.50 0.38

NMBF EEPS – -1.37 2.35 0.87 4.15
ELPI – -2.77 1.34 0.44 2.37

NMAEF EEPS – 1.91 2.78 1.35 4.21
ELPI – 2.77 1.93 1.26 2.64
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Table S6. Model performance for the aerosol size distribution for OWD,mastOPSD on 9 Jun morning. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.20 -0.73 0.44 – 0.27
ELPI -0.22 -1.21 0.19 – 0.18

NMSE EEPS 1.56 2.62 8.49 – 6.31
ELPI 0.89 5.23 6.32 – 5.39

FAC2 EEPS 0.50 0.12 0.25 – 0.38
ELPI 0.50 0.25 0.38 – 0.38

NMBF EEPS 0.70 -1.86 1.78 – 0.88
ELPI -0.05 -3.59 1.17 – 0.72

NMAEF EEPS 0.96 2.17 2.35 – 1.82
ELPI 0.71 3.59 1.82 – 1.68

08:14–09:14 FB EEPS – -0.62 0.51 0.58 0.18
ELPI – -1.07 0.21 0.33 -0.34

NMSE EEPS – 2.31 10.85 6.77 1.41
ELPI – 2.89 6.88 4.90 0.87

FAC2 EEPS – 0.00 0.12 0.25 0.62
ELPI – 0.25 0.38 0.50 0.62

NMBF EEPS – -0.85 2.43 1.94 0.31
ELPI – -1.93 1.39 1.26 -0.19

NMAEF EEPS – 1.59 2.83 2.25 0.68
ELPI – 1.93 1.92 1.71 0.65
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Table S7. Model performance for the aerosol size distribution for OWD,SMEAROPSD on 9 Jun morning. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.21 -0.68 0.40 – 0.57
ELPI -0.14 -1.15 0.13 – 0.50

NMSE EEPS 4.24 2.29 6.44 – 12.04
ELPI 1.97 4.31 4.76 – 10.53

FAC2 EEPS 0.50 0.12 0.38 – 0.12
ELPI 0.38 0.25 0.38 – 0.38

NMBF EEPS 1.27 -1.48 1.40 – 2.35
ELPI 0.26 -2.98 0.87 – 2.08

NMAEF EEPS 1.56 1.94 1.95 – 3.08
ELPI 1.00 2.98 1.50 – 2.73

08:14–09:14 FB EEPS – -0.65 0.66 0.21 1.132
ELPI – -1.12 0.35 -0.02 0.72

NMSE EEPS – 2.19 13.25 5.08 34.93
ELPI – 3.73 8.46 3.99 21.75

FAC2 EEPS – 0.12 0.25 0.38 0.25
ELPI – 0.25 0.25 0.50 0.38

NMBF EEPS – -1.28 3.15 0.89 8.49
ELPI – -2.62 1.89 0.45 5.21

NMAEF EEPS – 1.85 3.47 1.44 8.50
ELPI – 2.62 2.24 1.32 5.35

Table S8. Model performance for the aerosol size distribution for MMETMPSD on 9 Jun evening. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

20:26–21:14 FB EEPS -0.70 -0.54 0.26 -0.10 1.02
ELPI -0.58 -0.75 -0.15 -0.16 1.20

NMSE EEPS 0.70 1.24 0.54 0.46 7.61
ELPI 1.77 1.78 0.14 0.70 18.96

FAC2 EEPS 0.50 0.38 0.62 0.38 0.25
ELPI 0.38 0.38 0.88 0.38 0.12

NMBF EEPS -0.60 -1.00 0.28 -0.17 3.63
ELPI -0.96 -1.38 -0.05 -0.11 8.89

NMAEF EEPS 0.85 1.11 0.54 0.62 3.69
ELPI 1.24 1.46 0.27 0.60 8.89
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Table S9. Model performance for the aerosol size distribution for OMETOPSD on 9 Jun evening. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

20:26–21:14 FB EEPS -0.15 -0.37 0.34 0.51 1.03
ELPI -0.25 -0.72 -0.21 0.26 1.01

NMSE EEPS 0.48 1.01 0.42 1.17 4.57
ELPI 0.78 1.59 0.07 1.27 12.56

FAC2 EEPS 0.50 0.50 0.75 0.50 0.25
ELPI 0.75 0.50 0.88 0.62 0.25

NMBF EEPS -0.01 -0.97 0.27 0.73 2.68
ELPI -0.24 -1.35 0.08 0.82 6.72

NMAEF EEPS 0.45 1.01 0.45 0.92 2.68
ELPI 0.49 1.35 0.16 1.02 6.72

Table S10. Model performance for the aerosol size distribution for MMETMPSD on 7 Dec morning. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS -0.02 -0.65 0.27 – -0.34
ELPI -0.02 -0.83 -0.02 – -0.54

NMSE EEPS 0.64 2.71 3.08 – 1.70
ELPI 1.56 3.38 4.58 – 1.41

FAC2 EEPS 0.62 0.38 0.12 – 0.50
ELPI 0.62 0.38 0.25 – 0.38

NMBF EEPS 0.17 -1.93 0.27 – -1.04
ELPI 0.53 -1.45 0.79 – -0.33

NMAEF EEPS 0.58 1.95 1.23 – 1.28
ELPI 0.82 1.91 1.51 – 0.93

08:14–09:14 FB EEPS -0.82 -0.64 0.03 -0.63 -0.28
ELPI -1.05 -0.87 -0.23 -1.02 -0.47

NMSE EEPS 1.93 2.70 5.21 8.61 3.13
ELPI 2.49 3.96 7.78 8.42 3.37

FAC2 EEPS 0.25 0.38 0.25 0.25 0.38
ELPI 0.12 0.25 0.38 0.25 0.50

NMBF EEPS -1.69 -1.67 0.36 -3.97 -0.86
ELPI -1.30 -1.26 0.97 -2.92 -0.22

NMAEF EEPS 1.70 1.68 1.51 3.98 1.64
ELPI 1.82 2.01 1.98 3.11 1.25
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Table S11. Model performance for the aerosol size distribution for OMETOPSD on 7 Dec. See Table S3 for further description.

Time Measure Instrument Background Side street Main street Opposite supersite Supersite

07:20–08:08 FB EEPS 0.67 0.05 0.31 – 0.33
ELPI 0.46 -0.23 0.04 – 0.12

NMSE EEPS 4.30 0.85 5.90 – 3.89
ELPI 6.84 1.62 8.84 – 7.04

FAC2 EEPS 0.38 0.50 0.00 – 0.25
ELPI 0.50 0.62 0.25 – 0.50

NMBF EEPS 2.05 0.11 0.74 – 0.76
ELPI 2.98 0.33 1.45 – 1.73

NMAEF EEPS 2.12 0.60 1.81 – 1.40
ELPI 3.03 0.81 2.32 – 2.05

08:14–09:14 FB EEPS 0.08 0.02 0.38 0.16 0.16
ELPI -0.42 -0.38 0.15 -0.12 -0.09

NMSE EEPS 0.42 0.15 10.69 4.06 1.38
ELPI 0.38 0.48 16.27 6.92 1.84

FAC2 EEPS 0.75 0.62 0.25 0.12 0.38
ELPI 0.62 0.50 0.38 0.12 0.50

NMBF EEPS 0.04 -0.17 1.75 0.23 -0.06
ELPI 0.20 -0.01 2.97 0.56 0.44

NMAEF EEPS 0.38 0.25 2.67 1.41 0.74
ELPI 0.45 0.41 3.66 1.92 0.88
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S5.5 Aerosol chemical composition

1

0

1

FB

9 Jun 07:16-08:14

0.0

2.5

5.0

NM
SE

0.0

0.5

1.0

FA
C2

0

2

NM
BF

0

1

2

3

NM
AE

F

9 Jun 08:23-09:15 9 Jun 20:26-21:14 7 Dec 07:20-08:08 7 Dec 08:14-09:14

MMETMPSD OMETOPSD MMETOPSD OWD, mastOPSD OWD, SMEAROPSD

Figure S13. Model performance for the horizontal distribution of BC. See Table S3 for further description.
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Table S12. Performance of the modelledin the modelling aerosol chemical composition at the supersite on 9 Jun evening between 20:26–
21:14. See Table S3 for further description.

Simulation name Variable FB NMSE FAC2 NMBF NMAEF

MMETMPSD SO−
4 0.44 0.21 1.00 0.57 0.57

OC -0.29 0.11 1.00 -0.34 0.34
NO−

3 1.09 1.69 0.00 2.39 2.39
NH+

4 1.20 2.49 0.00 3.12 3.12
BC 1.17 2.18 0.00 2.85 2.85
PM2.5 0.38 0.17 1.00 0.47 0.47

OMETOPSD SO−
4 0.81 0.78 0.00 1.36 1.36

OC 0.13 0.02 1.00 0.13 0.13
NO−

3 1.27 2.73 0.00 3.51 3.51
NH+

4 1.58 6.79 0.00 7.55 7.55
BC 1.48 4.89 0.00 5.70 5.70
PM2.5 0.83 0.85 0.00 1.42 1.42

Table S13. Performance of the modelledin the modelling aerosol chemical composition at the supersite on 12 Dec morning between 07:20–
09:14. See Table S3 for further description.

Simulation name Variable FB NMSE FAC2 NMBF NMAEF

MMETMPSD SO−
4 1.21 2.59 0.00 3.18 3.18

OC -0.41 0.20 1.00 -0.52 0.52
NO−

3 1.13 1.89 0.00 2.60 2.60
NH+

4 1.40 5.75 0.00 5.48 5.48
BC 0.87 1.37 0.33 1.71 1.71
PM2.5 0.54 0.41 0.67 0.78 0.78

OMETOPSD SO−
4 1.84 21.50 0.00 22.21 22.21

OC 0.72 0.58 0.50 1.06 1.06
NO−

3 0.87 1.03 0.17 1.57 1.57
NH+

4 1.63 7.46 0.00 7.62 7.62
BC 0.11 0.22 0.67 0.20 0.46
PM2.5 0.88 1.04 0.50 1.52 1.52
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S6 Sensitivity analysis
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Figure S14. Relative difference in the aerosol number concentration ∆N (%) compared to MMETMPSD to as a function of aerosol particle
diameter Dmid (nm) at z = 1.5 m on 9 Jun at 07:16–08:14. The figure shows the difference for OMETOPSD (solid line with empty circles),
MMETOPSD (dashed line with empty squares), OWD,mastOPSD (dash-dot line with filled squares) and OWD,SMEAROPSD (dotted line with filled
squares).
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