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Abstract. An advanced “quasi-hydrostatic approximation” of 3-dimensional atmospheric-dynamics equations is proposed and

justified with the practical goal to optimize atmospheric modelling at scales ranging from meso meteorology to global climate.

For the vertically quasi-hydrostatic flow with inertial forces negligibly small compared to gravity forces, the asymptotically

exact equation for vertical velocity is obtained. In the closed system of hydro/thermodynamic equations, the pressure is deter-

mined by the total air mass above, so that mass instead of pressure is considered as a dependent variable. In such a system, the5

sound waves are filtered, though the horizontal inertia forces are taken into account in the horizontal momentum conservation

equations. The major practical result is an asymptotically exact equation for vertical velocity in the quasi-hydrostatic system

of the atmospheric dynamics equations.

Investigation of the stability of solutions to the system in response to small shortwave perturbations has shown that solutions

have the property of shortwave instability. There are situations when the growth rate of the perturbation amplitude tends to10

infinity. It means that the Cauchy problem for such equations may be ill-posed. Its formulation can become conditionally cor-

rect if solutions are sought in a limited class of sufficiently smooth functions whose Fourier harmonics tend to zero reasonably

quickly when the wavelengths of the perturbations approach zero. Thus, the numerical scheme for the quasi-hydrostatic equa-

tions using the finite-difference method requires an adequately selected pseudo-viscosity to eliminate the instability caused by

perturbations with wavelengths of the order of the grid size. The result is useful for choosing appropriate vertical and horizontal15

grid sizes for modelling to avoid shortwave instability associated with the property of the system of equations. Implementation

of pseudo-viscosities helps to smoothen or suppress the perturbations that occur during modelling.

1 Introduction

The advantage of quasi-hydrostatic equations is the efficiency of numerical calculations of atmospheric circulation by filtering

the sound wave. However, as discussed in Orlanski (1981), the aspect ratio between vertical and horizontal scales significantly20

influences the dispersion relation that, in turn, determines the stability of numerical calculation. Most global climate models are

based on a system of dynamic equations in quasi-hydrostatic approximation White and Bromley (1995); White et al. (2005).

The atmospheric predictability problem has been discovered and studied for a long time since the early works like (Lorenz,

1969a, 1982). Lorenz Edward proposed three approaches to this problem (Lorenz, 1969b), within which the dynamical ap-
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proach is adopted in the analysis of present paper.The influence of scales on the stability (or predictability) is discussed in25

more recent works (Hohenegger and Schar, 2007; Tribbia and Baumhefner, 2004).

We introduce a system of 3-dimensional atmospheric-dynamics equations with a quasi-hydrostatic approximation for climate

modelling. Based on this system, we investigate the linear instability in response to shortwave perturbations. The present paper

focuses on this problem with the practical goal to assure realistic numerical modelling, with emphasis on the scale effects.

In this section, the primitive equations are introduced. Section 2 presents derivation of the closed quasi-hydrostatic equations30

with accurate approximation of vertical velocity estimation and the asymptotically exact system to the equations in quasi-

hydrostatic approximation. In Section 3, the system of equations for small perturbations in dimensionless form and the cubic

characteristic equation with complex coefficients are derived. In section 4, the stability of solutions to the system of equations

with response to shortwave perturbations is analyzed through solving the cubic characteristic equation. Section 5 focuses on

the elimination of instability caused by the shortwave perturbations with the aid of pseudo-viscosities.35

Almost the entire mass of the atmosphere is located in the layer with thickness, H , of order 10 km. So, the atmospheric

dynamics outside polar zones can be considered in quasi-Cartesian coordinate system x, y, z, t, where x and y are directed

horizontally along latitude and longitude, respectively, z is the height over the surface, and t is time.

The equations of conservation of mass and momentum read (Kochin et al., 1966; Marchuk, 1974; Brekhovskikh and Gon-

charov, 1982; Batchelor and Batchelor, 2000; Gill, 2016; Loitsyanskii, 1970; Sedov, 1997; Holton and Hakim, 2012; Nigmat-40

ulin, 2014):

∂ρ

∂t
+ div(ρv) = 0, (1.1)

dvx
dt

=−1
ρ

∂p

∂x
+

1
ρ

(
∂Πxx

∂x
+
∂Πxy

∂y
+
∂Πxz

∂z

)
+ fx, (1.2)

45

dvy
dt

=−1
ρ

∂p

∂y
+

1
ρ

(
∂Πyx

∂x
+
∂Πyy

∂y
+
∂Πyz

∂z

)
+ fy, (1.3)

dvz
dt

=−1
ρ

∂p

∂z
+

1
ρ

(
∂Πzx

∂x
+
∂Πzy

∂y
+
∂Πzz

∂z

)
+ fz − g, (1.4)

(
d
dt

=
∂

∂t
+ v · ∇

)

where ρ and v = (vx,vy,vz) are density and velocity of air, p is pressure, Πij is the viscous (turbulent) stress tensor, f =

(fx,fy,fz) is the Coriolis force vector, and g is the gravity acceleration (g ≈ 9.81m s−2).50

We consider air as an ideal gas, from whose state equation for the pressure p and the specific internal energy u are determined

by the specific gas constant R≈ 286 m2 s−2K−1 and the adiabatic index γ ≈ 1.4:

p=RρT, u= cvT + const, cv =R/(γ− 1), (1.5)
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where T is the air temperature, and cv is the specific heat capacity at constant volume.

The equation of conservation of energy in the form of the thermodynamic equation reads:55

dT
dt

=
Q∗

ρcv
+

p

ρ2cv

dρ
dt(

Q∗ ≡−∂q
∂z

+Q− J (e)l(e)− J (m)l(m)

)
,

(1.6)

Here Q∗ is total heat influx into unit volume due to the turbulent heat flux, q, radiation heat absorption, Q, and latent heat

consisted of evaporation (condensation) heat of droplets, J (e)l(e), and the heat due to melting (solidification) of ice particles,

J (m)l(m). Here, it is taken into account that the horizontal turbulent heat transfer is much smaller than the vertical one, so that

the horizontal heat transfer is due to advection, determined by horizontal velocities vx and vy .60

Using the state equation(1.5), the thermodynamic energy equation (1.6) can be rewritten in terms of the following relation

between the time derivatives of pressure and density:

1
ρ

dρ
dt

=
1
γp

dp
dt
− γ− 1

γp
Q∗. (1.7)

The equations (1.1) – (1.7) form a closed system. However, for filtering the sound wave, the quasi-hydrostatic equation is

used instead of the vertical momentum equation (1.4). Thus, for the new system of equations with quasi-hydrostatic approxi-65

mation, it is necessary to derive an equation to estimate the vertical velocity.

2 Asymptotics of hydrodynamic equations with vertical quasi-hydrostatic approximation

2.1 Meteorological and climate scales

We consider non-extreme hydrodynamic and thermodynamic processes in the Earth’s atmosphere with climatic scales, i.e.,

time scale, τ , horizontal length scale, Lx,Ly ∼ Lhor, vertical length scale, Lz ∼ Lver, horizontal velocity scale, Vx,Vy ∼ Vhor,70

and vertical velocity scale, Vz ∼ Vver, with the following values:

τ ≥ 102s, Lhor ≥ 103m, Lver ≥ 102m ,

Vhor ∼ 101m/s, Vver ∼ 100m/s .
(2.1)

With the use of these scales, we introduce dimensionless values of time, t, horizontal coordinates, x, y, and horizontal

velocities, vx, vy , vertical coordinate, z, and vertical velocity, vz:

x=
x

Lhor
,y =

y

Lhor
, z =

z

Lver
, t=

t

τ
,

vx =
vxτ

Lhor
, vy =

vyτ

Lhor
, vz =

vzτ

Lver
.

(2.2)75
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As a result, the horizontal, vertical, and Coriolis accelerations, as well as inertial forces, can be evaluated as:

dvx
dt

=
Vhor

τ

dvx
dt

=Ahor
dvx
dt

,

dvy
dt

=
Vhor

τ

dvy
dt

=Ahor
dvy
dt

,

dvz
dt

=
Vver

τ

dvz
dt

=Aver
dvz
dt

,

(2.3)

where

Ahor =
Vhor

τ
=
V 2

hor

Lhor
, Aver =

Vver

τ
=
V 2

ver

Lver
,

Acor =
Vhor

τcor
∼ 10−3m/s2, τcor =

1
2Ω

= 0,688× 104s.

Here Ω≈ 0,727× 10−4s−1 is Earth’s angular velocity of rotation. Here Ahor, Aver, and Acor are scales (characteristic values)80

of the horizontal, vertical, and Coriolis accelerations, respectively. According to (2.2), the dimensionless values (denoted with

over-line above) have the order of unity. Thus, for non-extreme climate processes with scales (2.1), the following dimensionless

parameters are small

ε≡
(
Ahor

g
,
Aver

g
,
Acor

g

)
≤ 10−2. (2.4)

Thus, the inertial forces are negligibly small compared to gravity.85

It makes sense to consider the asymptotics of the equations of hydro- and thermodynamics of the atmosphere (1.1) − (1.5),

when

ε→ 0, (2.5)

for decreasing values of Vhor,Vver and increasing values of Lhor,Lver, τ . Here, the viscous forces are small and not considered.

2.2 Quasi-hydrostatic approximation and evaluation of vertical velocity90

For the scales (2.1) and small value of ε, from the momentum equations (1.2) – (1.4) we get 1

1
ρg

∂p

∂x
=O(ε),

1
ρg

∂p

∂y
=O(ε),

1
ρg

∂p

∂z
=−1 +O(ε). (2.6)

As a result, the pressure of air at a certain height is determined by the total mass above in the vertical column:

∂p

∂z
=−ρg(1 +O(ε)), p(t,x,y,z) = gM(1 +O(ε)),

M(t,x,y,z) =

∞∫

z

ρ(t,x,y,z′)dz′ ≈
H∫

z

ρ(t,x,y,z′)dz′.
(2.7)

1Here and below O(ϕ) means, that

lim
ϕ→0

O(ϕ)

ϕ
= K, 0 < K <∞
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Here H is the height, over which the total mass, M , air pressure, p, and air density, ρ are negligibly small compared to those95

on the surface of Earth (z = 0). In particular, one can take H ≈ 40 km, then

p(t,x,y,H)≈ 0,003p(t,x,y,0),

ρ(t,x,y,H)≈ 0,004ρ(t,x,y,0).
(2.8)

The distribution of vertical velocity is evaluated using the continuity equation (1.1) and thermodynamic energy equation

(1.7):

∂vz
∂z

=−
(
∂vx
∂x

+
∂vy
∂y

)
− 1
ρ

dρ
dt

=100

=−
(
∂vx
∂x

+
∂vy
∂y

)
− 1
γp

dp
dt

+
γ− 1
γ

Q∗

p
. (2.9)

Taking into account the quasi-hydrostatic equation for pressure (2.7), we obtain

dp
dt

= g




H∫

z

∂ρ

∂t
dz′− ρvz


(1 +O(ε)) + vx

∂p

∂x
+ vy

∂p

∂y
. (2.10)

It follows from (1.1) that

H∫

z

∂ρ

∂t
dz′ =−

H∫

z

div(ρv)dz′ = Ṁ + ρvzg,

Ṁ =−
H∫

z

(
∂ (ρvx)
∂x

+
∂ (ρvy)
∂y

)
dz

(2.11)105

Substituting this expression into (2.10), we get

dp
dt

= gṀ + vx
∂p

∂x
+ vy

∂p

∂y
+ g(ρvz + Ṁ)O(ε). (2.12)

As a result, substituting (2.12) into (2.9), we obtain the equation for vertical velocity:

∂vz
∂z

=−
(
∂vx
∂x

+
∂vy
∂y

)
− gṀ

γp
− vx
γp

∂p

∂x
− vy
γp

∂p

∂y

+
γ− 1
γ

Q∗

p
+ g

Ṁ + ρvz
γp

O(ε). (2.13)110

The first two terms on the right side of the equation above are estimated as follows:

∂vx
∂x

,
∂vy
∂y

=O

(
Vhor

Lhor

)
. (2.14)

Using the mean-value theorem, we estimate the third term on the right side of (2.13):

gṀ

γp
=

Ṁ

γM
=
−
∫
H

z
(∂(ρvx)/∂x+ ∂(ρvy)/∂y)dz′

γ
∫
H

z
ρ(t,x,y,z′)dz′

∼

∼ ρ̂Vhor(H − z)/Lhor

γρ̃(H − z) =O

(
Vhor

Lhor

)
,

(2.15)
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where ρ̂(z) and ρ̃(z) are the mean densities of the considered integrals over vertical coordinate from z to H in the denominator115

and numerator, respectively. Here we have ρ̃(z)/ρ̂(z) =O(1).

To estimate the fourth and fifth terms on the right side of (2.13), the horizontal gradients of pressure is estimated from (2.6)

and (2.3)

∂p

∂x
,
∂p

∂y
= ρO

(
V 2

hor

Lhor

)
. (2.16)

Then, taking into account (2.15), we get120

vx(∂p/∂x) + vy(∂p/∂y)
gṀ

=

=
{vx(∂p/∂x) + vy(∂p/∂y)}/γp

gṀ/γp
∼

∼ Vhorρ

γp
O

(
V 2

hor

Lhor
+
V 2

hor

Lcor

)
/O

(
Vhor

Lhor

)
=

=O

(
V 2

hor

C2
+
LhorV

2
hor

LcorC2

)
=
(

1 +
Lhor

Lcor

)
O
(
Ma2

)
,

(2.17)

where Ma≡ Vhor/C is the Mach number of the horizontal motion and C = (γp/ρ)
1/2 = 300−350 m/s is the sound speed. The

magnitude of Ma2 is small under the scales of (2.1). Furthermore, we show that the asymptotics Ma2→ 0 as ε→ 0 corresponds

to the following relation:

Ma2 =
V 2

hor

C2
=
Lhorg

C2

V 2
hor

gLhor
=
Lhorg

C2
ε. (2.18)125

Here we consider that the magnitude of Lhor does not exceed the magnitude of C2/g ∼ 104 m by orders.

Thus, according to (2.17) and (2.18), the terms of horizontal advection of pressure gradients are negligibly small as ε→ 0 .

As a result, the equation (2.12) and the differential equation following from it (2.13) take the following form:

dp
dt

= gṀ + g
(
Ṁ + ρvz

)
O(ε), (2.19)

130

∂vz
∂z

=−
(
∂vx
∂x

+
∂vy
∂y

)
− Ṁ

γM
+
γ− 1
γ

Q∗

p
+
Ṁ + ρvz
γM

O(ε). (2.20)

2.3 Asymptotic system of equations in case of small inertial foeces

Given the fields of ρ, vx and vy , the fields of M and Ṁ can be calculated using (2.7) and (2.11):

M(z−dz) =M(z) + ρ(z)dz,

Ṁ(z− dz) = Ṁ(z)−
(
∂ (ρvx)
∂x

+
∂ (ρvy)
∂y

)
dz.

(2.21)

6

https://doi.org/10.5194/gmd-2020-146
Preprint. Discussion started: 27 July 2020
c© Author(s) 2020. CC BY 4.0 License.



The equation for the vertical velocity vz in the form135

∂vz
∂z

=−
(
∂vx
∂x

+
∂vy
∂y

)
− gṀ

γp
+
γ− 1
γ

Q∗

p
−

− vx
γp

∂p

∂x
− vy
γp

∂p

∂y
(2.22)

was presented in the book (Lorenz and Lorenz, 1967), but in recent years, it has hardly been mentioned. A similar but different

equation for the adiabatic regime (Q∗ = 0) was also obtained in (Eliassen, 1949). However, these works do not show that the

last two terms of (2.22) are in the order of ε, i.e., the inertial forces are negligibly small in comparison with gravity force.140

In total, we have the following system of hydro- and thermodynamic equations for the inviscid air in the field of gravity with

the quasi-hydrostatic approximation along the vertical coordinate:

∂ρ

∂t
=−vx

∂ρ

∂x
− vy

∂ρ

∂y
− vz

∂ρ

∂z
+ ρ

(
1
γ

Ṁ

M
− γ− 1

γ

Q∗

gM

)
,

ρ
∂vx
∂t

=−ρvx
∂vx
∂x
− ρvy

∂vx
∂y
− ρvz

∂vx
∂z
− g ∂M

∂x
+ ρfvy,

ρ
∂vy
∂t

=−ρvx
∂vy
∂x
− ρvy

∂vy
∂y
− ρvz

∂vy
∂z
− g ∂M

∂y
− ρfvx,145

∂vz
∂z

=−
(
∂vx
∂x

+
∂vy
∂y

)
−
(

1
γ

Ṁ

M
− γ− 1

γ

Q∗

gM

)
,

∂Ṁ

∂z
=
∂ (ρvx)
∂x

+
∂ (ρvy)
∂y

,

∂M

∂z
=−ρ. (2.23)

Here f = 2Ωsinθ is Coriolis parameter (θ is the latitude). In this system, the temperature can be calculated from the equation

of state of air:150

T =
gM

ρR
, (p= gM) . (2.24)

If the density, ρ(x,y,z, t), and surface pressure, p(x,y,0, t), are known, the pressure, p(x,y,z, t), can be calculated by

integration of the quasi-hydrostatic equation (2.7). Then temperature T (x,y,z, t) can be obtained via the state equation (2.24).

The vertical velocity, vz , and the pressure, p, are inertialess as they are determined by the distributions of density ρ, horizontal

velocities, vx, vy , at the same moment of time. Thus, for non-extreme meteorological processes in the atmosphere with scales155

(2.1), the inertia effects only through the horizontal velocities.

Until now, we have proven the following theorem.

Theorem 1. The equation for vertical velocity (2.20) and the entire system of equations (2.23) are asymptotically exact for the

flow of inviscid air described by Eqs. (1.1) − (1.5) if parameter ε (see (2.4)), which determines the ratio of the characteristic

values of the inertial forces (horizontal,vertical and Coriolis) to the gravity force, approaches to zero (see (2.5)).160
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3 System of equations for perturbations

3.1 Dimensionless form of vertical quasi-hydrostatic equations

In addition to (2.2), we introduce the following dimensionless variables:

ρ=
ρ

ρ0
, M =

M

ρ0Lver
, Ṁ =

Ṁτ

ρ0Lver
, (3.1)

where ρ0 is the characteristic density at the surface of the Earth (z = 0).165

The system of equations (2.23) is non-linear or quasilinear due to the convection terms in continuity equation and horizontal

momentum equations. With the use of (3.1) the system (2.23) can be represented in the dimensionless form

Bt
∂U
∂t

+ Bx
∂U
∂x

+ By
∂U
∂y

+ Bz
∂U
∂z

+ B = 0,

U =
(
ρ,vx,vy,vz,Ṁ ,M

)T
(3.2)

where U is a column matrix of dependent variables (superscript T denotes transposed matrix), Bt,Bx,By,Bz,B are matrices

of coefficients defined by dependent variables in U (see Appendix A).170

The derivative ∂2T/∂z2, as a component of heat source Q∗ through eddy heat transfer, is not considered as a part of the

differential operator (3.2).

In the dimensionless system of equations the following dimensionless parameters are defined:

Q=
γ− 1
γ

τQ∗

ρ0Lverg
, g =

Lverg

Lhor2
f = fτ, (3.3)

they determine the external forcings, i.e., heat flux, gravity, and Coriolis force, respectively. If we use the following values for175

scales:

Lhor ∼ 104 m, Lver ∼ 103 m, τ ∼ 103s, ∆T ∼ 10K, (3.4)

here ∆T is the characteristic value of temperature change in period τ , then accounting that τQ∗ = ρcp∆T , we have the

following estimations for the dimensionless scales (3.3)

Q∼ γ− 1
γ

ρcp∆T
p0

∼ R∆T
RT

∼ 10−1, g ∼ 102, f ∼ 10−1. (3.5)180

3.2 Stability of small shortwave perturbation to the original solution

We consider some solution to the system (3.2):

U = U(t,x,y,z), (3.6)

which is named after the original solution. And exists another solution U
(d)

to (3.2) with a small perturbation U
′

to U:

U
(d)

= U + U
′
,
(
|U| ∼ 1, |U′| ∼ δ� 1

)
(3.7)185
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Substituting (3.7) into the system (3.2) and subtracting equations (3.2) for the original solution U and neglecting the nonlinear

terms of the second and third-order of δ, we obtain a system of quasi-linear differential equations for the perturbation U
′
:

Bt
∂U
′

∂t
+ Bx

∂U
′

∂x
+ By

∂U
′

∂y
+ Bz

∂U
′

∂z
+ B′U

′
= F′,

U
′
=
(
ρ′, v′x, v′y, v′z, Ṁ

′
, M

′)T
(3.8)

where B′ as Bt,Bx,By,Bz is a matrix, which consists of parameters depending on the original solution (unperturbed) to the

system (3.2), and the column matrix F′ is determined by the perturbation of the heat flux Q
′

(see Appendix B).190

We consider small harmonic perturbations as the solution to the system (3.8), which can be represented in the following

form with the help of imaginary unit i=
√
−1 and complex variables:

t= 0 : U
′
= A∗ exp

(
ikxx+ kyy+ kzz

))
,

A∗ =
(
A

(ρ)
∗ ,A

(vx)
∗ ,A

(vy)
∗ ,A

(vz)
∗ ,A

(Ṁ)
∗ ,A

(M)
∗
)T (3.9)

whereA(j)
∗ =A(j) +iA(j)

∗∗ define the complex amplitudes of perturbations of corresponding values (
∣∣A(j)

∣∣∼ δ� 1, j = ρ, vx,

vy , vz , Ṁ , M ).195

We assume that the wavelengths of shortwave perturbations are much shorter than the characteristic length scale, and the

heat flux perturbation is zero (Q
′
= 0):

kx = kxLhor, ky = kyLhor, kz = kzLhor� 1, Q
′
= 0,

l′x =
2π
kx
� Lhor, l′y =

2π
ky
� Lhor, l′z =

2π
kz
� Lver.

(3.10)

For such perturbations, we have F′ = 0. The coefficients Bt,Bx,By,Bz,B′ with parameters of the original solution U vary

within distances of Lhor and Lver, whch are much larger than the wavelengths of perturbations l′x, l
′
y, l
′
z . Thus, these matrices of200

coefficients can be regarded as constants. Then system (3.8) becomes a homogeneous system of linear equations with constant

coefficients, and among its solutions for t > 0, there exist solutions in the form of traveling wave:

v′x =A
(vx)
∗ E∗, v′y =A

(vy)
∗ E∗, v′z =A

(vz)
∗ E∗,

ρ′ =A
(p)
∗ E∗, Ṁ

′
=A

(M)
∗ E∗, M

′
=A

(M)
∗ E∗,

(3.11)

where

E∗ = exp
(
i
(
kxx+ kyy+ kzz−ω∗t

))

= exp
(
ω∗∗t

)
· exp

(
i
(
kxx+ kyy+ kzz−ωt

))

ω∗ = ω+ iω∗∗, ω∗ = ω∗ · τ .

205

Substituting (3.11) into the system of equations (3.8), we obtain a homogeneous linear system of algebraic equations:

DA∗ = 0, D = i
(
−ω∗Bt + kxBx + kyBy + kzBz

)
+ B′. (3.12)

9
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Therefore, for the homogeneous system of algebraic equations DA∗ = 0 having a nonzero solution, the condition detD = 0

reduces to a cubic characteristic equation with respect to ω∗:

ω3
∗+ b∗ω

2
∗+ c∗ω∗+ d= 0, (3.13)210

where b∗, c∗,d∗ are complex parameters (see Appendix C) defined by the original solution to system (3.6).

Obviously, if among the roots of the characteristic equation (3.13) exists such a root ω∗ = ω+ iω∗∗ that increment ω∗∗ > 0,

the amplitude of perturbation in (3.11) increases with time. This indicates the instability of the investigated solution (3.6). If at

the same time

ω∗∗ →
k→∞

+∞ , (3.14)215

then such a solution holds absolute instability, and the Cauchy problem of the system (3.2) is ill-posed (Godunov et al., 1976).

In contrast, the negative increment ω∗∗ < 0 ensures stability. In the case of neutral stability of the linear approximation

(ω∗∗ = 0), the conclusion about the instability of solution (3.6) requires the study of the nonlinear behavior of the system

(2.23).

4 Linear instability of original solutions220

4.1 Instability of resting-state solution

We consider the regime when there is no motion and heat influx in the original solution, and the density is uniform horizontally:

vx = vy = vz = 0,
∂ρ

∂x
=
∂ρ

∂y
= 0,

∂vx
∂t

=
∂vy
∂t

= 0,
∂vx
∂x

=
∂vx
∂y

=
∂vx
∂z

= 0,

∂vy
∂x

=
∂vy
∂y

=
∂vy
∂y

=
∂vz
∂z

= 0, Ṁ = 0, Q= 0.

(4.1)

The horizontal khor and vertical wavenumbers kver are defined225

khor =
√
k

2

x + k
2

y, kver = kz. (4.2)

With resting-state conditions (4.1), the cubic characteristic equation (3.13) is simplified as

ω∗

[
ω2
∗−
((

N
2−G2

) k2

hor

k
2

ver

+ f
2− N

2
G

2

g

k2
hor

k
3

ver

· i
)]

= 0. (4.3)

N
2

=−g
ρ

∂ρ

∂z
=
(
Lverτ

Lhor

)2

N2

(
N2 =−g

ρ

∂ρ

∂z

)
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G
2

=
ρg

γM
=
(
Lverτ

Lhor
g

)2
ρ

γp

(
G2 =

( g
C

)2

=
g2ρ

γp

)

Here N is the dimensionless value of the Brent-Väisälä frequency N , C is sound speed. For scales (3.4) and standard

atmosphere (Atmosphere, 1976) we have the following estimates:230

N2 =−g
ρ

∂ρ

∂z
∼ g

Lver
∼ 10−2s−2, N

2
=
(
Lverτ

Lhor

)2

N2 ∼ 102,

G2 =
g2

C2
∼ 10−3s−2, G

2
=
(
Lverτ

Lhor

)2

G2 ∼ 101.

(4.4)

The dependency of N2−G2 on height for the standard atmosphere is presented in Figure 1. It is shown that N2−G2 ∼
10−4 s−2, and at height z ≈ 4 km, the sign of N2−G2 changes.

For the cubic equation (3.13) despite the root ω(1)
∗ = 0, expressions of the other two roots are shown in Appendix D when

kx,ky,kz � 1. Among these roots, there always exists one with a positive increment (ω∗∗ > 0), which indicates the instability235

of the resting-state solution.

The small Coriolis force

f � khor

kver

√∣∣∣N2−G2
∣∣∣, (4.5)

can take place at near-equatorial latitudes (θ� 1) and a height not close to 4 km. In such situation for khor→∞,



∣∣∣N2
G

2
∣∣∣

g

k
2

hor

k
3

ver


/
(∣∣∣N2−G2

∣∣∣ k
2

hor

k
2

ver

)
=240

=

∣∣∣N2
G

2
∣∣∣

g
∣∣∣N2−G2

∣∣∣
1
kver

−−−−−→
kver→∞

0. (4.6)

From the general formulae of roots (Appendix D), we obtain the expressions of nonzero roots of (3.13) for small Coriolis

force:

ω
(2,3)
∗∗ '±A1

khor

k
2

ver

, ω(2,3) '∓B1
khor

kver

. (4.7)


A1 =

∣∣∣N2
G

2
∣∣∣

2g
√
N

2−G2|
,B1 =

√
|N2−G2|




When khor→∞ and kver→∞, there are various asymptotics, including245

ω
(2,3)
∗∗ =±A1κ1 −→

κ1→∞
±∞, ω

(2,3)
∗∗ =±A1κ1 −→

κ1→0
0. (4.8)

(
κ1 =

khor

k
2

ver

)
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If, in contrast to (4.5), the Coriolis force prevails:

f � khor

kver

√∣∣∣N2−G2
∣∣∣, (4.9)

which can take place at high latitudes or altitudes near 4 km, then according to Appendix D we get

ω
(2,3)
∗∗ '±A2κ2, ω(2,3) '∓f. (4.10)250


A2 =

∣∣∣N2
G

2
∣∣∣

2gf
, κ2 =

k
2

hor

k
3

ver

,




As in (4.8) for khor→∞ and kver→∞, exist different asymptotics, including

ω
(2,3)
∗∗ =±A2κ2 →

κ2→∞
±∞, ω

(2,3)
∗∗ =±A2κ2 →

κ2→0
0. (4.11)

From (4.8) and (4.11) it follows that the resting-state of the system of hydrodynamic equations with the vertical quasi-

hydrostatic approximation (2.23) is unstable, in particular, in case of shortwave perturbations with vertical wavelengths l
′
ver =

2π/kver longer than horizontal (l
′
hor = 2π/khor, kver , khor� 1, and kver < khor), is absolute unstable. For perturbations when255

the vertical wavelength is many times shorter than the horizontal wavelength (l
′
ver� l

′
hor, kver� khor� 1), the resting-state

tends to be neutral stable.

The positive values of the increment of the amplitude of perturbation ω∗∗ at resting-state for kz = 15 and kz = 150 with the

horizontal wavelengths kx = ky =
√

2/2khor are shown in Figure 2 by the lines with indicator number 0.

The main conclusion is that the shorter the horizontal wavelengths (the larger khor� 1), the faster the amplitude of per-260

turbation at resting-state develops. Moreover, the shorter the vertical wavelengths (the larger kver� 1), the more slowly the

perturbation at resting-state grows.

4.2 Instability of vertical quasi-hydrostatic system with different approximations

Shortwave perturbation at resting-state of the atmosphere with a vertical quasi-hydrostatic approximation is also studied by

(Arakawa and Konor, 2009). However, in the original system the following equation (thereinafter, the Arakawa inexact approx-265

imationt) is used

∂M

∂t
= Ṁ


Ṁ =−

+∞∫

z

(
∂ (ρvx)
∂x

+
∂ (ρvy)
∂y

)
dz′


 , (4.12)

instead of the asymptotically exact equation (2.19), which is equivalent to

∂M

∂t
= Ṁ + ρvz. (4.13)

Note that the equation for perturbation at resting-state corresponding to (4.12) has the form270

∂M ′

∂t
= Ṁ ′. (4.14)
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If instead of equation (2.19) or (4.13) the Arakawa inexact approximation (4.12) is adopted, then instead of (3.13) the

characteristic equation becomes:

ω∗

[
ω2
∗− f

2− ig k
2

hor

kver

]
= 0. (4.15)

Nonzero roots of this equation are determined by the following formulae:275

ω
(2,3)
∗∗ =±

√
2g
2

khor

k
1/2

ver

, ω(2,3) =∓
√

2g
2

khor

k
1/2

ver

if f
2� gk

2

hor/kver (4.16)

ω
(2,3)
∗∗ = 0, ω(2,3) =±f, if f

2� gk
2

hor/kver (4.17)

It is clear that these expressions corresponding to the usage of the Arakawa inexact approximation, differ from (4.7) and280

(4.10). In the case of the predominance of Coriolis force, this difference is fundamental, namely, instead of absolute instability

in (4.11), neutral stability follows from (4.17). In addition to the inexact equation (4.12), the conclusion about shortwave

instability in (Arakawa and Konor, 2009) is made from the values of the real part of the root ω, not the imaginary part ω∗∗.

Such conclusion is inaccurate, as can be seen from (4.16).

In the case of small Coriolis force, the Arakawa inexact approximation gives absolute instability, with following asymptotics285

ω∗∗ →
κ3→∞

A3κ3→∞.
(
A3 =

√
2g
2
,κ3 =

khor

k
1/2

ver

)
(4.18)

Now we consider other approximations instead of the asymptotically exact equation for the vertical velocity vz (2.19) or its

equivalence (4.13). The simplest approximation for vz is zero vertical velocity, in particular, for the perturbation of vertical

velocity,290

v′z = 0. (4.19)

The corresponding characteristic equation at resting-state (4.1) has the form

ω∗

[
ω2
∗− f

2
+G

2 k
2

hor

k
2

ver

]
= 0, (4.20)

from which it follows that

ω
(1)
∗ = 0, ω

(2,3)
∗ =±

√√√√f
2−G2 k

2

hor

k
2

ver

. (4.21)295
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The root with positive increment ω∗∗ when f < Gkhor/kver can lead to absolute instability (3.14). In particular, or small

Coriolis force,

ω∗∗ →
κ4→∞

Gκ4→∞
(
κ4 =

khor

kver

)
. (4.22)

The Holton inexact vertical quasi-hydrostatic approximation (Holton and Hakim, 2012) with equation of the constant local

pressure (thereinafter, the Holton inexact approximation) can also be used:300

dp
dt

=−ρvzg
(
Ṁ =−ρvz,

∂p

∂t
= 0
)
. (4.23)

Using this approximation instead of equation (2.19) or its equivalence (4.13), the characteristic equation becomes

ω∗
[
ω2
∗− f

2−N2
κ2

4

]
= 0, (4.24)

and its roots take the following form:

ω
(1)
∗ = 0, ω

(2,3)
∗ =±

√
f

2
+N

2
κ2

4. (4.25)305

It follows that the solution of the resting-state to the system of equations with the Holton inexact vertical quasi-hydrostatic

approximation is neutrally stable (ω(2,3)
∗∗ = 0), if

∂ρ

∂z
< 0

(
N

2
> 0
)
. (4.26)

Otherwise, when

∂ρ

∂z
> 0

(
N

2
< 0
)
, (4.27)310

i.e., the density increases vertically, such original solution of resting-state is unstable for small Coriolis force f <
∣∣Nκ4

∣∣, and

analogously to (4.22), absolutely unstable.

One can also adopt the vertical quasi-hydrostatic approximation with the quasi-incompressibility

dρ
dt

= 0, (4.28)

from which together with the continuity equation, instead of (2.19) the vertical velocity vz is obtained by the following equation315

∂vz
∂z

=−∂vx
∂x
− ∂vy
∂y

. (4.29)

For such a system , the characteristic equation at resting-state (4.1) has the same form (4.24), as for the Holton inexact approx-

imation (4.23).

The vertical quasi-hydrostatic approximation with constant local density is proposed in (Marchuk, 1974) (thereinafter, the320

Marchuk inexact approximation):

∂ρ

∂t
= 0. (4.30)
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Together with the continuity equation, the equation for the vertical velocity vz is obtained as following

∂ρvz
∂z

=−∂ρvx
∂x
− ∂ρvy

∂y
. (4.31)

The characteristic equation for this equation at resting-state (4.1) has the form325

ω∗
(
ω2
∗− f

2
)

= 0, (4.32)

which corresponds to the neutral stability.

The Marchuk inexact approximation (4.30) and (4.31), the Arakawa approximation (4.12), the zero velocity approximation

(4.19) and the Holton inexact approximation of constant local pressure (4.23) are valid only when the vertical velocity of

air is comparatively small. Only the Marchuk inexact approximation leads to a neutral stable solution at resting-state for all330

wavenumbers of perturbations.

The shortwave instability at resting-state is also studied by (Moore, 1985) for a two-dimensional system (vy = v′y = 0) with

approximation (4.29), and taking into account of the perturbation of the heat flux Q
′ 6= 0, which is assumed to be proportional

to the perturbation of vertical velocity v′z . The characteristic equation is close to a specific occasion (vy = v′y = 0,ky = 0) of

equation (4.24).335

From (4.8), (4.11), (4.18) and (4.22), it can be seen that the asymptotics for the increment of perturbations for various

approximations is determined by the coefficients of the relations between khor and kver, namely

κ1 =
khor

k
2

ver

, κ2 =
k

2

hor

k
3

ver

, κ3 =
khor

k
1/2

ver

, κ4 =
khor

kver

.

4.3 Instability of one-dimensional vertical motion

A one-dimensional vertical atmospheric model is used to analyze physical processes in the formation of climate. In such a case,

the distribution of vertical velocity is defined by the heat flux Q
′

and horizontal inflow Ṁ , which should be set parametrically,

and the perturbation spreads only in the vertical direction:

vx = vy = v′x = v′y = 0,
∂vx
∂t

=
∂vy
∂t

= 0,

∂vx
∂x

=
∂vx
∂y

=
∂vx
∂x

=
∂vy
∂x

=
∂vy
∂y

=
∂vy
∂z

= 0.
(4.33)340

Thus, the system of equations (2.23) is simplified as

∂ρ

∂t
=−vz

∂ρ

∂z
+ ρ

(
1
γ

Ṁ

M
− Q

M

)
,

∂vz
∂z

=
Q

M
− 1
γ

Ṁ

M
,

∂M

∂z
=−ρ. (4.34)
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Here the value of Ṁ(t,z) should be set manually. In this case, the cubic equation (3.13) degenerates into a linear one, and345

its root is

ω∗∗ =

(
∂ρ/∂z

Mk
2

z

− 1

)(
Q

M
− Ṁ

γM

)
=

(
∂ρ/∂z

k
2

zM
− 1

)
∂vz
∂z

,

ω = kzvz +
ρ

M

(
Ṁ

γM
− Q

M

)
1
kz

= kzvz −
ρ

M

∂vz
∂z

1
kz
. (4.35)

For a standard atmosphere, ∂ρ/∂z < 0, one always has

∂ρ/∂z

M
∼−10−2, (4.36)350

from which it follows that

ω∗∗ ≈−
∂vz
∂z

. (4.37)

Thus the shortwave stability for a one-dimensional atmosphere (ω∗∗ < 0) takes place when the vertical velocity increases

with height (∂vz/∂z > 0), this happens with the presence of heating (Q> 0) and horizontal outflow above the given height

(Ṁ < 0). Otherwise, when cooling occurs (Q< 0) and there is inflow above (Ṁ > 0), then the vertical velocity decreases with355

height (∂vz/∂z < 0), and such state is unstable (ω∗∗ > 0).

4.4 Instability of solution with motion

Using the roots of the cubic equation (3.13), we study the stability of three-dimensional perturbation to a solution with motion

with equal horizontal wavenumbers. Then according to (4.2):

kx = ky =
√

2
2
khor (4.38)360

To calculate the roots of (3.13), we set the parameters of the original solution with motion as

vx = vy = vz = 1, Q= 0,

∂vy
∂x

=
∂vx
∂y

= 0.5,
∂vx
∂x

=
∂vy
∂y

=−0.5,

∂vx
∂z

=
∂vy
∂z

=
∂vz
∂z

= 0,
∂ρ

∂x
=
∂ρ

∂y
= 0,

(4.39)

the values of ρ, M, ∂ρ/∂z are chosen according to the standard atmosphere (Atmosphere, 1976) at height z = 10 km. Values

of these parameters ∂ρ/∂t,∂vx/∂t,∂vy/∂t and Ṁ are calculated from (2.23).

Numerical values of increments ω(j)
∗ (j = 1,2,3) depending on khor are shown in Figure 3, they are calculated from the365

cubic equation (3.13) for fixed vertical wavelengths kver = 15,50,150, and parameters given by the original solution (4.39).

Numerical indicators correspond to the number of roots j = 1, 2, 3. It is clear that the positive increment ω∗∗ grows with the

increase of khor. It follows from Appendix C that the values khor/kver strongly change the coefficients of the cubic equation

(3.13). For an increase of kver, the growth of positive increment ω∗∗ greatly weakens.
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In Figure 2, in addition to the resting-state (numerical indicator 0), the positive values of increment ω∗∗ depending on370

khorr,kver for two sets of horizontal velocity are also shown. The lines with indicators 1 and 2 refer to the state with horizontal

velocities given in (4.39) and the state with horizontal velocities twice as larger, respectively. The dimensionless horizontal

velocity in the order of unity affects the increment for wavenumbers khor ∼ 101, yet the horizontal velocity does not strongly

affect the increment ω∗∗ for shortwave perturbations (khor > 102).

5 Use of pseudo-viscosities to eliminate linear instability375

5.1 Shear and bulk pseudo-viscosities

This analysis does not consider the influence of boundary conditions. The boundaries can prohibit the energy influx from

outside, which contributes to the kinetic energy of perturbations and the growth of perturbation amplitude. The boundary

conditions in the framework of the boundary value problem can significantly limit the growth of the perturbation. Nevertheless,

the shortwave instability, of course, is one of the reasons of the possible instability of finite-difference calculations.380

While modelling (3.2) by the finite-difference method, small shortwave perturbations can be generated, the minimum wave-

length of which lmin
i is defined by the grid size ∆i:

l
min

i = 4∆i, k
max

i l
min

i = 2π, k
max

i = kmax
i Li = 1/2πNi,

(
∆i = ∆x,∆y,∆z, Ni = Li/∆i, i= x,y,z

) (5.1)

where Nx,Ny,Nz are the numbers of nodes at characteristic length Lx,Ly,Lz , in directions x,y,z, respectively.

The terms with turbulent viscosity in the horizontal momentum equations are relatively small in comparison with other terms.385

However, the pseudo-viscosities, which are much greater than real turbulent viscosity of air, can be added to eliminate the

instability due to numerical shortwave perturbations. They influence the horizontal momentum equations of the perturbations,

and then change the form of algebraic equations (3.12) through

µ

(
∂2v′i
∂x2

+
∂2v′i
∂y2

+
∂2v′i
∂z2

)
,λ

∂

∂xi

(
∂v′x
∂x

+
∂v′y
∂y

+
∂v′z
∂z

)
→

µ
{
A(vi)k

2

x +A(vi)k
2

y +A(vi)k
2

z

}
,

λki

{
A(vx)kx +A(vy)ky +A(vz)kz

}
,

(i= x,y,z)

(5.2)

where µ and λ are coefficients of shear and bulk pseudo- viscosities, respectively. We set the dimensionless values of these390

coefficients growing with increasing wavenumbers:

µ= cµµa
(
kxkykz

)n
, λ= cλµa

(
kxkykz

)m

µa =
µa

ρVverLver

(
µa = 1.8× 10−5kg/(m · s)

) (5.3)

Here µa is the viscosity of the air.
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5.2 Influence of pseudo-viscosities for resting-state solution

Similar as (3.13) the characteristic equation for a resting-state solution, taking into account the shear pseudo-viscosity in395

accordance with (5.2), turns out to be

ω3
∗+ 2iµk

2
ω2
∗−
[
µ2k

4
+α+ i ·β

]
ω∗

+µ
[
β+ i

(
f

2−α
)]
k

2
= 0, (5.4)

α=
(
N

2−G2
) k2

hor

k
2

ver

+ f
2
, β =−N

2
G

2

g

k
2

hor

k
3

ver

,

k
2

= k
2

x + k
2

y + k
2

z = k
2

hor + k
2

ver

A similar cubic equation for a restiing-state solution with bulk pseudo-viscosity λ has the following form

ω∗

[
ω2
∗−

λG
2
k

2

hor

gkver

ω∗− (α+ i ·β)

]
= 0. (5.5)400

It is clear that for m> 0 (see (5.3)) and ki� 1 (i= x,y,z), we have

cλµa
(
kxkykz

)m G
2

g

k
2

hor

kver

� |β|=
∣∣∣∣
∂ρ

∂z

∣∣∣∣
G

2

ρ

k
2

hor

k
3

ver

, (5.6)

then from the characteristic equation (5.5), we obtain

ω
(1)
∗∗ = 0,

∣∣∣ω(2,3)
∗∗

∣∣∣−−−−−→
khor→∞

0 (5.7)

In Figure 4, the values of increment ω(j)
∗∗ (j = 1,2,3) with the existence of shear pseudo-viscosity at the resting solution405

(4.1) are shown. The values ω∗∗ in dependency on khor are calculated for kver = 15 and different coefficients of shear pseudo-

viscosity n= 1.5, cµ = 0,1,10. The effect of bulk pseudo-viscosity λ on stability at resting regime does not qualitatively

differ from the effect of shear pseudo-viscosity µ.

However, an increase in pseudo-viscosity can not achieve the point that all three roots (ω(j)
∗ (j = 1,2,3)) of the characteristic

equation have negative increments ω(j)
∗∗ < 0 (j = 1,2,3) so that the shortwave perturbation damps and disappears eventually.410

One of the roots always has a positive increment ω(3)
∗∗ > 0.

5.3 Influence of pseudo-viscosities for the solution with motion

For moving air, the pseudo-viscosities can not suppress the global shortwave perturbations of solutions to the asymptotically

exact system of equations (2.23) with vertical quasi-hydrostatic approximation. This can be explained by the fact that the

perturbations occupy the entire space, i.e., the perturbations are global and have infinite energy. Real perturbations from the415

numerical calculations on the difference grids are local and have finite energy. Such shortwave perturbations should be sup-

pressed by pseudo-viscosities (see section 5.4).
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Now we consider the influence of pseudo-viscosities (here we consider shear pseudo-viscosity) on the stability for an original

solution with motion using the Marchuk inexact approximation. Similarly to (3.13), we obtain the following characteristic

equation:420

ω∗
(
ω2
∗+ b1(µ)ω∗+ c1(µ)

)
= 0, (5.8)

where b1(µ) and c1(µ) are the complex parameters determined by the original solution and shear pseudo-viscosity µ. The

first root corresponds to neutral linear stability (ω(1)
∗∗ ), and the rest two roots correspond to linear stability, i.e., for ki→

+∞(i= x,y,z), it follows ω(2,3)
∗∗ →−∞ (see Figure 5). That is to say, the solution to the system with the Marchuk inexact

approximation for moving air can be unstable, but for shortwave perturbations with the existence of pseudo-viscosity, it turns to425

be stable. It means that the shear pseudo-viscosity µ (by analogy, as well as λ) can suppress the global shortwave perturbations,

and this is the advantage of the Marchuk inexact approximation (4.30) and (4.31) in comparison with the exact approximation.

5.4 Influence of local perturbations on instability

Instead of perturbations (3.11), whose amplitude is identical in space, we consider such perturbations that damp in space for

x,y,z > 0 with complex wavenumbers kj∗ = kj + ikj∗∗ (j = x,y,z):430

E∗ =exp(i(kxxx + ky∗y + kz∗z−ω∗t)) =

=exp
(
ω∗∗t− kx∗∗x− ky∗∗y− kz∗∗z

)
·

· exp
(
i
(
kxx+ kyy+ kzz−ωt

))
(5.9)

In Figure 6 the values of increment ωj∗∗ (j = 1,2,3) for resting-state solution (4.1) are shown for kx∗∗ = ky∗∗ = kz∗∗ = 0

and 20, with kver = 15,n= 1.5, cµ = 1. The thin lines correspond to kj∗∗ = 0, and thick lines kj∗∗ = 20. Numerical pointors

indicate the root number j = 1,2,3. It is shown that the shear pseudo-viscosity can stabilize the local shortwave perturbations

(kx,ky,kz � 30) for x,y,z > 0, since all roots have negative increments ωj∗∗ < 0 (j = 1,2,3).435

It should be noted that for large values kj∗∗� 1, there are large gradients of perturbation parameters (like impulse), and

this leads an absolute instability (when kj∗∗→∞) in response to relatively longer wavelength range (khor < 30, for fixed

kver = 15). In addition, the amplitude of initial perturbation (5.9) increases for x,y,z < 0.

6 Conclusions

In this paper, an equation for vertical velocity refines and simplifies the equation obtained by Lorenz and Lorenz (1967).440

Different from the approximations used in other works such as (Holton and Hakim, 2012; Marchuk, 1974), this equation is

asymptotically exact for the system of hydrodynamic equations with small inertia forces compared to the gravity force. The

advantage of this system is the absence of sound waves. Indeed, when the density field, ρ(x,y,z, t), is given, the pressure field,

p, can be calculated without time stepping via the quasi-hydrostatic equation. Then having ρ and p, the temperature field, T ,
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is calculated through the equation of state. The absence of sound waves allows for much larger time steps in modelling due to445

the absence of the Courant-number restriction in the vertical dimension.

In our analysis the influence of boundary conditions on the instability problem is excluded. Though the boundary conditions

in the framework of the boundary value problem can significantly limit the growth of the perturbation, the shortwave instability

is one of the reasons of the possible instability of finite-difference calculations.

As a result, the solution to the system of atmospheric dynamics equations with vertical quasi-hydrostatical approximation450

and without viscosity is known to be unstable for shortwave perturbations occupying the entire space. Even the resting-state

solution owns the shortwave instability. The increment number of the perturbation growth relates to the ratio of horizontal to

vertical wavenumber of the shortwave perturbations. Such shortwave instability eventually results in the instability introduced

by numerical truncation and finite-difference approximation of the derivatives error. It shows that not only usual solutions

presenting three-dimensional flow patterns but even the resting-state solution is unstable under shortwave perturbations. More-455

over, the larger the ratio of horizontal wavenumber khor to vertical wavenumber kver (or the larger the ratio of vertical grid size

∆ver to horizontal grid size ∆hor), the larger the increment growth of the amplitude of perturbations. Particularly, an infinitely

large ratio of vertical grid size to horizontal grid size leads to the absolute instability. Thus, when decreasing the horizontal

grid size to achieve better accuracy, one should also decrease the vertical grid size to keep small the ratio κ2 = k
2

hor/k
3

ver� 1,

e.g., ∆
3

ver/∆
2

hor� 1.460

For the one-dimensional vertical motion (one-column model) in the standard atmosphere where ∂ρ/∂z < 0, the shortwave

stability depends on the vertical velocity profile, vz(z) or, more specifically, on the sign of ∂vz/∂z, which relates to the heat

input,Q, and horizontal mass inflow, Ṁ ˙. Then, due to the heating and horizontal outflow above the given position the condition

of the shortwave stability is ∂vz/∂z > 0.

The pseudo-viscosities taken proportional to the wavenumber of perturbations reduce the increment in the amplitudes of465

perturbation, so that numerical solutions to the asymptotically exact quasi-hydrostatic system become more stable. In this

context, global perturbations have non-negative increment causing numerical instability. However, in the case of only local

perturbations, implementation of pseudo-viscosities allows for making all increments negative, thus yielding practically sound

stable solutions.

At the large ratio of the vertical to horizontal grid size, the solution with motion is also unstable for other (inexact) vertical470

quasi-hydrostatic approximations, namely, those with constant local density (Marchuk, ∂ρ/∂t= 0), constant local pressure

(Holton, ∂p/∂t= 0), or quasi-incompressibility (dρ/dt= 0). In contrast to other known differential operators, the inexact

vertical quasi-hydrostatic system with constant local density (Marchuk, ∂ρ/∂t= 0) assures the neutral stability for the resting-

state solution. And introducing pseudo-viscosities can suppress global perturbations for the solution with motion.

The quasi-hydrostatic equations of the present paper will be beneficial, in particular, for Earth-system modelling with regards475

to chemical or biogeochemical chains causing the formation of anthropogenic or organic aerosols, condensation nuclei, clouds

and precipitation, and electrical charging around water drops. The result about shortwave instability can guide the choice of

vertical and horizontal grid sizes for modelling, and proper usage of pseudo-viscosity can reduce the predictability problem

caused by shortwave perturbations during calculation.
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Appendix A: Matrices of Coefficients of the Original System of Equations in Dimensionless Form (3.2)

U =




p

vx

vy

vz

M

M




B =




ρ(Qγ− Ṁ)/(γM)

−vyf
vxf

−(Qγ−M)/(γM)

0

ρ




Bt =




1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0




21

https://doi.org/10.5194/gmd-2020-146
Preprint. Discussion started: 27 July 2020
c© Author(s) 2020. CC BY 4.0 License.



Bx =




vx 0 0 0 0 0

0 vx 0 0 0 g/ρ

0 0 vx 0 0 0

0 1 0 0 0 0

−vx −ρ 0 0 0 0

0 0 0 0 0 0




By =




vy 0 0 0 0 0

0 vy 0 0 0 0

0 0 vy 0 0 g/ρ

0 0 1 0 0 0

−vy 0 −ρ 0 0 0

0 0 0 0 0 0




Bz =




v 0 0 0 0 0

0 vz 0 0 0 0

0 0 vz 0 0 0

0 0 0 1 0 0

0 0 −ρ 0 0 0

0 0 0 0 0 1




Appendix B: Matrices of Coefficients of System of Equations for Perturbation in Dimensionless Form (3.8)490

U
′
=




ρ′

v′x

v′y

v′

M
M

′

M
′




F′ =




−ρQ′/M
0

0

Q
′
/M

0

0




B′ =




B11
∂ρ
∂x

∂ρ
∂y

∂ρ
∂z

ρ

γM
−ρB11

M

B21
∂vn

∂x
∂vx

∂y − f ∂vx

∂z 0 0

B31
∂v0
∂x + f

∂vy

∂y
∂vy

∂z 0 0

0 0 0 0 1
γM

B11

M

B51 − ∂ρ
∂x −∂ρ∂y 0 0 0

1 0 0 0 0 0



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B11 =
Q

M
− Ṁ

γM
, B21 =

1
ρ

(
dvx
dt
− vyf

)
,

B31 =
1
ρ

(
dvy
dt

+ vxf

)
,

d
dt

=
∂

∂t
+ vx

∂

∂x
+ vy

∂

∂y
+ vz

∂

∂z

B51 =−∂vx
∂x
− ∂vy
∂y

Appendix C: Complex Coefficients of the Cubic Equation (3.13):

The following coefficients b∗, c∗ and d∗ are expressed for kx, ky, kz � 1.

Reb∗ =− 3
(
kxvx + kyvy + kzvz

)
+O

(
1/kz

)
495

Imb∗ =− kx

kz

(
∂vx
∂z

+
ρvx

γM

)
− ky

kz

(
∂vy
∂z

+
ρvy

γM

)
−B51

−B11 +O
(

1
kz

)

Rec∗ =3
(
kxvx + kyvy + kzvz

)2
+O(1)

Imc∗ =2
(
kxvx + kyvy + kzvz

)(
B11 +

ρ

γM
· kxvx + kyvy

kz

)
+500

+ 2
(
kxvx + kyvy

)
·
(
kx

kz

∂vx
∂z

+
ky

kz

∂vy
∂z

)
+

+ 2kx

(
∂vx
∂z

vz −
∂x

∂x
vx−

∂vy
∂y

vx

)
+

+ 2ky

(
∂vy
∂z

vz −
∂vx
∂x

vy −
∂vy
∂y

vy

)
+

+ 2kzvzB51 +O
(

1
kz

)

505

Red∗ =−
(
kxvx + kyvy + kzvz

)3
+O

(
kz
)

Imd∗ =−
(
kxvx + kyvy + kzvz

)2 ·Z +O(1)

Z =B11 +
ρ

γM

(
kx

kz
vx +

ky

kz
vy

)
+
∂vx
∂z

kx

kz
+
∂vy
∂z

ky

kz
+B51

Appendix D: Expressions for the roots of the characteristic equation (4.3):

ω
(2,3)
∗∗ =±

√
2

2




√√√√α2 +

(
N

2
G

2

g

k
2

hor

k
3

ver

)2

−α




1/2

510
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ω(2,3) =∓
√

2
2




√√√√α2 +

(
N

2
G

2

g

k
2

hor

k
3

ver

)2

+α




1/2
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Figure 1. value of N2−G2 for a standard stable atmosphere
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Figure 2. dependence of maximum (positive) increment ω∗∗ on khor for fixed vertical wavenumbers kver = 15 and 150, numerical indicator

0 - for resting-state (4.1); indicator 1 - for the original solution (4.39); indicator 2 - for the original solution of which velocity is twice as

(4.39).
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Figure 3. dependence of three amplitude increments ω
(j)
∗∗ on khor for fixed vertical wavenumbers, kver = 15, 50 or 150, for the original

solution of (4.39); numerical indicators 1,2,3 correspond to j = 1,2,3.
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Figure 4. dependence of three amplitude increments ω
(j)
∗∗ on khor for fixed vertical wavenumbers kver = 15; for original solution of resting-

state (4.1); different viscosity coefficients cµ = 0, 1, or 10, and n = 1.5 (5.3); numerical indicators 1,2,3 correspond to j = 1,2,3.
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Figure 5. dependence of two non-neutral increments ω
(2,3)
∗∗ on khor for fixed vertical wavenumbers kver = 10 (left) and 20 (right); for the

original solution with motion (4.39); different viscosity coefficients cµ = 0, 1, and 5.
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Figure 6. dependence of three amplitude increments ω∗∗ on khor for fixed vertical wavenumbers kver = 15; with constant viscosity coeffi-

cient cµ = 1; for the original solution of resting-state (4.1); for different spatial increments k∗∗, the thin lines correspond to k∗∗ = 0 and the

thick lines k∗∗ = 20.
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