Adaptive lossy compression of climate model data based on hierarchical tensor with Adaptive-HGFDR (v1.0)
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Abstract. Lossy compression has been applied to large-scale experimental model data compression due to its advantages of a high compression ratio. However, few methods consider the uneven distribution of compression errors affecting compression quality. Here we develop an adaptive lossy compression method with the stable compression error for earth system model data based on Hierarchical Geospatial Field Data Representation (HGFDR). We extended the original HGFDR by firstly dividing the original data into a series of the local block according to the exploratory experiment to maximize the local correlations of the data. After that, from the mathematical model of the HGFDR, the relationship between the compression parameter and compression error in HGFDR for each block is analyzed and calculated. Using optimal compression parameter selection rule and an adaptive compression algorithm, our method, the Adaptive-HGFDR(v1.0), achieved the data compression under the constraints that the compression error is as stable as possible through each dimension. Experiments concerning model data compression are carried out based on the Community Earth System Model (CESM) data. The results show that our method has higher compression ratio and more uniform error distributions, compared with other commonly used lossy compression methods, such as the Fixed-Rate Compressed Floating-Point Arrays method.

1 Introduction

Earth System Model Data (ESMD), which comprehensively characterize the Earth system over space-time dimensions, are presented as multidimensional arrays of high-precision floating-point numbers (Kuhn et al., 2016; Wulder et al., 2012). With the rapid development of earth system models, ESMD has shown an exponential increase in data volume and data complexity (Anon, 2011; Of and Acm, 2000). For example, the CESM (Community Earth System Model) simulation generates data on the order of terabytes per computing day (Baker et al., 2014; Kay et al., 2015; Paul et al., 2015). Therefore, compression methods, especially the lossless compression methods are applied to reduce the data volumes. However, lossless compression methods have an upper limit of compression ratios (Kumar et al., 2008; Tao et al., 2017c), which grows much slower than the...
velocity of data volume grows (Baker et al., 2016). With the rapid exploration of ESMD, lossy compressions are recently been studied as an alternative solution for ESMD compression. How to keep the balance between the compression errors and compression ratio becomes the key issue of lossy compression of ESMD.

The existing lossy compression methods for ESMD can be classified into two main categories: file-based compression and data encoding-based compression. File-based compression considers the model data as a complete data file and then compresses data using general file compressions, such as GRIB2 and NetCDF (Bing et al., 2014; Hübbe et al., 2013). However, the compression parameters of common data files are relatively fixed, and the error cannot be controlled in a data-driven way. Some researches also use the image-based file compression method in ESMD. These image-based methods slice ESMD from different dimensions and then compress different slices as separate images. For example, there are researches use JPEG2000 or a discrete Fourier transform to compress ESMD (Taubman and Marcellin, 2002). The image-based compression method can directly inherit the advantages of existing image compression methods. However, as the compressions are applied to single image slices, the correlations between different image slices are not always well utilized during different compression processes. Therefore, the compression error control between different image slices may be non-uniform (Castruccio and Genton, 2016; Guinness and Hammerling, 2016). To summarize, the file-based compression methods can improve the compression ratio of ESMD. However, the uneven distribution of compression errors may affect the data quality and then affect the subsequent analysis of ESMD (Baker et al., 2014; Berres et al., 2017; Feng et al., 2014; Zabala and Pons, 2011).

The second type of lossy compression, the data encoding-based compression methods, mainly implement data compression by encoding the common feature of data with more compact coding mechanisms to reduce the data volumes. With different encoding strategies, the data encoding-based compression methods can be further classified into three subcategories: statistical data coding, error truncation, and feature prediction-based coding compression. The statistical data coding methods use parametrical statistical characteristics to approximate original data (Papaioannou et al., 2011; Tao et al., 2017a). For example, vector quantization (VQ) (Vector Quantization) (Guinness and Hammerling, 2016) or sparse coding (Akbudak et al., 2017) organize the data as a simple one-dimensional array (number sequence) and use a dictionary (or code table) to compose the common patterns of the data. However, the use of a dictionary or code table enlarges the complexity of the data structure, which makes the structure of the compression algorithm complicated. The construction and parsing of the dictionary also make significant time to compress and decompress when the data volume is large (Anon, 2013; Liu et al., 2014; Mummadisetty, 2015). The method based on error truncation mainly controls the precision of a floating-point expression of original data, intercepts, and eliminates redundant floating-point precision to implement the data compression. For example, FPZIP (Lindstrom and Isenburg, 2006) and APAX (Hübbe et al., 2013) compress data by intercepting the floating-point precision of data. As the distribution of floating-point precision of data is not uniform, the compression errors may also distribute unequally. Therefore, it is difficult to control the distribution of data compression error. To make the data error distribution more evenly distributed, the feature prediction-based coding compression methods try to extract features and use functions to predict the possible structure and coding of data (Adhianto et al., 2010; Cui et al., 2007). For example, NUMARCK (Zheng et al., 2017), SSEM (Wilczyński, 2001), SPECK (Wang and Li, 2006), and ZFP (Diffenderfer et al., 2019b) are typical methods that use
the feature prediction to achieve lossy compression. Although the compression ratio is higher and the error distribution is less uneven distributed compared to the pure encoding-based methods, the compression ratios of the feature prediction-based coding compression methods are highly dependent on the feature extraction and prediction model. If the distribution of original data did not fit well with the feature extraction and prediction model, the performance of the compression may low.

Furthermore, to make the method flexible to different data, common feature extraction and prediction model are data-adaptive, which means the compression parameters are often cannot be modified custom by users.

By summarizing all the above two different types of lossy compression methods, we find that existing data compression methods are mostly inherited from low dimensional data compression methods (e.g. one-dimensional vector or two-dimensional images). None of these methods considers the ESMD as a unified, overall high dimensional data with the the heterogeneous correlation between different dimensions. For ESMD, there are significant correlations between different dimensions (e.g. the temporal or spatial dimensions), i.e., that values in neighboring ranges tend to be numerically close to each other. As the dimensions of ESMD are commonly high (e.g. even an ESMD with only one attribute and three spatial dimensions forms a four-dimensional data), the ignorance of the multidimensional correlation structure results low compression performance (Diffenderfer et al., 2019a; Schoellhammer et al., 2004). Without control of such high dimensional correlation structure also makes it difficult to uniformly control the error distribution of data compression in different dimensions, which leads to an uneven distribution of the compression method in different dimensions and affects the quality of data (Tao et al., 2017b).

Tensors can effectively represent a multidimensional array of numerical values. The corresponding tensor decomposition method eliminates inconsistent, uncertain, and noisy data without destroying the intrinsic data structure, making the reconstructed data in approximate tensor more accurate than the initial tensor (Li et al., 2018); this method, therefore, has been gradually introduced into data compression in recent years (Yuan et al., 2015). Among these tensor methods, the hierarchical tensor approximation, which can extract data features level by level to obtain more detailed information, achieve far higher quality than traditional tensor methods at large compression ratios (Linton and Xiao, 2001; Lyre, 2004). For example, Yuan et al. recently designed an improved hierarchical tensor method Hierarchical Geospatial Field Data Representation (HGFDR) to compress geospatial data in a hierarchical tree structure, show many more advantages in compression ratio and error distribution than traditional methods like NetCDF-based data compression. Nevertheless, the HGFDR only pay attention to global average error to assess the compression quality and is only tested with eight types of climate variables. As the average error could be quite small despite a relatively large error at one or more points, maintain the stable distribution of the local error is important for the compressed climate data for the subsequent data analysis. We still need to work out how to control the balanced distribution of local compression error of the HGFDR and research on the adaptivity and universality of HGFDR with various variables of ESMD.

In this paper, we extend the study of HGFDR by discussing the factors and constraints that affect HGFDR for ESMD compression. We study the empirical quantitative relationship between compression error and compression parameters and
develop an Adaptive-HGFDR(v1.0) algorithm based on an adaptive data block and rank adjustment mechanism under error
constraint. Experiments on a climate simulation set of 22 variables are developed to test the general applicability of the method.

The remainder of this paper is organized as follows. Section 2 introduces the basic ideas about developing Adaptive-
HGFDR(v1.0). Section 3 discusses the block mechanism, the relationship between rank and error, and the derivation of
empirical equations, as well as the flow of the dichotomy. Section 4 uses temperature data to verify that the method can obtain
adaptive rank under error constraint. Section 5 discusses the effectiveness and computational efficiency of the method, as well
as the results.

2 Basic idea

For climate model data, due to the large dataset, the partial block data is not only much smaller than the original geographic
spatial tensor, but also more balanced in size. Therefore, dividing the original data into a series of uniform local blocks is
beneficial to the compression effect and calculation efficiency. Generally, the size of the main block depends on the size of
the file system I/O (input/output) blocks, so there are usually multiples of the smallest block of a particular I/O. For the divided
data, in order to construct data compression with stable error, the key problem to be solved is how to select the best compression
parameter of each block data under the condition of stable error. For HGFDR, the rank on each block of data is the main control
parameter to achieve compression. The empirical relationship between compression errors and compression parameters can
be used to adjust the rank value of each block of data under error constraints to achieve a balanced distribution of error on each
block of data.

In order to achieve a stable distribution of errors, for each block of divided data, the compression parameters should be able to
be adaptively adjusted according to the given error. To achieve this regulation process, the rank is continuously adjusted by
the given target error, and the error result after each compression is compared with the target error, and an empirical relationship
is used to determine whether the rank value should be increased or decreased. The iteration is continued to obtain the result
that is closest to the target error and meets the target error. In order to improve the efficiency of the algorithm in continuous
iteration, a fast search method is used to quickly converge the iteration to the optimal compression result with minimal
algorithm complexity. Using the idea of dichotomy, before adjusting the rank each time, narrow the selection interval of half
of the rank. The optimal rank of the target error is constantly approached in half, and each data block can adaptively find the
rank closest to the target error by this method. Therefore, through step 1: set s an appropriate partitioning strategy, step 2:
constructs an empirical relationship between compression error and compression parameters, and uses this relationship to
allow each data block to determine the rank value based on the given target error, step 3: Use the fast search method to find
the best rank, finally achieve a stable distribution of the overall compression error. The entire compression method flow is
shown in Figure 1.
3 Method

3.1 Block hierarchical tensor compression

EMSD is a multidimensional array with high dimensional features. It can be seen as a tensor with the spatio-temporal references and the associated attribute domain. Without loss of generality, a three-dimensional tensor can be defined as $Z \in \mathbb{R}^{I \times J \times K}$ (None, 1970; Suiker and Chang, 2000), where $I$, $J$, and $K$ are values that represent the number of grids along the dimensions of longitude, latitude, and time (or height), respectively. Usually, these dimensions of EMSD are imbalance due to the different spatial and temporal resolution. For example, the data accumulation in the temporal dimension is always significantly longer than that in the spatial dimension for a spatio-temporal series with long continuous temporal observation. Thus, for the compression of EMSD, in order to reduce the affection of dimensional imbalance and make the blocks an ideal size, a blocking mechanism for original data $Z$ is firstly formulated as:

$$Z = \{C_i, C_2, \ldots, C_n\}$$  

where $C_i \in \mathbb{R}^{Q_i \times W_i \times E}$ represents equal data blocks divided from the original data.

Based on the divided data blocks, Yuan (Yuan et al., 2015) proposed the HGFDR based on the hierarchical tensor compression. In this method, the hierarchical tensor compression is applied to each block, then the hierarchical tensor compression of each data block is obtained by selecting the dominant feature component and filtering out the residual structure. This method utilizes the hierarchical structure of data features, greatly reducing data redundancy, and thereby achieving the efficient compression of amounts of spatiotemporal data (Yuan et al., 2015). The overall compression of the HGFDR can be formulated as:

$$H(A) = (U_1 \otimes U_2 \otimes \cdots \otimes U_L)\thetaB_{1,3} \cdots \thetaB_{L,3} \cdot \text{res}$$

$$\thetaB_j = B_{P_{j_1}} \otimes \cdots \otimes B_{P_{j_L}} \quad j = \{1, 2, \ldots, L\}$$

Figure 1: Flow chart of compression method in this paper.
Similar to the prominent components obtained by SVD (Lathauwer et al., 2000; Springer, 2011) for two-dimensional data, the matrix \( U_d \) and the sparse transfer tensor \( B_d \) are considered to be the \( r \)-th component of a third-order tensor in each dimension, respectively, where \( R \) denotes the number of multi-domain features. The residual tensor, \( \text{res} \), in Eq. (2) denotes information not captured by the decomposition model, and \((U_d \otimes U_{d-1} \otimes \cdots \otimes U_1)\tilde{B}_1 \tilde{B}_{d-1} \cdots \tilde{B}_1 \tilde{B}_{d-2} \) in Eq. (2) is the reconstructed \( r \)-th core tensor and feature matrix (Matrices, 2006; Oseledets and Tyrtyshnikov, 2009).

### 3.2 Adaptive parameter selection and solution

Since the feature structure of each divided block is different (Hackbusch and Kühn, 2009), the key to control the stable distribution of compression error in HGFDR is to adaptively select the compression parameter of each local data according to the given compression error. So the key step is to construct the relationship between the compression error and compression parameter. Lars Grasedyck defines a hierarchal tensor SVD algorithm, and the approximate accuracy is determined by rank (Matrices, 2006). In HGFDR, Yuan gives the relationship between the compression error and compression parameter as \( \varepsilon = \alpha \text{Rank}^{-\beta} \), since the structure of each local data is different. Under the constraint of uniform compression error distribution, the compression parameter of each block data should be the rank value closest to the given error as follows:

\[
\varepsilon = \alpha \text{Rank}^{-\beta} \leq \varepsilon_{\text{com}}
\]

\( \varepsilon_{\text{com}} \) are the given threshold values of calculation error that depend on different application scenarios; \( \alpha, \beta \) are the calculation coefficients determined by the structure and complexity of the data; In HGFDR, the relationship between the compression ratio and compression parameter are given as follows:

\[
\phi = \frac{\text{datasize}}{a \text{Rank} + b \text{Rank}^2 + c \text{Rank} + d}
\]

As shown in Eqs. (2), (3), and (4), in the HGFDR, with rank decreases, the data compression rate of HGFDR increases, but the compression error also increases. In HGFDR, the rank value of different blocks is fixed, it results in the fluctuation of the compression error in specific dimension. Since the structure of each block is different, to achieve a uniform error distribution of compressed data under the given compression error, the key is to select the rank for each block of data separately. We can select the optimum parameter as the minimum \( \text{Rank} \) that make the compression error close to the given value.

In the following algorithm for finding the optimum parameter for data block \( C_i \in \mathbb{R}^{Q \times W \times E} \), \( \text{std\_err} \) is the given data error; \( \text{err} \) is the actual error obtained by each data block compression; \( R_{\_\_M ax} \), \( R_{\_\_M in} \), and \( R_{\_\_M id} \) are the transitive values for finding the optimum rank; \( \text{Round()} \) is the rounding function; \( \text{Max()} \) represents taking the maximum; and \( \text{Rank} \) is the optimum parameter. We use a binary search to find optimal parameters, and the algorithm is implemented as follows:

1. Input a data block \( C_i \in \mathbb{R}^{Q \times W \times E} \), and set \( \text{std\_err}, R_{\_\_M ax} = \text{Max}(Q, W, E) \) and \( R_{\_\_M in} = 0 \);
(2) \( R_{Mid} = \text{Round}(\frac{R_{Max} + R_{Min}}{2}) \);

(3) \( C_i \in \mathbb{R}^{n \times n} \) obtains \( err \) according to Eqs. (4) and (6)

(4) Judge \( err > \text{std}_\text{err} \). If yes, go to (5), or else to (6);

(5) Judge \( R_{Mid} - R_{Min} = 1 \). If yes, \( \text{Rank} = R_{Mid} \), or else \( R_{Max} = R_{Mid} \) and return to (2);

(6) Judge \( R_{Max} - R_{Mid} = 1 \). If yes, \( \text{Rank} = R_{Mid} \), or else \( R_{Min} = R_{Mid} \) and return to (2).

The complexity of the optimum parameter is \( O(\log r) \). According to the above optimal component rule, the algorithm flow chart is shown in Figure 2:

\[ \text{Input: Data block} \]
\[ \text{Set std}_\text{err} \]
\[ R_{Max} = \text{Max}(Q, W, E) \]
\[ R_{Min} = 0 \]
\[ R_{Mid} = \text{Round}(\frac{R_{Max} + R_{Min}}{2}) \]
\[ \text{Hierarchical Tensor Compression} \]
\[ \text{Obtain } err \]
\[ \text{Yes} \]
\[ \text{No} \]
\[ \text{Yes} \]
\[ \text{No} \]
\[ \text{Yes} \]
\[ \text{No} \]
\[ \text{Yes} \]
\[ \text{No} \]

Figure 2: Data compression algorithm workflow based on dichotomy.
4 Case study

4.1 Data description and experimental configuration

In this paper, the experimental data are dynamics simulation files obtained from Open Science Data Cloud. The data files are in the common NetCDF (network Common Data Form) format (Springer, 2011). Each file is broken down into year and month, containing all the variables for one month. The data set includes air temperature data (T) stored as a $1024 \times 512 \times 26$ (latitude $\times$ longitude $\times$ height) tensor and 22 other attributes stored as a $1024 \times 512 \times 221$ (latitude $\times$ longitude $\times$ time) tensor from 1980/01 through 1998/05. The memory occupation of the temperature data attribute was about 38.3 M, and the memory occupation of 22 other attributes were about 0.73 GB. By importing data from the NetCDF into the memory, a total of 48 GB of data was made available to test the performance of our solution. Research experiments were performed by the MATLAB R2017a environment on a Windows 10 Workstation (HP Compaq Elite 8380 MT) with Intel Corei7-3770 (3.4 GHz) processors and 8 GB of RAM.

For validation of our proposed algorithm, compression error ratio, and compression ratio are mainly used to benchmark performance. The following experiments were performed:

- Simulations with different block numbers were performed with data of constant size to find the optimized block size;
- A comparison between the compressed performance in our solution and that is commonly used compression methods;
- A comparison of compressed performances using multiple variables.

4.2 Optimal block number selection

In the proposed compression method, the block number is a vital parameter. Here, taking temperature data (T) as an example, the optimum block number is decided under the conditions of the given compression error. Due to knowledge limitations, the block numbers are randomly selected as 4, 16, 64, and 128, and the determined compression error is $10^{-4}$; the proposed hierarchical tensor compression is applied. The corresponding compressed results and statistical parameters are shown in Figures 3 and 4.
The compression results with different block strategies in Figures 3(b)–3(e) show little difference compared with the original data in Figure 3(a). This may be because the proposed method adaptively extracts the prominent feature components under the same compression error range, no matter how large the local data block; the proposed method can continually adjust the parameter to meet the same error constraints, thus providing good compression results for different block numbers.

Figure 4 shows that the compression ratio reaches a maximum when the block number is set to 16. Hence, the optimum block number is 16, and the corresponding block size is $256 \times 128 \times 26$. The ideal block number should achieve a high compression ratio.

4.3 Comparison with traditional methods

To verify the proposed adaptive compression method for climate model data, the method is compared with the traditional HGFDR method and the classical ZFP compression method. To compare methods, the block numbers in the proposed method and HGFDR method are both set to 16; and for convenience in comparison, the rank in HGFDR is selected as the average of the adaptive rank. Without loss of generality, the compression errors are set to $10^{-5}$, $5 \times 10^{-5}$, $10^{-4}$, $5 \times 10^{-4}$, $10^{-3}$ respectively; the compression ratios are shown in Figure 5.
Figure 5: Compression ratio versus compression error for different approaches. Figure 5 shows that the proposed method reaches the highest compression ratio with the corresponding compression error in most cases. This may because this method can adaptively adjust the parameter according to actual data complexity, and thus better capture data features to improve the compression ratio. To better show the stability in the compression error distribution, under the condition of the compression error of $10^{-4}$, the error distribution along the longitude dimension is shown in Figure 6, and the detailed distributions of spatial error, three spatial pieces (2 layers, 8 layers, 16 layers), are randomly selected and shown in Figure 7. Figure 6 shows that the compression error in the HGFDR method and the ZFP method fluctuates dramatically, forming multiple peaks and valleys. The proposed method is more stable than traditional methods given the same whole compression error ratio. The spatial distribution of error in Figure 7 also shows that the error distribution obtained by the proposed method is more uniform than that in the HGFDR and ZFP methods.

Figure 6: Compression error distribution of three compression methods on longitudinal slices.
4.4 Compression performance comparison for multiple variables

For a comprehensive comparison of the different methods, 22 monthly climate model data were entered as experimental data. All experimental data have a dimension of 1024×512×221. The error limit is 0.01, the block size is 256×128×26, and the block number is 144. A detailed description of the variables is shown in Table 1.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable description</th>
<th>Variable name</th>
<th>Variable description</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLDS</td>
<td>Downwelling longwave flux at the surface</td>
<td>PCONVT</td>
<td>Convection top pressure</td>
</tr>
<tr>
<td>FLDSC</td>
<td>Clearsky downwelling longwave flux at surface</td>
<td>RHREFHT</td>
<td>Reference height relative humidity</td>
</tr>
<tr>
<td>FLSNC</td>
<td>Clearsky net longwave flux at surface</td>
<td>SOLIN</td>
<td>Solar insolation</td>
</tr>
<tr>
<td>FLNT</td>
<td>Net longwave flux at top of model</td>
<td>SRFRAD</td>
<td>Net radiative flux at surface</td>
</tr>
<tr>
<td>FLNTC</td>
<td>Clearsky net longwave flux at top of model</td>
<td>TMQ</td>
<td>Total (vertically integrated) precipitable water</td>
</tr>
<tr>
<td>FLUT</td>
<td>Upwelling longwave flux at top of model</td>
<td>TREFHT</td>
<td>Reference height temperature</td>
</tr>
<tr>
<td>FLUTC</td>
<td>Clearsky upwelling longwave flux at top of model</td>
<td>TREFMXNAV</td>
<td>Average of TREFHT daily minimum</td>
</tr>
<tr>
<td>FSDSC</td>
<td>Clearsky downwelling solar flux at surface</td>
<td>TSMX</td>
<td>Average of TREFHT daily maximum</td>
</tr>
<tr>
<td>FSNSC</td>
<td>Clearsky net solar flux at surface</td>
<td>TS</td>
<td>Surface temperature (radiative)</td>
</tr>
<tr>
<td>FSNTC</td>
<td>Clearsky net solar flux at top of model</td>
<td>TSMN</td>
<td>Minimum surface temperature over output period</td>
</tr>
<tr>
<td>FSNTOAC</td>
<td>Clearsky net solar flux at top of atmosphere</td>
<td>TSMX</td>
<td>Maximum surface temperature over output period</td>
</tr>
</tbody>
</table>

The proposed method, HGFDR method, and ZFP method were applied to the 22 variables. The comparison ratio, time, and standard deviation of the slice error in the X dimension were calculated and are shown in Figure 8. We can conclude that the
The proposed method maintains the maximum compression ratio under the constraints of the same compression error for most variables shown in Figure 8(a). This may be because tensor reconstruction based on selected feature components removes data redundancy to improve the compression ratio. Moreover, the adaptive adjustment of parameters makes the proposed method yield the stationary error distribution for the multiple variables shown in Figure 8(c). In summary, the proposed method provides good adaptability for climate model data.

However, of all the methods, the proposed method is the most time consuming [Figure 8 (b)], which may be because it requires the continual adjustment of parameters to search for the optimum rank. We pay more attention to the method construction in this work, for the efficient tensor compression solution, some optimization strategies, such as the spatiotemporal indexes, the unbalanced block split, can be used for improving the efficiency.

Figure 8: Comparison of the compression results of three compression methods for 22 variables: (a) Compression ratio; (b) compression time comparison; (c) standard deviation comparison of slice error.

5 Conclusion

In this paper, an Adaptive-HGFDR(v1.0) algorithm is proposed for ESMD compression. Based on HGFDR, an error-compression parameter correction mechanism is established. Using the error and compression parameter empirical equations and error parameter adaptive dynamic adjustment feedback mechanism, a balanced distribution of climate model tensor compression errors is ensured. Compared with the traditional method, proposed method adaptively adjusts the local compression parameters, so that it can better take into account the local structural characteristics of the climate model data.
Proposed algorithm not only maintain a large compression ratio under the same overall error, but it can also make the error structure more evenly distributed in all dimensions of the data. Multivariable simulation experiments show that the method has better performance and can be applied to many different types of climate model variables. Future research work should focus on conducting larger-scale compression experiments, optimizing algorithm efficiency, and evaluating the applicability of the method in large-scale climate simulation experiments.
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