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Abstract. A description of the new air quality downscaling model uEMEP and its combination with the EMEP MSC-W 

chemistry transport model is presented. uEMEP is based on well known Gaussian modelling principles. The uniqueness of the 

system is in its combination with the EMEP MSC-W model and the ‘local fraction’ calculation contained within it. This allows 10 

the uEMEP model to be imbedded in the EMEP MSC-W model and downscaling can be carried out anywhere within the 

EMEP model domain, without any double counting of emissions, if appropriate proxy data is available that describe the spatial 

distribution of the emissions. This makes the model suitable for high resolution calculations, down to 50 m, over entire 

countries. An example application, the Norwegian air quality forecasting and assessment system, is described where the entire 

country is modelled at a resolution of between 250 and 50 m. The model is validated against all available monitoring data, 15 

including traffic sites, in Norway. The results of the validation show good results for NO2, which has the best known emissions, 

and moderately good for PM10 and PM2.5. In Norway the largest contributor to PM, even in cities, is long range transport 

followed by road dust and domestic heating emissions. These contributors to PM are more difficult to quantify than NOx 

exhaust emission from traffic, which is the major contributor to NO2 concentrations. In addition to the validation results a 

number of verification and sensitivity results are summarised.  One verification showed that single annual mean calculations 20 

with a rotationally symmetric dispersion kernel give very similar results to the average of an entire year of hourly calculations, 

reducing the run time for annual means by four orders of magnitude. The uEMEP model, in combination with EMEP MSC-

W model, provides a new tool for assessing local scale concentrations and exposure over large regions in a consistent and 

homogenous way and is suitable for large scale policy applications.  
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1. Introduction 

The EMEP MSC-W model is a chemistry transport model, which has been developed by the Meteorological Synthesizing 

Centre - West (MSC-W) of EMEP, the European Monitoring and Evaluation Programme under the UN Convention on Long-30 

range Transboundary Air pollution (LRTAP). It is documented in Simpson et al. (2012) and has been used for many years 

mainly for regional but also for global applications. The aim of uEMEP (urban EMEP) is to further extend the application of 

the EMEP MSC-W chemical transport model down to near street level modelling. The downscaling methodology builds on 

classical Gaussian plume modelling and is integrated with the EMEP MSC-W models physical parameterisations and emission 

data in such a way as to provide a consistent model description from regional to local scales.  Unlike other urban scale models 35 

uEMEP is intended not just to achieve local scale modelling for one individual city or area but to provide local scale modelling 

over entire countries or continents, providing high resolution modelling over large areas and allowing air quality assessment 

and exposure calculations at high resolution everywhere. 

 

Air quality modelling is often separated into global, regional, urban and local scales. In this context local refers to the ability 40 

of the model not just to represent urban background concentrations but also to represent street level concentrations. There are 

a number of models that span the global or regional scale where grid resolutions down to 4-10 km have been achieved, e.g. 

EMEP MSC-W (Simpson et al., 2012; Werner et al., 2018), CHIMERE (Menut et al., 2013) , SILAM (Sofiev et al., 2015), 

LOTOS-EUROS (Kranenburg et al., 2013), MATCH (Andersson et al., 2007) and CMAQ (Appel et al., 2017). There are a 

number of Gaussian modelling systems that cover the urban and local scales over limited areas, usually individual cities, e.g. 45 

ADMS (Stocker et al., 2012) and AERMOD (Cimorelli et al., 2004). In addition there are some limited area models that 

combine Eulerian and Gaussian plume type models in a single system, e.g. Karamchandani  et al. (2009), Kim et al. (2018) 

and Karl et al. (2019). If the full model cascade is to be achieved, such as the THOR forecast system in Denmark (Brandt et.al., 

2001), then this requires linking different model systems together to achieve high resolution calculations in a limited area. An 

alternative approach to achieving high resolution concentration fields over large regions without the use of CTMs (Chemical 50 

transport models) are land use regression methods (e.g. Vizcaino and Lavalle, 2018), however their lack of underlying physics 

do not make them useful for planning or policy applications. 

 

Earlier work on the downscaling of CTM models over large regions include the population covariance correction factor from 

Denby et al. (2011) and the dispersion kernel methods from Theobald et al. (2016) and Maiheu et al. (2017). There are 55 

similarities between uEMEP and these last two studies as both use Gaussian models for the downscaling. The major difference 

between uEMEP and these two Gaussian kernel methods is that uEMEP can be applied on hourly data, as well as annual data, 

and that uEMEP is integrated with the ‘local fraction’ scheme in EMEP MSC-W (Wind et al., 2020) that avoids double 

counting of emissions in a consistent manner. 

 60 
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In this paper we provide an overall description of the uEMEP methodology and how it is combined with the ‘local fraction’ 

scheme in EMEP MSC-W (Sect. 2). The uEMEP model physical parameterisations are then given in Sect. 3. In Sect. 4 an 

application example of the methodology, the Norwegian air quality forecasting service, is described. Validation of the 

modelling system against all Norwegian monitoring data is presented in Sect. 5 together with a summary of verification and 

sensitivity studies. Various aspects of the modelling are discussed in Sect. 6 and conclusions made in Sect. 7. Supplementary 65 

material providing more detailed information on the parameterisations, validation and verification is also provided. 

2. Methodology 

In this section we describe the concepts and methodologies for the application of the coupled modelling system uEMEP and 

EMEP MSC-W. 

2.1 Overall concept and methodology 70 

uEMEP provides a consistent methodology for redistributing/downscaling gridded CTM emissions and concentrations, in this 

case from the EMEP MSC-W model, to higher resolution sub-grids within the CTM grids. Proxy data, that represent the spatial 

distribution of the emissions, are used to redistribute emissions to sub-grids. Concentrations are then recalculated at the sub-

grid level, using a Gaussian model, whilst removing the local contribution of the CTM at these sub-grids but keeping the non-

local contributions. This procedure consistently avoids double counting of emissions. 75 

 

Throughout this paper we refer to the downscaling grids in uEMEP as ‘sub-grids’. These may be any size but current 

applications use a range of between 25 and 250 m. When referring to the EMEP MSC-W model we use the term ‘grid’. This 

may also vary dependent on the application but is usually in the range of 2 to 15 km. The term ‘local’ is also used. Local, in 

regard to EMEP, means the local EMEP grids, so terms such as’ local fraction’ refer to a particular grid and the other EMEP 80 

grids in the ‘local region’, for example within a range of 5 x 5 EMEP grids. When referring to ‘local’ in uEMEP we also refer 

to sub-grid contributions from within this local EMEP region. This is visualised in Fig. 1. ‘Non-local’, in regard to uEMEP, 

refers to any contribution that is not downscaled or calculated with uEMEP, usually contributions from outside the local EMEP 

region but these can also be other source sectors not accounted for by uEMEP. We will refer to concentrations provided by the 

EMEP MSC-W model simply as EMEP concentrations. 85 

 

uEMEP can be run using two downscaling methods, both of which make use of Gaussian dispersion modelling to describe the 

redistribution of concentrations at high resolution. Both methods make use of the recently developed ‘local fraction’ 

functionality in the EMEP model (Sect. 2.3; Wind et al., 2020) to avoid double counting of emissions and to allow near 

seamless integration of the two models. The two downscaling methods are: 90 
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1. Emission redistribution: Redistribution of the EMEP gridded emissions using emission proxy data to sub-grids and 

calculation of concentrations through Gaussian modelling, with removal of the locally emitted EMEP concentrations. 

2. Independent emissions: Independent high resolution emission data on sub-grids and calculation of the 

concentrations through Gaussian modelling, with removal of the locally emitted EMEP source contributions. The 95 

independent emissions do not need to be consistent with the EMEP gridded emissions in this case. 

 

In addition calculations can be made on either long term mean emissions, using a rotationally symmetric dispersion kernel 

(Sect. 3.2), or on hourly emissions, using a slender plume Gaussian dispersion model (Sect. 3.1). 

 100 

Typical source sectors downscaled using uEMEP include traffic, residential combustion, shipping and industry. The sectors 

addressed will depend on the availability of high resolution data for distributing them. uEMEP is only applied to the primary 

emissions of PM10, PM2.5 and NOx and does not involve any complex chemistry or secondary formation of particles. The 

concentrations of NO2 and O3 are calculated with uEMEP using a simplified chemistry scheme (Sect. 3.4 and 3.5). 

2.2 Sub-grid calculation method 105 

The choice of downscaling method will depend on the quality of the high resolution proxy or emission data available, whether 

the calculation will be made on hourly or annual data and on the EMEP model resolution. The first downscaling method, 

emission redistribution, will be applied when only approximate proxy data for emissions are available, which will be the case 

in many large scale applications. Examples of such proxy data may be population density, road network data or land use data. 

The second downscaling method, independent emissions, is suitable for when high quality emission data is available that is 110 

consistent between uEMEP and EMEP. When the gridded emission data is entirely consistent with the proxy data, i.e. the 

proxy data are given as emissions and are aggregated to the CTM grid emissions, then the two methods are equivalent. 

 

The total sub-grid concentrations CSG(i,j) at sub-grid indexes (i,j) are calculated by adding the local Gaussian concentration 

CSG,local(i,j) and the non-local part of the EMEP grid concentration CSG,nonlocal(i,j) and is written simply as 115 

 

𝐶𝑆𝐺(𝑖, 𝑗) = 𝐶𝑆𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗) + 𝐶𝑆𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗)       (1) 

 
where we use the subscript notation ‘SG’ to denote any sub-grid value and in further equations the subscript ‘G’ to indicate 

any EMEP grid value. CSG,local(i,j) is determined directly from the sub-grid dispersion calculation 120 

 

𝐶𝑆𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗) = ∑ ∑
𝐸𝑆𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖′,𝑗′)

𝑈(𝑖,𝑗,𝑖′,𝑗′)
∙ 𝐼(𝑟(𝑖, 𝑗, 𝑖′, 𝑗′), ℎ(𝑖′, 𝑗′), 𝑧(𝑖, 𝑗))

𝑛𝑦

𝑗′=1

𝑛𝑥
𝑖′=1     (2) 
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Here ESG,local is the emission attributed to each sub-grid and U is the wind speed, which in uEMEP is dependent on both the 

source and receptor sub-grid values (Sect. 3.1). nx and ny represent the extent of the sub-grid calculation window. The function 125 

I(r,h,z) is the dispersion intensity function (Sect. 3.1) that determines the dispersion of the emission source ESG,local with the 

horizontal spatial vector r(i,j,i’,j’) between the receptor grid points (i,j) and the source grid points (i’,j’) at height z(i,j). The 

source height h(i’,j’) is also specified. The contribution from every proxy emission sub-grid (i’,j’), within the defined sub-grid 

calculation window (nx, ny) is calculated and summed at the receptor sub-grid (i,j) centered within sub-grid calculation window, 

see Fig. 1. 130 

 

When using the emission redistribution method, ESG,local is calculated using the EMEP grid emissions EG(I,J) and the proxy 

data for emissions, Pemission. Pemission is normalised within the EMEP grid in the following way to determine the sub-grid 

emission ESG,local 

 135 

𝐸𝑆𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖′, 𝑗′) = 𝐸𝐺(𝐼, 𝐽)
𝑃𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑖′,𝑗′)

∑ ∑ 𝑃𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑖′,𝑗′)
𝑛𝑦
𝑗′=1

𝑛𝑥
𝑖′=1

       (3) 

 

When using the independent emission method, the local sub-grid emissions ESG,local are specified directly. 

 

2.3 Calculation of the non-local contribution from EMEP  140 

The term CSG,nonlocal(i,j) given in Eq. (1) and further derived in Eq. (9) and Eq. (10), is the non-local contribution from the 

EMEP grid at the specific sub-grid (i,j). Though this is based on the non-local contribution provided by EMEP at grids (I,J) 

interpolation due to the moving window (Sect. 2.4) surrounding each receptor sub-grid means that non-local contributions are 

specified at the sub-grid level. The gridded non-local contribution, CG,nonlocal(I,J), is derived from the ‘local fraction’ calculation 

in EMEP. The methodology is described completely in Wind et al. (2020) but the essential elements are reproduced here. 145 

 

The local fraction methodology corresponds to a tagging method, where pollutants from different origins are tagged and stored 

individually. In this case the tagging occurs relative to the surrounding grid cells of any individual grid. This means that 

emissions from any grid cell are tagged and followed through the various model processes out to neighbouring grid cells. 

Tagged species are assumed to be inert species, primary PM and NOX, for this downscaling application as chemical reactions 150 

are not included in the tagging. It is generally not computationally possible, or in this application necessary, to follow all grid 

cell contributions to all other grids within the EMEP model domain. The local fraction region extent is then limited. In Wind 

et al. (2020) the local fraction region extent (nlf) was tested up to a 161 x 161 EMEP grids on low resolution EMEP runs for 

Europe. Generally 21 x 21 EMEP grids were found to be computationally and memory efficient. In the uEMEP application 

the local fraction region needs only be as large as the uEMEP calculation window, i.e. the allowed distance from the receptor 155 
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sub-grid to the emission sub-grids. In the forecasting application discussed in Sect. 4 this requires only a 5 x 5 EMEP grid 

local fraction region. Sensitivity to the size of this region is discussed in Sect. S5.2. For each EMEP grid (I,J) there will be an 

associated local fraction grid LF(I,J,Ilf,Jlf) that specifies the fraction of the surrounding grids contributing to the (I,J) grid. Ilf 

and Jlf are indexed from -nlf /2 to + nlf /2. 

 160 

With use of the local fraction then the local (CG,local) and non-local (CG,nonlocal) contributions from any particular primary 

pollutant to an EMEP grid (I,J) is given by the sum of all the contributing local fraction contributions of the local sources (s = 

1 to nsource) and the non-local contribution, specified by 

 

𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽, 𝐼𝑙𝑓 , 𝐽𝑙𝑓 , 𝑠) = 𝐿𝐹(𝐼, 𝐽, 𝐼𝑙𝑓 , 𝐽𝑙𝑓 , 𝑠) 𝐶𝐺(𝐼, 𝐽)       (4) 165 

 

𝐶𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽)  = 𝐶𝐺(𝐼, 𝐽) − {∑ ∑ ∑ 𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽, 𝐼′, 𝐽′, 𝑠)𝑛𝑠𝑜𝑢𝑟𝑐𝑒
𝑠=1

+𝑛𝑚𝑤/2
𝐽′=−𝑛𝑚𝑤/2

+𝑛𝑚𝑤/2
𝐼′=−𝑛𝑚𝑤/2 }   (5) 

 

Note that in Wind et al. (2020) CG,local and CG are termed LP (local pollutant) and TP (total pollutant) respectively and the local 

fraction index is specified here using (Ilf,Jlf) instead of (Δxs.Δys) This change is for compatibility with the notation used for the 170 

uEMEP application. 

2.4 Moving window calculation of local and non-local EMEP contributions 

When determining the local and non-local EMEP contribution at any uEMEP sub-grid receptor then a moving window 

methodology is applied. The aim of the moving window calculation is to represent as well as possible the local and non-local 

EMEP contributions at any one sub-grid, in effect creating an EMEP grid that is centred on the receptor sub-grid. The moving 175 

window is centred on the receptor sub-grid (i,j) and its size is specified by the number of EMEP grids it covers (nmw, nmw). The 

moving window region is the same as the uEMEP calculation window in extent, which is also defined by the number of sub-

grids (nx, ny), Sect. 2.2. nmw is given by the user but it must not be larger than the area covered by the EMEP local fraction 

region (nlf), i.e. nmw ≤  nlf -1. Fig. 1 shows an example where nlf = 5 and nmw = 4. 

 180 

Since we need to account for all source contributions from EMEP within the moving window and since the sub-grids are not 

centred in the middle of the EMEP grids then the local contribution from the EMEP grids for any particular source sector s 

can be written as  

 

𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗, 𝑠) = ∑ ∑ 𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽, 𝐼′, 𝐽′, 𝑠) ∙ 𝑤(𝑖, 𝑗, 𝐼′, 𝐽′, 𝑠)+𝑛𝑚𝑤/2
𝐽′=−𝑛𝑚𝑤/2

+𝑛𝑚𝑤/2
𝐼′=−𝑛𝑚𝑤/2    (6) 185 
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Here the weighting variable w(i,j,I’,J’,s) refers to the weighting of the EMEP grid relative to the receptor sub-grid and the 

index I,J refers to the EMEP grid which contains the uEMEP sub-grid (i,j). For EMEP grids entirely within the moving window 

then this weighting will be unity, but for EMEP grids only partially within the moving window this weighting will be less than 

unity as part of that EMEP grid will also contribute to the non-local concentrations.  190 

 

There are two methods implemented in uEMEP for specifying these weights. The simplest and most often used is area 

weighting where only the area fraction of the EMEP grid that is within the moving window for that particular receptor sub-

grid is included in the local contribution. This is illustrated in Fig. 1 and is usually sufficient for the calculation, especially 

when the number of EMEP grids covered by the moving window is larger than 3 x 3. Mathematically the area weighting, wa, 195 

can be written as  

 

𝑤𝑎(𝑖, 𝑗, 𝐼′, 𝐽′) =
{𝑎(𝑖,𝑗)∩𝐴(𝐼′,𝐽′)}

𝐴(𝐼′,𝐽′)
         (7) 

 

where A(I’,J’) is the area and position of each EMEP grid, a(i,j) is the area and position of the moving window centred at the 200 

receptor sub-grid point (i,j) and 𝑎(𝑖, 𝑗) ∩ 𝐴(𝐼′, 𝐽′) is the overlapping area of these two regions. For the case where nmw = 1 then 

this area weighting is equivalent to a bilinear interpolation of the surround EMEP grids. Area weighting is not dependent on 

the source. 

 

 205 
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Figure 1. Schematic representation of the moving window region. It shows the regions used for uEMEP calculations and the area 

and emission weighting selection used to determine the local and non-local EMEP contributions at the calculation (receptor) sub-

grid. The extent of the sub-grids is only partially shown. 

 210 

When the moving window only covers a limited number of EMEP grids and when high resolution emission data is used that 

is compatible with the EMEP grid emissions, then this weighting can also be based on the high resolution emission data itself. 

This better represents the moving window concept because it reflects the effect of moving the EMEP grid to be centred on the 

receptor sub-grid in a more realistic way. In this case the emission weighting term (we) on the edge of the moving window 

will be determined by the fraction of the total sub-grid emissions within the moving window and within the EMEP grid, instead 215 

of the area. This can be written as 

 

𝑤𝑒(𝑖, 𝑗, 𝐼′, 𝐽′, 𝑠) =
∑ 𝑒(𝑖,𝑗,𝐼′,𝐽′,𝑠):∈{𝑎(𝑖,𝑗)∩𝐴(𝐼′,𝐽′)}

∑ 𝑒(𝑖,𝑗,𝐼′,𝐽′,𝑠):∈{𝐴(𝐼′,𝐽′)}
        (8) 

 

where the numerator is the sum of the emissions within the intersection of a(i,j) and A(I’,J’)  and the denominator is the sum 220 

of the emissions within A(I’,J’). The resulting total concentration, using this method, may be higher or lower than the original 

EMEP concentrations because it reflects the impact of moving the EMEP grid in space. This is easiest to visualise if the moving 

window is the same size as the EMEP grid. If the moving window were centred on an area with concentrated emissions, that 

are in reality spread over two EMEP grids, then when using the emission weighting the new EMEP local contribution would 

be higher, the non-local lower and the total would be different, see Fig. 2. The opposite is also true if the moving window were 225 

placed over a region with low emissions, the local contribution would be lower and the non-local higher. Due to this, it is not 

possible simply to subtract the local EMEP contribution from the total to get the non-local EMEP contribution, as detailed in 

Eq. 5. 

 

To address this the non-local EMEP contribution is also calculated using the moving window with Eq. (9). The first term is 230 

the non-local contribution for a particular source and is calculated with the area weighting distribution since non-local 

contributions, those outside the local fraction region, do not have any associated emission or local fraction for weighting. An 

additional correction term, second term in Eq. (9), accounts for the non-local contributions from local contributions on the 

EMEP edge grids, those parts of the EMEP grids that are outside the moving window and not included as a local contribution 

in Eq. 6. In those cases the local EMEP contribution outside the moving window must be converted to a non-local contribution 235 

and subtracted from the calculated non-local value, first term in Eq. 9.  

 

𝐶𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗, 𝑠) = ∑ ∑ 𝐶𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝐼′, 𝐽′, 𝑠) ∙ 𝑤𝑎(𝑖, 𝑗, 𝐼′, 𝐽′)𝐽+𝑛𝑚𝑤/2
𝐽′=𝐽−𝑛𝑚𝑤/2

𝐼+𝑛𝑚𝑤/2
𝐼′=𝐼−𝑛𝑚𝑤/2 −

                                                     ∑ ∑ (
𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽, 𝐼′ → 𝐼, 𝐽′ → 𝐽, 𝑠) ∙ 𝑤(𝑖, 𝑗, 𝐼′, 𝐽′, 𝑠)

+𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝐼, 𝐽, 𝐼 → 𝐼′, 𝐽 → 𝐽′, 𝑠) ∙ 𝑤(𝑖, 𝑗, 𝐼, 𝐽, 𝑠)
)

+𝑛𝑚𝑤/2
𝐽′=−𝑛𝑚𝑤/2 (𝐽′≠0)

+𝑛𝑚𝑤/2
𝐼′=−𝑛𝑚𝑤/2 (𝐼′≠0)   (9) 
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 240 

In Eq. (9) the weighting term w represents either the emission (we) or the area (wa) weighting, depending on the choice of 

weighting method.  

 

These local and non-local calculations are carried out for each emission source individually so the non-local contribution is 

also dependent on source and the non-local component for any particular source will also contain the local contributions from 245 

the other sources. This makes creating a final non-local contribution complicated. To solve this, all the source specific CG,local  

+ CG,nonlocal  contributions are averaged and the sum of the CG,local  source contributions are subtracted to obtain the final 

CG,nonlocal. The final non-local contribution at each sub-grid CSG,nonlocal ,  Eq. (1), is equivalent to the EMEP non-local CG,nonlocal 

contribution and is calculated by  

 250 

𝐶𝑆𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗) =
1

𝑛𝑠𝑜𝑢𝑟𝑐𝑒
∑ {(𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗, 𝑠) + 𝐶𝐺,𝑛𝑜𝑛𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗, 𝑠))} − ∑ {𝐶𝐺,𝑙𝑜𝑐𝑎𝑙(𝑖, 𝑗, 𝑠)}

𝑛𝑠𝑜𝑢𝑟𝑐𝑒
𝑠=1

𝑛𝑠𝑜𝑢𝑟𝑐𝑒
𝑠=1  (10) 

 

In the case of area weighting, where the sum of local and non-local is the same as the original EMEP total concentration, then 

the first term in the summation is equivalent to the original EMEP concentration without summation. The method is illustrated 

in one dimension in Fig. 2.  255 

 

The calculation based on emission weighting is computationally more expensive than the area weighting and is only used when 

necessary and appropriate, e.g. when nmw = 1 and when sub-grid and grid emissions are consistent with each other. 

 

 260 
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Figure 2. Illustration of the moving window interpolation method employed in uEMEP. Shown is the 1D visualisation of the 2D 

method described in Eq. 6 - 10 for nmw = 1. For clarity in the figure the terms CG,local and CGnonlocal are written as L and NL 

respectively. 

3. uEMEP model process description and parameterisation 265 

In this section uEMEP process parameterisations are described. In regard to the dispersion modelling uEMEP is intended to 

integrate closely with EMEP. To enable this, dispersion schemes based on parameterisations used in EMEP have been 

implemented. In the supplementary material additional equations (Sect. S1-S3) are provided and a number of optional 

additional parameterisations are also described (Sect. S4). 

3.1 Sub-grid Gaussian dispersion modelling for hourly calculations 270 

A standard Gaussian narrow plume dispersion model formulation, e.g. Seinfeld and Pandis (1998), is used in the sub-grid 

dispersion calculations with multiple reflections from the surface (z=0) and boundary layer height (z=H). Generically the 

Gaussian plume calculation can be written as 

 

𝐶(𝑥, 𝑦, 𝑧) =
𝑄

𝑈
 𝐼(𝑥, 𝑦, 𝑧)          (11) 275 
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where for the sake of clarity we have dropped references to sub-grid indexes as given in Sect. 2 and use coordinates instead of 

indices. Here C is the concentration, Q is the emission source strength and I is the plume intensity given by 

 

𝐼(𝑥, 𝑦, 𝑧) =
1

2𝜋𝜎𝑦𝜎𝑧
𝑒𝑥𝑝 (

−𝑦2

2𝜎𝑦
2) ∑ {𝑒𝑥𝑝 (

−(𝑧−ℎ𝑖)2

2𝜎𝑧
2 )}𝑖=6

𝑖=1        (12) 280 

 

Here hi represents the plume emission height and five additional virtual plume emission heights after single and double 

reflections from the surface and boundary layer top (H) given by  

 

ℎ𝑖 = [ℎ𝑒𝑚𝑖𝑠 , −ℎ𝑒𝑚𝑖𝑠 , 2𝐻 − ℎ𝑒𝑚𝑖𝑠 , 2𝐻 + ℎ𝑒𝑚𝑖𝑠 , −2𝐻 + ℎ𝑒𝑚𝑖𝑠 , −2𝐻 − ℎ𝑒𝑚𝑖𝑠]    (13) 285 

 

For the well mixed plume case, when σz is of the order of H, we define a threshold beyond which the plume concentration is 

constant throughout the boundary layer. This is specified to occur when 𝜎𝑧 > 0.9𝐻 leading to an intensity given by 

 

𝐼(𝑥, 𝑦, 𝑧) =
1

√2𝜋𝜎𝑦𝐻
𝑒𝑥𝑝 (

−𝑦2

2𝜎𝑦
2)         (14) 290 

 

The Gaussian dispersion parameters σz and σy used in Eq. (12) may be determined empirically (Smith, 1973; Martin, 1976; 

Turner, 1994; Liu et al., 2015) or through a range of methods based on theoretical and semi-empirical considerations (Seinfeld 

and Pandis, 1998). Venkatram (1996) also discusses the relationship between empirically and theoretically based dispersion 

parameters. Standard Gaussian plume models do not take into account variable vertical profiles of wind speed or diffusivity. 295 

Some non-Gaussian descriptions are available based on the application of power laws to these profiles and the vertical 

integration of the diffusion equation (Chaudhry and Meroney, 1973; van Ulden, 1978; Venkatram et al., 2013) but this then 

creates the problem of defining power laws that ‘fit’ varying wind and dispersion profiles over the entire boundary layer. 

Instead of this we use the center of mass of the plume (zcm) to define the height at which the advective wind speed and eddy 

diffusivity (Kz) are defined and allow this to vary dependent on the plume travel distance, giving a similar effect to the plume 300 

dispersion as the non-Gaussian vertically integrated derivation. A similar methodology is employed by the OPS model (Sauter 

et al, 2018). We then use a combination of eddy diffusivity (Kz) vertical profiles, Lagrangian time scales and centre of mass 

plume placement, along with initial values σz0 and σy0, to determine σz and σy values. The aim of this combination is to provide 

realistic plume dispersion over short distances but to asymptotically approach the same Kz values used in the EMEP model 

dispersion scheme over longer distances. In addition the methodology is implementable at all emission heights and takes into 305 

account both surface roughness and atmospheric boundary layer height.  
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Following methodologies outlined in Seinfeld and Pandis (1998), we describe the dispersion parameters σz and σy as a function 

of pollutant travel time from source (t) using   

 310 

𝜎𝑧(𝑡) = 𝜎𝑧0 + √2𝐾𝑧(𝑧)𝑡 𝑓𝑡         (15a) 

𝜎𝑦(𝑡) = 𝜎𝑦0 + √2𝐾𝑦(𝑧)𝑡 𝑓𝑡          (15b) 

 

where σz0 and σy0 are initial dispersion parameters, Kz(z) and Ky(z) are the vertical profiles of vertical and horizontal eddy 

diffusivity and ft is a factor dependent on the Lagrangian integral time scale τl given by 315 

 

𝑓𝑡 = 1 + (
𝜏𝑙

𝑡
𝑒𝑥𝑝 (−

𝑡

𝜏𝑙
) − 1)         (16) 

 

There are many varying methods for calculating the Langrangian integral time scale (Seinfeld and Pandis, 1998; Hanna, 1981; 

Venkatram, 1984).  We use the formulation from Hanna (1981) 320 

 

𝜏𝑙 = 0.6
 𝑚𝑎𝑥(𝑧𝑒𝑚𝑖𝑠,𝑧𝜏𝑚𝑖𝑛)

𝑢∗
              (17) 

 

where zemis is the emission height, u* is the friction velocity and zτmin = 2m. Time is calculated from the advective velocity 

 325 

𝑡 =
𝑚𝑎𝑥(𝑥𝑚𝑖𝑛,𝑥)

𝑈(𝑧)
           (18) 

 

where xmin is half a sub-grid, U(z) is the vertical wind speed profile and x is the down plume distance.  

 

In order to be compatible with the EMEP model the same Kz vertical profile parameterization is used in Eq. (15a) that is used 330 

in EMEP (Simpson et al., 2012). This parameterization is provided in the supplementary material, Eq. (S1-S2). 

 

The center of mass of the plume is calculated using the same Gaussian formulation with reflection as given in Eq. (12) by 

integrating the plume intensity over the boundary layer height (H) using 

 335 

𝑧𝑐𝑚 =
 ∫ 𝑧 𝐼(𝑧)𝑑𝑧

𝐻
0

∫ 𝐼(𝑧)𝑑𝑧
𝐻

0

           (19) 

 

This integral can be analytically solved to give 
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𝑧𝑐𝑚 =
𝜎𝑧

√2𝜋
∑ 𝑒𝑥𝑝 (

−ℎ𝑖
2

2𝜎𝑧
2) − 𝑒𝑥𝑝 (

−(𝐻−ℎ𝑖)2

2𝜎𝑧
2 ) +

ℎ𝑖

2
(𝑒𝑟𝑓 (

ℎ𝑖

√2𝜎𝑧
) + 𝑒𝑟𝑓 (

(𝐻−ℎ𝑖)

√2𝜎𝑧
))𝑖=6

𝑖=1     (20) 340 

 

and for the well mixed case where 

 

 𝜎𝑧 > 0.9𝐻  then 𝑧𝑐𝑚 = 0.5 𝐻         (21) 

 345 

The vertical wind profile is calculated in a similar way to Gryning et al. (2007), based on decreasing turbulent shear with 

height.  

 

𝑈(𝑧) =  
𝑢∗0

𝜅
(𝑙𝑜𝑔 (

𝑧

𝑧0
) − 𝜓𝑚 + 𝜅

𝑧

𝑧𝑙
(1 −

𝑧

2𝐻
) −

𝑧

𝐻
(1 + 𝑏

𝑧

2𝐿
))  𝑓𝑜𝑟 𝐿 ≥ 0  

𝑈(𝑧) =  
𝑢∗0

𝜅
(𝑙𝑜𝑔 (

𝑧

𝑧0
) − 𝜓𝑚 + 𝜅

𝑧

𝑧𝑙
(1 −

𝑧

2𝐻
) −

𝑧

𝐻

((𝑎 𝑧−𝐿)𝜙𝑚+𝐿)

 𝑎 (𝑝+1)
)  𝑓𝑜𝑟 𝐿 < 0    (22) 350 

 

The stability functions ψm and ϕm are defined in the supplementary material, Eq. (S3-S4), and the assumptions behind the wind 

profile derivation are given in Eq. (S5-S8). There is no turning of the wind direction with height. Eq. (22) is used to derive u*0, 

based on modelled 10 m wind speed, boundary layer height H, Monin-Obukhov length (L) and surface roughness length z0. 

The vertical wind profile is then derived from this. A minimum wind speed of 0.5 m/s for all dispersion calculations has been 355 

imposed. 

 

The average of the plume center of mass height at the receptor point and the emission height, zav = 0.5 (zcm  + hemis), is then 

used to determine the vertical diffusion Kz(zav)  as well as the wind speed U(zav) for use in Eq. (15) and (18). The entire set of 

equations, Eq. (15-22) are solved iteratively to obtain the final σz value at the receptor point. This iteration converges swiftly 360 

and generally only two iterations are required. 

 

The horizontal eddy diffusivity Ky is not determined in EMEP so an alternative is required. Ky can be classically related to Kz 

through the relationship  

 365 

𝐾𝑦(𝑧) =
𝜎𝑣(𝑧)2

𝜎𝑤(𝑧)2 𝐾𝑧(𝑧)          (23) 

 

based on the concepts used to define K (Seinfeld and Pandis, 1998). Garratt (1994) provides expressions for the vertical profile 

σv and σw under unstable conditions where the ratio σv/σw is around 1.85 in the surface layer but decreases to 1 in the mixed 
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layer. Under stable conditions Nieuwstadt (1984) provides local scaling where this ratio is close to 2. For the current application 370 

we choose the ratio σv/σw = 2 and apply it over the whole boundary layer. 

 

It is also possible within the modelling setup to use the simpler empirical formulations of σz and σy, as presented in Eq. (24) 

and shown in Table 1. This is useful for testing and comparison and necessary when using the rotationally symmetric plume 

parameterization, Sect. 3.2. See Seinfeld and Pandis (1998) for a presentation of these. 375 

 

In Figure  3 we show two example sets of σz curves for near surface (1 m) and elevated (50 m) releases as calculated with the 

Kz methodology for three separate stabilities. For reference the dispersion curves from ASME (American Society of 

Mechanical Engineers), Smith (1973) are also shown. These often used dispersion parameters are relevant for one hour 

averaging times. The ASME σz curves are given in Pasquill stability classes and the conversion from their dependency on L 380 

and z0 is achieved using the conversion methodology described by Golder (1972). Parameters used in the calculation of the 3 

curves are provided in Table 1.  

 

In addition to the parameterizations presented here uEMEP also includes parameterizations, provided in the supplementary 

material, for plume meandering and change of wind direction (Sect. S3.4.1), traffic induced initial dispersion (Sect. S3.4.3) 385 

and road tunnel internal deposition and emissions (Sect. S3.4.5). 

  

Figure 3. Comparison of derived σz curves discussed in the text with standard ASME curves (Smith, 1973) using Eq. (24). To the left 

a 1 m release and to the right a 50 m release. Three different stability classes, specified by the Monin–Obukhov lengths (L), are 

shown. The Kz method is shown as a solid line and the ASME curves as dashed lines. The ASME curves have no release height or 390 
surface roughness dependence but are included as reference. Values of z0=0.5 m, relevant for urban areas, and σz0 = 0 are used. 
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Table 1. Parameters used for calculating the curves shown in Fig. 3.  

Stability z0 (m) H (m) L (m) ASME az ASME bz  

Unstable 0.5 2000 -25 0.401 0.844 

Neutral 0.5 1000 +100000 0.22 0.780 

Stable 0.5 100 +25 0.097 0.728 

 

3.2 Rotationally symmetric Gaussian plume model for annual mean calculations 395 

When applying uEMEP to annual mean emissions a rotationally symmetric Gaussian plume is used. It is possible to derive an 

approximate analytical solution to the Gaussian plume equation assuming that wind directions are homogeneously distributed 

in all directions and that there is no strong dependence of wind speed or stability on wind direction. These conditions are 

usually not met but it is useful to have such a simplified analytical solution. 

 400 

The starting point is the Gaussian plume model given in Eq. (12). In this case we do not derive σy,z using the Kz value from 

EMEP but apply the commonly used power law formulation in order to derive an analytical solution 

 

𝜎(𝑦,𝑧)=𝜎0(𝑦,𝑧) + 𝑎(𝑦,𝑧)𝑥𝑏(𝑦,𝑧)          (24) 

 405 

Values for the dispersion parameters a and b may be taken from the literature (Seinfeld and Pandis, 1998) but we use the 

ASME curves (Smith, 1973) under neutral conditions to specify these. 

 

The rotationally symmetric version of this equation can be derived by rewriting the equation in cylindrical coordinates with 

appropriate approximations (second order), based on the slender plume assumption, and integrating over all angles. The 410 

resulting rotationally symmetric intensity Irot(r,z) as a function of r and z is then written 

 

𝐼𝑟𝑜𝑡(𝑟, 𝑧) =
1

𝜋√2𝜋𝑟𝜀𝑧√1+𝐵
𝑒𝑟𝑓 (

𝜋√1+𝐵

√2𝜀𝜃
) ∑ {𝑒𝑥𝑝 (

−(𝑧−ℎ𝑖)2

2𝜀𝑧
2 )}𝑖=6

𝑖=1       (25) 

 

where 415 

 

𝜀𝑧=𝜎0𝑧 + 𝑎𝑧𝑟𝑏𝑧           (26a) 

𝜀𝜃=
1

𝑟
(𝜎0𝑦 + 𝑎𝑦𝑟𝑏𝑦)          (26b) 

𝐵 = −εθ
2 (

𝑏𝑧(𝜀𝑧−𝜎0𝑧)

𝑟𝜀𝜃
+

𝑏𝑦(𝑟𝜀𝜃−𝜎0𝑦)

𝜀𝑧
)         (26c) 

 420 
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The term B can be less than -1, typically when r < 2σ0,y, which can lead to imaginary solutions. This is due to the second order 

approximation made in converting to cylindrical coordinates. In that case we write a second order approximation based on 

Taylor series expansion around B = -1 as 

 

𝐼𝑟𝑜𝑡(𝑟, 𝑧) =
1

2𝜋𝑟𝜀𝑧𝜀𝜃
(1 −

𝜋2(1+𝐵)

6𝜀𝜃
2 +

𝜋4(1+𝐵)2

40𝜀𝜃
4 ) ∑ {𝑒𝑥𝑝 (

−(𝑧−ℎ𝑖)2

2𝜀𝑧
2 )}𝑖=6

𝑖=1    𝑓𝑜𝑟  𝐵 < −1   (27) 425 

 

A similar derivation has been carried out by Green (1980) using different assumptions for the form of Eq. (24). 

3.3 Initial dispersion 

In Sect. 3.1 and 3.2 the hourly and annual dispersion parameterizations are described. In both cases initial values for σ0(y,z)  are 

required. Since we treat the sources as small area emitters we set the initial σ0y  to correspond to these areas. A value of 𝜎0𝑦 =430 

∆𝑦 √2𝜋⁄  ≈ 0.8 (∆𝑦 2⁄ ) will give a maximum sub-grid center concentration equivalent to the concentration that would be 

found if the emissions were distributed evenly in the sub-grid. We then write the total initial dispersion to be 

 

𝜎0𝑦 = 𝜎𝑖𝑛𝑖𝑡,𝑦 + 0.8
∆𝑦

2
          (28) 

 435 

In all applications of uEMEP Δx = Δy. The other parameter, σinit,y, is a specific initial dispersion width for each individual 

emission source, for example 2 m for traffic and 5 m for shipping, heating and industry . This is generally much smaller than 

the emissions grids. 

 

The initial value for σ0z is also a combination of a specific emission initial dispersion, for example σinit,z = 5 m for residential 440 

wood combustion, but also uses the displacement technique for the plume where the start of the plume is displaced upwind by 

Δx/2 allowing the plume to grow vertically over half the sub-grid distance. Tunnel exits are given an initial σinit,z = 6 m to 

represent the extended size of the tunnel portals. 

3.4 NO2 chemistry for hourly means 

The only chemistry included in uEMEP is the NOx, O3 chemical reactions. We use a similar methodology to Benson (1984, 445 

1992) known as the discrete parcel method but use a weighted time scale over which the reactions take place. The following 

chemical reactions are involved, with Ox (O3+NO2) and NOx (NO+NO2) concentrations being conserved: 

 

𝑁𝑂 + 𝑂3 → 𝑁𝑂2 + 𝑂2          (29a) 

𝑁𝑂2 + ℎ𝜈 → 𝑁𝑂 + 𝑂          (29b) 450 

𝑂2 + 𝑂 + 𝑀 → 𝑂3 + 𝑀          (29c) 
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Eq. (29c) occurs on time scales much faster than the two other reactions and is taken to be instantaneous. The differential 

equation for the concentration of [NO2] as a function of time is written as 

 455 

𝑑[𝑁𝑂2]

𝑑𝑡
= 𝑘1[𝑁𝑂][𝑂3] − 𝐽[𝑁𝑂2]         (30) 

 

where the concentrations are expressed in terms of molecules/cm3 and J is the photolysis rate (s-1) for Eq. (29b) taken from the 

EMEP model (Simpson et al., 2012). The reaction rate k1 for Eq. (29a) is given by 

 460 

𝑘1 = 1.4 × 10−12 exp (
−1310

𝑇𝑎𝑖𝑟
)  (𝑐𝑚3𝑠−1)        (31) 

 

as in the EMEP model and where Tair is in the atmospheric temperature (K). 

 

We rewrite Eq. (30) in terms of the dimensionless ratios 465 

 

𝑓𝑁𝑂2 =
[𝑁𝑂2]

[𝑁𝑂𝑥]
  𝑎𝑛𝑑   𝑓𝑂𝑥 =

[𝑂𝑥]

[𝑁𝑂𝑥]
         (32a) 

𝐽′ =
𝐽

𝑘1[𝑁𝑂𝑥]
           (32b) 

𝑡′ = 𝑡𝑘1[𝑁𝑂𝑥]           (32c) 

 470 

Eq. (30) then becomes 

 

𝑑𝑓𝑁𝑂2

𝑑𝑡′
= (1 − 𝑓𝑁𝑂2)(𝑓𝑂𝑥 − 𝑓𝑁𝑂2) − 𝐽′𝑓𝑁𝑂2        (33) 

 

The solution to this equation is 475 

 

𝑓𝑁𝑂2 =
𝐵

2

(1−𝐴 𝑒𝑥𝑝(𝐵𝑡′))

(1+𝐴 𝑒𝑥𝑝(𝐵𝑡′))
+

𝐶

2
          (34) 

 

where 

𝐴 =
𝐵+𝐶−2𝑓𝑁𝑂2,0

𝐵−𝐶+2𝑓𝑁𝑂2,0
           (35a) 480 

𝐵 = √𝐶2 − 4𝑓𝑂𝑥           (35b) 
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𝐶 = 1 + 𝑓𝑂𝑥 + 𝐽′           (35c) 

 

and fNO2,0 is the initial NO2 fraction at time t’=0. 

 485 

This solution is valid for a box model without dilution through dispersion since it does not take into account how changing 

NOx and Ox concentrations over the plume travel time will affect the reaction rates. Though this could be accounted for when 

applied to a single source with assumed dilution rates, by adding a time dependent diluting term to Eq. (30), this is not 

practically possible for multiple sources of differing dilutions. The concentrations of NO2 at the start of the plume will be 

correctly calculated but NO2 concentrations further from the plume will be slightly underestimated, since they do not have the 490 

higher initial reaction rates. Eventually the concentrations will reach photo-stationary equilibrium and here too NO2 will be 

correctly calculated. This special case for photo-stationary equilibrium in Eq. (35) occurs when t’ → ∞ and Eq. (34) becomes 

 

𝑓𝑁𝑂2 =
𝐶−𝐵

2
           (36) 

 495 

The non-linear nature of Eq. (34) also means that it cannot be consistently applied to Gaussian models since the shape of the 

plume will change due to the non-linearity. Despite this, this formulation is more physically realistic than the photo-stationary 

assumption often used in local scale air quality modelling or other less physical parameterizations based on empirical fits. See 

Denby (2011) for an overview of the various NO2 chemistry parameterization methods used with Gaussian modelling. 

 500 

In order to calculate Eq. (34) in the model application an initial NOx and Ox concentration must be used and a travel time 

defined. For multiple sources this travel time will vary so for each calculated sub-grid concentration of NOx from each 

contributing sub-grid source (ns sources) a travel time, ts, is calculated based on the distance and wind speed. This is weighted 

based on the contribution of each source to the total sub-grid NOx concentration. This provides a final weighted travel time tw 

that is applied in Eq. (34). This ensures that nearest of the contributing sub-grids, often with the highest contributing NOx 505 

concentrations, are given a higher travel time weight. A minimum distance, and hence time, of half a sub-grid is applied when 

calculating travel times. 

 

𝑡𝑤 =
∑ 𝑡𝑠[𝑁𝑂𝑥]𝑠

𝑛𝑠
𝑠=1

∑ [𝑁𝑂𝑥]𝑠
𝑛𝑠
𝑠=1

           (37) 

 510 

Comparisons with EMEP NO2 calculations show that this chemistry scheme matches the results obtained by EMEP over longer 

time periods. 
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3.5 NO2 – NOx conversion for annual means 

When annual mean data are used then the hourly mean formulation cannot be applied. Instead we use an empirically based 515 

conversion of NOx to NO2 based on the type of formulation from Romberg (1996) and updated by Bächlin and Bösinger 

(2008).  3 years of Norwegian NO2 measurements, 82 measurements in all, have been used to determine this relationship, Fig. 

5.  

 

[𝑁𝑂2] =
𝑎 [𝑁𝑂𝑥]

[𝑁𝑂𝑥]+𝑏
+ 𝑐 [𝑁𝑂𝑥]         (38) 520 

 

The fitted constants are determined to be a=20, b=30 and c=0.23. The estimated uncertainty in this conversion is around 10%, 

based on the normalized root mean square error of the fitted and observed NO2 concentrations. 

 

Figure 5. NO2 verses NOX annual mean concentrations for all stations in Norway in the period 2013-2015. The fitted curve is based 525 
on Eq. (38). 

This empirical relationship will vary from region to region, largely due to differences in O3 concentrations and photolysis rates 

that are not included as part of the parameterization. If used over large regions, for example Europe, then the uncertainty in 

the NO2 conversion will increase. 
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3.6 Implementation 530 

3.6.1 Sub-grid domains 

Within uEMEP individual domains are defined with differing resolutions and sizes, dependent on which modelling parameter 

is represented. Separate domains and sub-grid resolutions are defined for each of the emission sources, for the time profiles of 

each emission sources, for the meteorological data, for the population data and for the receptor sub-grid concentrations. None 

of these are required to have the same resolution or size, however, the highest resolution emission sub-grid will define the 535 

receptor sub-grid resolution, since there is no need to calculate on higher resolution sub-grids than is provided by the emissions. 

For emission sub-grids with lower resolution than the final receptor sub-grid domain then the dispersion calculations are first 

carried out at the same resolution as the emission domain and then bilinearly interpolated to the receptor sub-grid. For most 

urban applications this means that the choice of traffic sub-grid resolution defines the highest resolution sub-grid. 

   540 

Emission sub-grids also contain properties for the dispersion calculations, such as initial dispersion parameters and emission 

heights. Each emission sub-grid has only one emission height hemis, one σinit,z0 and one σinit,y0 for each emission source type. 

When multiple emissions from the same source type are placed in an emission sub-grid then the emission parameters are 

weighted by each individual emission. This is most relevant for industrial emissions which may have different emission heights 

from separate stacks within a single emission sub-grid. 545 

3.6.2 Selective sub-grid calculations 

uEMEP does not necessarily calculate concentrations at all receptor sub-grids. Only sub-grids which are within 3σy of a plume 

centre line will be calculated and also downwind selection is used (Supplementary material, Sect. S3.4.2). In addition, a number 

of selections can be made allowing quicker calculations for particular applications. These include: 

1. Calculation at defined receptor points, usually corresponding to measurement stations. In this case uEMEP calculates 550 

the surrounding 9 sub-grids and uses bilinear interpolation to extract the concentrations at the required receptor 

position. 

2. Calculation at population grids. In this case concentrations will only be calculated at grids with non-zero population. 

This provides quicker exposure calculations than if the entire region was calculated 

3. High density calculations near sources. A routine for selecting a higher density of sub-grids near sources may also be 555 

used to speed up calculations. This applies most often to traffic emission sub-grids that are near surface and with large 

gradients near the source. This is less useful for higher release sources as their maximum impact occurs further 

downwind than their emissions. After calculation the lower density receptor sub-grids are interpolated into the rest of 

the receptor sub-grids, providing a full receptor sub-grid domain 
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3.6.3 Model inputs and outputs 560 

Input data comes from a variety of sources and the formatting of these sources varies. Emission input data is generally in text 

format whilst meteorological files are read from netcdf files.  

 

Output of the model is in the form of netcdf files for either gridded data or point data, if receptor points have been defined. In 

both these files output includes the total concentrations of the pollutants along with the source contribution from each of the 565 

emission sources used in the calculation. Speciation of PM from EMEP can also be included in the output files, along with 

emissions, meteorology and population data.  

4. Implementation in the Norwegian air quality forecast and analysis system 

Though uEMEP has been applied in a number of applications we select the Norwegian forecast and analysis system 

(Norwegian air quality forecasting service, 2020) as an example. This application started operationally in the winter of 2018-570 

2019 and provides daily forecasts of air quality for all of Norway two days in advance at sub-grid resolutions of between 250 

and 50 m. In addition, the same system is used to calculate air quality retrospectively for analysis and planning applications 

(Norwegian air quality expert user service, 2020). The compounds PM2.5, PM10, NO2, NOx and O3 are calculated. For each of 

these the local source contributions are determined separately for traffic exhaust, traffic non-exhaust, residential wood 

combustion, shipping and industry. A cascade of models are used starting with EMEP MSC-W at 0.1o European domain, 575 

EMEP MSC-W at 2.5 km Scandinavian domain and uEMEP 250-50 m Norway only, Fig. 6. 

 

 

 



22 

 

Figure 6. Model domain for the European and Scandinavian EMEP MSC-W calculations and the uEMEP calculations 580 
(©kartverket/norgeskart.no). 

 

4.1 Calculation steps 

We describe below the implementation steps used in the Norwegian forecasting and analysis system. This implementation of 

uEMEP uses the independent emission and replacement downscaling method (method 2 in Sect. 2). The following steps are 585 

carried out: 

1. High resolution emission data for Norway are calculated for each forecast (Sect. 4.2) and are aggregated into the 

EMEP MSC-W Scandinavian model grid. Some of these emissions require meteorological data. 

2. The EMEP MSC-W model is used to calculate the large scale concentration distribution on an hourly basis, nesting 

from a European domain (~0.1o) to the Scandinavian domain (2.5 km), Fig. 6. Within Norway the aggregated high 590 

resolution aggregated emissions are implemented. Both EMEP calculations provide the local fraction (Sect. 2.3) in a 

region of 5 x 5 EMEP grids. 

The following three steps are then undertaken to calculate the uEMEP concentrations: 

3. For the Norwegian forecast system the entire country is split into 1864 separate tiles of varying sizes and resolutions; 

the resolution depending on the population and emission sources within each tile. Tiles with resolutions of 250 m can 595 

be as large as 40 x 40 km2 whilst tiles with resolutions of 50 m are no larger than 5 x 5 km2. Tiling the calculations is 

a form of external parallelisation and is optimised for both runtime and memory use. A two day forecast run on 196 

processors takes roughly one hour of CPU time. 

4. The high resolution emission data from the various source sectors (Sect. 4.2) is placed into the emission sub-grids in 

uEMEP. These are between 50 – 250 m in width, depending on the emissions available and on the population density 600 

of the region. Emission grid domains extend beyond the size of each tile so that the calculations are consistent over 

tile borders. 

5. uEMEP Gaussian dispersion modelling is applied (Sect. 3.1) using the sub-grid emissions as sources and the 

concentrations are calculated at each sub-grid. Only sub-grid emissions within a region defined by a 4 x 4 EMEP grid 

area are included in the sub-grid calculation, i.e. 10 x 10 km2, corresponding to the extent of the moving window. 605 

This 4 x 4 limit guarantees that the calculation will always be carried out within the EMEP 5 x 5 local fraction region. 

The final steps combine the EMEP gridded concentrations with the uEMEP sub-grid concentrations in the following way: 

6. At each sub-grid the non-local contribution from the neighbouring 4 x 4 EMEP grids is calculated, Sect. 2.4. The 

calculation is carried out for each source sector and each primary compound 

7. The uEMEP calculations are then added to the non-local EMEP concentrations. In the case of PM then all non-primary 610 

species are also added to the local and non-local EMEP primary concentrations 

8. For NO2 the chemistry (Sect. 3.4) is applied to determine NO2 and ozone for each sub-grid 
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9. Sub-grid concentrations and their contributions are saved along with the PM speciation from EMEP in netcdf format. 

10. The forecasts are made available to a public website through an API and Web Map Tile Server (Norwegian air quality 

forecasting service, 2020) 615 

 

The system is schematically illustrated in Fig. 7. The following sections describe some steps in more detail. 

 

 

 620 

Figure 7. Flow diagram showing the various components of the Norwegian EMEP/uEMEP forecast system. 

4.2 Emissions 

The EMEP calculations make use of the CAMS-REG-AP_v1.1 regional anthropogenic emission dataset everywhere in Europe 

(Kuenen et al., 2014; Granier et al., 2019). Only in the 2.5 km Scandinavian calculation, and only in Norway, are the emissions 

replaced with the aggregated high resolution dataset. The alternative emissions used in the calculations for Norway are: 625 

 

 Road traffic exhaust emissions 

 Road traffic non-exhaust emissions 

 Residential wood combustion 

 Shipping 630 

 Industry 
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These emission sources are described in the supplementary material, Sect. S4.2. For other sectors the CAMS-REG-AP_v1.1 

emissions are also used in Norway, but these emissions are not downscaled using uEMEP. 

4.3 Meteorology 

The meteorological forecast data used for the European EMEP model calculations is based on the Integrated Forecasting 635 

System (IFS, 2020) from the European Centre for Medium-Range Weather Forecasts (ECMWF, 2020). The Scandinavian 

EMEP model calculation uses the AROME-MetCoOp model for modelling meteorology over Scandinavia (Müller et al., 

2017). This last model calculates meteorology at a resolution of 2.5 km and provides forecasts for 66 hours in advance. The 

EMEP MSC-W Scandinavian domain uses the same gridding and projection as the meteorological forecast model but in a 

smaller domain. 640 

4.4 EMEP MSC-W model implementation 

The European EMEP MSC-W model calculation is based on the same daily forecast provided for the Copernicus Atmosphere 

Monitoring Service (CAMS, 2020; Tarrason, 2018) but is run independently and provides boundary conditions for the 

Scandinavian implementation of EMEP MSC-W at 2.5 km. The Scandinavian EMEP MSC-W calculation includes the 

Norwegian emission sources described in Sect. 4.2 and also delivers the necessary local fraction information for use in uEMEP. 645 

4.5 uEMEP model implementation 

uEMEP calculates concentrations for all of Norway on grids with resolutions between 50 – 250 m using 1864 individual tiles 

as described in Sect. 4.1. The resolution of these tiles is defined by the population density and road density information.  Tiles 

with higher population density use 50 m resolution, whilst tiles with lower population density but some traffic have a resolution 

of 125 m. Tiles with very low traffic density but with shipping or wood burning emissions have a resolution of 250 m, 650 

corresponding to the emission resolution. Separate calculations are carried out at measurement sites, 72, with a sub-grid 

resolution of 25 m. An example of a PM10 forecast is shown in Fig. 8. 
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Figure 8: Example maps of PM10 concentrations taken from the forecast 24.02.2020 18:00 UTC. Resolution in populated city regions 655 
is 50 m. High PM10 concentrations along roads are mainly the result of road dust emissions (©kartverket/norgeskart.no).  

5. Results 

5.1 Validation against observations for the Norwegian forecasting and assessment system 

In the supplementary material we provide a complete and detailed statistical validation for the year 2017. Here we present a 

visual summary of results for NO2, PM10 and PM2.5 for the same year. In 2017 there were 72 operational air quality stations. 660 

Not all stations measure all components so the total number of available stations for NO2 and PM with coverage of more than 

75% is between 34 – 45. The station positions are shown in Fig. 9.  
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Figure 9. Positions of all 72 monitoring stations in Norway. 33 for PM2.5, 36 for NO2, 45 for PM10, 8 for O3 

(©kartverket/norgeskart.no). 665 

Fig. 10 shows the comparison of modelled and observed NO2 for annual average at each station (scatter plot) and daily mean 

temporal profile averaged over all stations. Included in the scatter plot are the Scandinavian EMEP MSC-W results at 2.5 km. 

The spatial correlation is quite high, r2=0.81 for uEMEP with little negative bias (FB=-5.9%). The temporal variation over the 

whole year is also well represented when averaged over all stations (r2=0.79).  

 670 
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(a)  

 

(b)  

Figure 10. (a) Scatter plot comparison of modelled and observed NO2 for annual average concentrations at each station. Shown are 

the results for both uEMEP and EMEP. Comparative statistics are shown for the uEMEP calculation. EMEP and observed means 675 
are also included. (b) Daily mean temporal profile averaged over all stations. Source contributions are shown for the temporal 

modelling results along with the EMEP 2.5 km calculation (EMEP4NO). 36 stations are used in the comparison. 

Fig. 11 shows the comparison of modelled and observed PM10 for annual average at each station (scatter plot) and daily mean 

temporal profile averaged over all stations. Included in the scatter plot are the Scandinavian EMEP results at 2.5 km. The 

spatial correlation is low, r2=0.29 for uEMEP with little negative bias (FB=-9.2%). The temporal variation over the whole year 680 
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is well represented when averaged over all stations (r2=0.61) but the model has a negative bias of 4 µg/m3 over much of the 

summer period. Road dust events in the spring time are well captured by the emission model NORTRIP. 

 

 

(a)  685 

 

(b)  

 

Figure 11. (a) Scatter plot comparison of modelled and observed PM10 for annual average concentrations at each station. Shown are 

the results for both uEMEP and EMEP. Comparative statistics are shown for the uEMEP calculation. EMEP and observed means 690 
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are also included. (b) Source contributions from both uEMEP and EMEP models are shown for the temporal modelling results along 

with the EMEP 2.5 km calculation (EMEP4NO). 45 stations are used in the comparison. 

 

Fig. 12 shows the comparison of modelled and observed PM2.5 for annual average at each station (scatter plot) and daily mean 

temporal profile averaged over all stations. Included in the scatter plot are the Scandinavian EMEP results at 2.5 km. The 695 

spatial correlation is good, r2=0.49 for uEMEP with little negative bias (FB=-10.5%). The temporal variation over the whole 

year is well represented when averaged over all stations (r2=0.67) but the model has a negative bias of 2 µg/m3 over much of 

the summer period. Residential wood combustion (heating) events in the winter are well captured by the emission model 

MetVed. 

 700 

(a)  
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(b)  

Figure 12. (a) Scatter plot comparison of modelled and observed PM2.5 for annual average concentrations at each station. Shown are 

the results for both uEMEP and EMEP. Comparative statistics are shown for the uEMEP calculation. EMEP and observed means 705 
are also included. (b) Source contributions are shown from both uEMEP and EMEP models for the temporal modelling results along 

with the EMEP 2.5 km calculation (EMEP4NO). 33 stations are used in the comparison. 

 

5.2 Verification and sensitivity tests 

In addition to the validation against monitoring data a number of verification and sensitivity experiments have been undertaken 710 

with the model. These include: 

 Comparison of single annual mean calculations with the mean of hourly calculations 

 Sensitivity to the moving window size 

 Sensitivity to the choice of resolution 

 Sensitivity to the temperature dependence of NOx exhaust emissions 715 

 Sensitivity to the choice NO2/NOx initial exhaust ratio 

 

These sensitivity tests are provided in the Supplementary material (Sect. S5). We present only conclusions from these. 

 

Comparison of single annual mean calculations with the mean of hourly calculations: 720 

In Sect. 3 we describe two methods for calculating dispersion. One is based on the hourly meteorological and emission data, 

Sect. 3.1, and the other on annual mean data, Sect. 3.2. A rotationally symmetric dispersion kernel, Eq. (25), is used for 

dispersion of the annual mean emissions. Tests using the same dispersion parameters in both annual and hourly calculations, 

Sect. S5.1, give very similar results for both methodologies indicating the validity of the annual mean calculation. When Kz 
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based dispersion, Eq. (15-23), is used in the hourly calculations then there is a larger difference between the two methods 725 

because of the difference between the two dispersion parameterisations. We conclude that the time saving advantage of the 

single annual mean calculation, approximately 10000 times faster, and the similarity to the hourly calculation make it an 

efficient and valid method for calculating high resolution annual maps of air quality. 

 

Sensitivity to the moving window size: 730 

The size of the moving window region within which uEMEP calculates local high resolution concentrations should impact on 

the results since smaller moving windows will include less locally modelled contributions and more non-local EMEP 

contributions. This has been verified in a sensitivity study, Supplementary material Sect. S5.2. In this sensitivity experiment 

the moving window size was varied from nmw = 1 to 8 EMEP grids and calculations were made at existing measurement sites. 

The mean concentrations are shown to be quite insensitive to the choice of this region, particularly for PM10. Generally the 735 

reduction in the local contribution is well balanced with the increase in the non-local contribution when reducing the size of 

the moving window, verifying the methodology. It is recommended to use a minimum of 2 EMEP grids for the moving window 

region. 

 

Sensitivity to the choice of resolution: 740 

The choice of sub-grid resolution will impact on the calculated concentrations, both in concentration levels and in spatial 

distribution. An experiment where a range of sub-grid resolutions were tested, from 15 m to 250 m, was carried out, Sect. S5.3. 

Calculations were made at the positions of the Norwegian monitoring sites, most of which are traffic sites. The results showed 

that even at resolutions of 250 m the mean concentrations for all stations were very similar. At 100 m resolution, compared to 

the reference of 25 m, the difference in annual mean was no larger than 15% at any one station with a normalised root mean 745 

square error (NMRSE) of 6%. The NRMSE increased to 11% for the 250 m calculation with a maximum deviation of 40% at 

one station. We conclude that 100 m resolution will provide good concentration estimates for near road calculations though 

higher resolutions may be required, depending on the application. 

 

Sensitivity to the temperature dependence of NOx exhaust emissions: 750 

The temperature dependence of the NOx traffic exhaust emissions was assessed by running the model with and without this 

dependency, Sect. S5.4. With this correction the results show a significant improvement in the station mean time series 

correlation (from r2=0.68 to 0.79) and improved correlation in both the daily (from r2=0.56 to 0.60) and annual (from r2=0.76 

to 0.78) mean calculations. Bias is also reduced from -20% to -3%. The correction factor used, Eq. (S13), still requires further 

evaluation and should be considered only as an initial estimate. 755 

 

Sensitivity to the choice NO2/NOx initial exhaust ratio: 
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In the calculations shown in Fig. 10 for NO2 an initial NO2/NOx exhaust emission ratio of 0.25 was used. This reflects the large 

portion of diesel vehicles used in Norway and the high NO2/NOx ratio of these (Hagman, 2011). However, comparison of 

modelled ratios of NO2/NOx indicate this ratio may be too high. This was assessed by running the model with three different 760 

ratios, 0.15, 0.25 and 0.35. The results, Sect. S5.5, show that an NO2/NOx ratio of 0.15 most closely fits the observed ratio and 

this ratio will be implemented in further applications of the model. 

6. Discussion 

The aim of uEMEP is to provide downscaling capabilities for the EMEP MSC-W model with the intention of improving 

exposure estimates and more realistic concentrations at high resolution over large areas. The example application provided, 765 

the Norwegian air quality forecast and expert user service, is an example of how high resolution coverage over large regions 

(countries) can be achieved. The validation carried out in Sect. 5.1 shows that the modelling system provides moderate to good 

comparison with observations. The best results are for NO2, chiefly because we have the best information concerning emissions 

that contribute to these concentrations, i.e. traffic exhaust. The lower correlation of PM is indicative of the difficulties in 

modelling emissions such as residential wood burning and road dust emissions. That NO2 is well modelled indicates that the 770 

problems lie largely with the emissions, rather than the dispersion model itself.  In addition a large proportion of PM is due to 

medium to long range transport and secondary formation of particles. This is not part of the uEMEP model but relies on the 

EMEP MSC-W model and the emissions included there. 

 

The strength of the modelling system is in the integration of uEMEP with EMEP through the use of the local fraction. This 775 

allows downscaling anywhere within an EMEP domain provided that suitable proxy data is available for the downscaling. This 

is an important aspect of the modelling and is the link that can bind the regional and local scale emission communities. Usually 

the proxies used for regional scale emission inventories are not available to the user so that exactly how these emissions are 

made, quantitatively, is unknown to the user. In addition, as the resolution of regional scale emission inventories increase so 

too does the need for improved spatial distribution proxies. Population density, successfully used to distribute a range of 780 

emission sectors on low resolution grids ( > 10 km) is no longer suitable for many sectors since at high resolution the emissions 

are no longer correlated with population. This was discussed in an earlier paper, Denby et al. 2011, and remains problematic.  

 

When implementing uEMEP it is highly desirable that the emissions used in both uEMEP and EMEP models are consistent 

with one another. This has been achieved for the Norwegian application for the sectors traffic, domestic heating, shipping and 785 

industry. However other sources, such as other mobile combustion sources associated with construction and other activities, 

are not included. These can be of importance locally even if they are not significant on the regional scale. There is no clear 

methodology available on how to implement these emissions at the required resolution. 
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The modelling system has limitations. Currently only primary emissions, with the exception of NO2 formation, are dealt with. 790 

Some secondary formation of particles will likely occur within the local region used for the uEMEP model domain but these 

are not currently accounted for. uEMEP is also a Gaussian model that does not take into account obstacles of any type. When 

achieving resolutions of 50 m then buildings start to play an important role in the transport and dispersion. The region covered 

by the local scale modelling, the moving window region, is necessarily limited in extent. Sensitivity studies show that this has 

limited impact on mean concentrations but for source sectors such as industry, that are released at height, the limited calculation 795 

region may not be large enough to include all of the plumes impact region.  

 

In many ways the increase in resolution to almost street level puts new demands on the modelling system that were not 

necessary to consider previously. For regional scale modellers the downscaling can provide considerable improvement to 

regional calculations. However, from a local scale modelling perspective, the local scale information may not be of sufficient 800 

quality to be useful to local users. This is most important when only proxy data is available for downscaling rather than actual 

bottom up emissions. In the end, if high resolution modelling is to be used at the local scale then similarly high quality emission 

data will be required if the results are to be useful to users. 

 

There are a number of aspects of the modelling system that can be, and are being, improved. These include: 805 

 Implementation of dry and wet deposition in uEMEP, currently not included in this version 

 Improving the annual mean dispersion kernel dispersion parameters to be more consistent with the hourly Kz 

methodology 

 Implementing necessary secondary formation of PM in uEMEP 

 Further assessment of the Kz Gaussian plume methodology 810 

 Refinement of the temperature dependence of NOx traffic exhaust emissions 

 

A number of aspects were not treated in this paper but will be topics of further studies. These include population exposure and 

the impact of resolution, trend assessment in emissions and analysis of road dust emissions for all of Norway. In addition, the 

modelling system is being applied in a number of different countries and results of these applications will be further described 815 

and assessed. 

7. Conclusion 

This paper presents and documents a new downscaling model and method (uEMEP) for use in combination with the EMEP 

MSC-W chemical transport model. Process descriptions and parameterisations within the uEMEP model are provided and the 

methodology for combining uEMEP with EMEP MSC-W local fraction calculations is elaborated. An example application, 820 

The Norwegian air quality forecast system, is presented and validation for the year 2017 at all available Norwegian air quality 
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stations is provided. A number of verification and sensitivity studies are summarised in the paper and expanded in the 

Supplementary material. 

 

The uEMEP model provides a new methodology for downscaling regional scale chemical transport models but can currently 825 

only be applied together with the EMEP MSC-W model since this is the only model with the necessary local fraction 

calculation. The uEMEP model is based on Gaussian modelling that has existed for many years but it does use specific 

parameterisations to describe the dispersion parameters in order to be compatible with the EMEP model application. 

 

uEMEP can provide improved exposure estimates if suitable proxy data for emissions are available and can be applied to 830 

regions as large as the regional scale CTM in which it is imbedded. It can also represent concentrations down to street level, 

though not street canyons, and is comparable with traffic monitoring sites. This makes it a unique system for assessment, 

policy application and forecasting purposes. 

Code and data availability 

The current version of uEMEP is available from Github (https://github.com/metno/uEMEP) under the licence GNU Lesser 835 

General Public License v3.0. The code is written in fortran 90 and is compilable with intel fortran (ifort). The code does not 

support gfort as a compiler at this time. The exact version of the model used to produce the results used in this paper is archived 

on Zenodo (DOI: 10.5281/zenodo.3756008), as are input data and scripts to run the model and produce the plots for all the 

simulations presented in this paper (DOI: 10.5281/zenodo.3755573).  
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--------------------------------------------------- 

REVIEWER 1 1025 

--------------------------------------------------- 

 

Thanks to reviewer 1 for their very detailed review. The manuscript has definitely been improved because of these comments. 

Here follows the authors answers/comments to the review 

 1030 

- Line 46: the Authors could mention the OSPM model as an example of a streetcanyon model to complement the overview 

of local scale models 

 

* The two examples given are of urban modelling systems. OSPM is a street canyon model, not a system for modelling whole 

urban regions. It is part of the THOR forecast system as the last part of the cascade. We did not include it in this line but it is 1035 

implicitly include via the THOR reference.  

 

- Line 95: clarify if this option implies that emissions in the EMEP grid cell are not 

consistent with the ones in the sub-grid cells 

 1040 

* This is clarified with the text. 'The independent emissions do not need to be consistent with the EMEP gridded emissions in 

this case.' 

 

- Line 101: some discussion on the implications of using such inconsistent chemistry 

treatments in uEMEP and EMEP would be appreciated. As uEMEP is intended for 1045 

applications over wide regions with significantly different chemical regimes, the simple 

chemistry may perform better in some environments than others 

 

* This we have commented in Section 3.4 and 3.5 where this is discussed. In Section 3.4 we have added 'Comparisons with 

EMEP NO2 calculations show that this chemistry scheme matches the results obtained by EMEP over longer time periods.' 1050 

and in Section 3.5 with 'This empirical relationship will vary from region to region, largely due to differences in O3 

concentrations and photolysis rates that are not included as part of the parameterization. If used over large regions, for example 

Europe, then the uncertainty in the NO2 conversion will increase.' 

 

- Line 116 and 140: the term Csg_nonlocal(i,j) is the more complex to understand. 1055 

Perhaps, an equation describing how is computed would help the reader. I appreciate 

the effort of the Authors to explain the method with Figure 1 and 2 and Section 2.3, 
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but it is still confusing how the local and non-local contributions of the EMEP grids are 

used in the computation of the Csg_nonlocal term. 

 1060 

* We are aware that the non-local, local and the moving window concepts may not be as clear as we would like but we have 

tried to explain this as best we can. These are geometrical considerations that are not easy to express in words or even equations 

and best explained on whiteboards or with pen and paper. However, the reviewer has pointed out an oversite in our text. In 

actual fact Csg_nonlocal (Equation 1)is equivalent to Cg_nonlocal derived in Equation 10, since it is the EMEP contribution 

to the non-local subgrid. This was not explicitly mentioned but Equation 10 has now been updated, along with the text, to 1065 

indicate this.  

 

- Line 147: More details on Wind et al. (2020) methodology would be appreciated 

in the manuscript. Considering that the local fraction estimate links emissions with 

concentrations, the Authors could clarify how the chemistry is treated once the tagged 1070 

emissions are dispersed in the EMEP grid cells. Are tagged primary pollutants emitted 

as inert tracers or limited chemistry is considered? The details are provided in Wind 

et al. (2020), but the reader would appreciate some further descriptions of the method 

and limitations in the present manuscript. 

 1075 

* We have included the following sentence concerning chemistry 'Tagged species are assumed to be inert species, primary PM 

and NOX, for the downscaling application as chemical reactions are not included in the tagging.'  

 

- Line 152: Provide which fraction of the total contribution is missed in the local fraction 

estimate when using few EMEP grid cells. 1080 

 

* The authors perhaps did not understand how to answer this question. If all EMEP grids for the local fraction, not just 5 x 5, 

were used then 100% would be included. With less grids more will be part of the EMEP non-local contribution and less a part 

of the uEMEP local calculation. We attempt to address this in the sensitivity tests given in Sections 5.2 and S5.2. There we 

show for example that when increasing the moving window size from 4 to 8 EMEP grids then the local contribution increases 1085 

by just 4% for PM10 and for NO2 this is 7%. There is no single answer to the reviewers question so none can be given in the 

text. The reader is already referred to this sensitivity study in the text. 

 

- Line178 Eq. 6: Why this is not divided by the sum of the weights? Following the 

example in Fig. 1, you use more than 9 EMEP grid cells (adding their concentration) to 1090 

obtain the local contribution of the moving window over the i,j sub-grid cell. This results 
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with a local contribution overestimated somehow if nmw>1. For the case nmw=1, the 

expression seems good as the sum of the weights would be 1. 

 

* The local fraction calculation from EMEP specifies in the 5 x 5 grids surrounding each grid how much that grid contributes 1095 

to the central grid (Cg_local). So if all the weights (w) were 1 we would simply get the sum of all the contributions to that 

central grid within that area. The weighting is just to account for when a part of the grid is included in the moving window. 

Having read the reviewers question we see there may be some confusion concerning the notation. The terms Cg_local(I,J) 

refers to the contribution to any one EMEP grid from the surrounding grids. We left off this index to avoid over indexing, 

though this indexing is included in the Wind article. We will put this additional indexing back into the Cg_local(I,J,I_lf,J_lf) 1100 

where I,J refer to the grid and I_lf, J_lf refer to the local fraction grid associated with each I,J grid and where I_lf and J_lf are 

indexed from -n_lf/2:n_lf/2. We thank the reviewer for this comment that, though indirectly, corrected a misunderstanding in 

the notation. 

 

- Line 233 Eq. 10: Why Cg(i,j,s) is divided by nsource if it is already the concentration 1105 

of a specific source? 

 

* In Eq. 10 Cg(i,j,s) is the sum of the moving window total concentations calculated for each source, i.e. 

Cg(i,j,s)=Cg_local(i,j,s)+Cg_nonlocal(i,j,s). This was not specified in the paper so Equation 10 has been rewritten to reflect 

this. As written in the text the non-local and local contributions can be different for each source when using the emissions for 1110 

weighting and each source will have a nonlocal component contributed from the other sources. So after doing this source 

specific calculation these must be recombined into a single nonlocal concentration. This is done in Equation 10 by taking the 

average of all the source specific total concentration calculations Cg(i,j,s) and then subtracting the total local contribution to 

get the final non-local value. This is rigourously correct when using the area weighting but is only a very close estimate when 

using the emission weighting. The authors realise that including the emission weighting makes this section much more 1115 

complicated than otherwise required if only area weighting was used. To clarify what is being done the paragraph before Eq. 

10 has been altered to read 'These local and non-local calculations are carried out for each emission source individually so the 

non-local contribution is also dependent on source and the non-local component for any particular source will also contain the 

local contributions from the other sources. This makes creating a final non-local contribution complicated. To solve this all 

the source specific Cg_local  + Cg_nonlocal  contributions are averaged and the sum of the Cg_local  source contributions are 1120 

subtracted to obtain the final Cg_nonlocal. The final non-local contribution at each sub-grid Csg_nonlocal, Eq.(1), is equivalent 

to the EMEP non-local Cg_nonlocal contribution and is calculated by ' 

 

- Line 295: I suggest introducing in this section the meandering and traffic term described in the supplementary material. Some 

variables in the equations are not defined just before or after presenting the equation. It would help the reader to introduce 1125 
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all the terms after the equations and specify which ones will be further described in 

subsequent sections 

 

* We have included the following paragraph in this Section 'In addition to the parameterizations presented here uEMEP also 

includes parameterizations, provided in the supplementary material, for plume meandering and change of wind direction (Sec. 1130 

S3.4.1), traffic induced initial dispersion (Sec. S3.4.3) and road tunnel internal deposition and emissions (Sec. S3.4.5).' and 

have defined all variables included in these equations. 

 

- Line 330: Mention the floor value of the wind speed imposed in the model in this part 

of the manuscript. Some details are only presented in the supplementary material. 1135 

 

* THe following sentence has been added 'A minimum wind speed of 0.5 m/s for all dispersion calculations has been imposed.' 

 

- Line 414: a table with the sigma_init_y values per emission source would be appreciated. 

 1140 

* The sigma_init_y, as mentioned in the text, is defined almost exclusively by the grid size, rather than the physical process 

but we have included the additional text 'traffic and 5 m for shipping, heating and industry' 

 

- Line 518: an order of magnitude of the maximum distance allowed in the dispersion 

of the Gaussian model would be appreciated (i.e., 250 m). 1145 

 

* It is not clear to the authors what the reviewer is refering to here as there is no mention of this in this line. We do not know 

which 'maximum distance allowed' the reviewer is referring to. The distance the plume can travel is defined by the size of the 

moving window, if that was what is meant here. If the reviewer is referring to the sub-grid size then there is no numerical limit 

but we have never applied the model to a larger sub-grid than 500 m. 1150 

 

- Line 583: Is ozone also a product used from uEMEP? Is there any evaluation done 

for this pollutant? 

 

* Ozone is a product and this is also assessed but we simply did not include it here. There are very few ozone stations in 1155 

Norway where the model was assessed. This link shows extensive evaluation, also for ozone, but is in Norwegian 

(https://www.met.no/prosjekter/luftkvalitet/evaluering-av-luftkvalitets-modellen) 

 

- Line 631: Some discussion about the improvement in the daily cycle of the uEMEP 
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results compared with EMEP would be appreciated. Local models use to improve the 1160 

traffic peaks but also may inherit issues with the temporal profiles and the boundary 

layer evolution. The validation section could be improved introducing some discrimination between types of sites (rural, 

industrial, suburban, urban). I suggest presenting all 

the material of subsections 5.1.1, 5.1.2 and 5.1.3 under section 5.1 as those sections 

consist only in a single paragraph. 1165 

 

* We have reduced Section 5.1 to a single section, as suggested by the reviewer. As listed there are a limitted number of 

monitoring sites in Norway, with 90% being traffic stations. There is 1 urban site, 3 suburban sites, 2 rural sites and 1 industrial 

site. This lack of representation does not warrant individual selection and presentation. The EMEP model run in Norway uses 

the same emission data as the local scale uEMEP, only aggregated to grids. So the traffic variation is exactly the same, if this 1170 

is what the reviewer is refering to. In general we have tried to keep the validation to a minimum as this will be more thoroughly 

assessed at a later date. The validation is intended to show that the model works, rather than a detailed analysis. The paper is 

intended as a model description primarily. 

 

- Line 653: What missing processes could explain the remaining bias during the summer period in both PM10 and PM2.5? 1175 

 

* We believe a large part is secondary organics, but that is currently just speculation so this was not taken up in the article. We 

intend a more detailed evaluation of many more years in a later article. 

 

- Line 700: it is counter-intuitive having more non-local EMEP contributions with smaller 1180 

moving windows. Could the Authors clarify this in the text? If less EMEP grid cells are 

used in the moving window, less non-local contributions would be expected. 

 

* Non-local contributions come from outside the moving window. The larger the moving window the less comes from outside 

so this is intuitively correct. Said differently, the larger the moving window the more local contribution as well. This is decribed 1185 

in Section S5.2. 

 

- Line 796: There are still some street-canyon processes that uEMEP cannot represent, 

particularly in compact cities with high street aspect ratios. The Authors should mention 

this in this last concluding remark. 1190 

 

* We have added the text to this line 'It can also represent concentrations down to street level, though not street canyons, '. It 

was pointed out before that it is not obstacle resolving but it does not hurt to mention this a second time. 
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- Line 29: the acronym CTM is used several times in the manuscript but defined in 1195 

Line 71. Please, define the acronym already in the introduction and use directly the 

acronym in the rest of the manuscript. 

 

* Done 

 1200 

- Line 51: use coma instead of a semi-colon in the reference 

 

* Done 

 

- Line 58: the reference Wind et al. (2020) is not provided in the reference section. 1205 

 

* That was strange, but inserted. 

 

- Line 154: fix the Section number. Here and in other parts of the manuscript, the 

number of the reference to specific sections is 0. 1210 

 

* Due to automatic reference system that stopped working. This is now fixed 

 

- Line 245: Use Eq. instead of Equ. in the Figure caption. 

 1215 

* Done 

 

- Line 362: Monin–Obukhov is mistyped in different parts of the manuscript. 

 

* Done 1220 

 

- Line 362: the Monin-Obukhov length and the surface roughness have already been 

used before in the manuscript. Define them there only once. 

 

* Done 1225 

 

- Line 371 Table1: please, use consistent notation for the boundary layer height and 
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Monin-Obukhov length. Both have been introduced before as H and L 

 

* Done 1230 

 

- Line 407 and 574: fix the section number that appears in the reference Sect. 0. 

 

* Done 

 1235 

- Line 646: the statistics presented in panel (a) should be introduced in the caption 

specifying for which model are computed. In panel (b), the Authors could remove the 

shipping and industry labels in the legend as no information is shown in the figure. 

 

* The contribution from industry and shipping is present but very small, in this case. Since these were calculated we will keep 1240 

them in the legend. We have added in the figure caption that the statistics in panel (a) refer to the uEMEP model and we have 

reorganised the statistics text in the plot itself to better reflect this. 

 

- Line 661: There is too much information in Figure 11. I suggest presenting the nonlocal contribution of EMEP and not the 

detailed composition of it. Though of interest, 1245 

it is impossible to appreciate EMEP4NO line and some artefacts appear as the white 

contribution above EMEP PRIMARY blue fraction. 

 

* We agree that the plot was very busy and we have now aggregated all species into the non-local EMEP, as suggested by the 

reviewer. 1250 

 

- Line 679: avoid using subsections that consist of a single paragraph. 

 

* The authors used this form to have consistent cross referencing to the supplementary material but understand it would seem 

a little strange in this context. We have removed the numbering but have kept the headings to delineate between the different 1255 

sensitivity studies. 

 

- Line 719: to be consistent with the supplementary material the coefficient of determination of the station mean time series of 

uEMEP should be 0.79, not 0.80. Harmonise 

the number in both documents 1260 
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* Done 

 

- Line 728: I suggest merging Sections 6 and 7. 

 1265 

* The authors would like to keep these as two seperate sections, as is often the case for discussion and conclusion. 

 

- Line 13: Use section S1 instead of S3 and number accordingly the rest 

 

* As explained in the text we use this numbering so it is easy to cross reference between supplementary material and the main 1270 

document. Given the nature of the supplementary material, that it provides extra details on particular sections in the main 

document, the authors feel this method of numbering is more appropriate and will keep it. This is already stated at the start of 

the document. 

 

- Line 106: It should be Eq. (15a). 1275 

 

* Done 

 

- Line 242: Why the inverse of the wind speed is used instead of wind speed? 

 1280 

* In dispersion calculations it is the inverse wind speed that is multiplied with emissions and the dispersion intensity to 

determine the concentration, Eq. 11. When averaging then it is the mean of the inverse of the wind speed that should be used, 

rather than the mean of the wind speed. 

 

- Line 314: In the figure caption, it should be Fig. S4 instead of S2. 1285 

 

* Done 

 

- Line 328: The observation measurement could be provided in Fig. S6. 

 1290 

* The comparison with observations has already been made in Figure 10a in the main paper. Since the major aim of this 

sensitivity study was to assess the dependence on resolution the authors do not think it is necessary to repeat that comparison 

here, in an already crowded plot. We do not include the observations again here. 

 

- Line 368: Why Figure S8a is different from Figure 10b? The caption describes the 1295 
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same results. 

 

* The reviewers are correct that these two plots should be the same. This has now been fixed. The discrepency was due to the 

way concurrent measurements and model results were selected. The reviewers will also note that the mean of scatter plots is 

not always the same as the mean of the time series. This is also due to the selection criteria for annual means requiring 75% 1300 

coverage per station whilst daily mean plots of the average of all stations do not have the same requirement. 

 

- Line 385: A value of 0.1 would likely provide an even closer fit to observations. 

 

* A lower value than 0.15 would probably give a better fit but this was not assessed as it lay outside the expected NO2/NOx 1305 

emission ratio range for vehicles in Norway. 

 

 

--------------------------------------------------- 

REVIEWER 2 1310 

--------------------------------------------------- 

 

Thanks to reviewer 2 for their comments and time. Some aspects of the modelling, particularly how the local window local/non-

local works are difficult to explain but I have tried to improve on this. Reviewer 1 also commented on this. Here follows the 

answers to the reviewers questions and improvements. 1315 

 

- line 33 / “near street level modelling”: What is then the ambition of the model? Is 

it supposed to represent concentrations at roadside monitoring sites or background 

sites? 

 1320 

* It will represent concentrations at roadside monitoring sites, and the validation for NO2 confirms this, when using a resolution 

of 25 m. Even so the sensitivity tests to resolution, Section S5.3, show that good results are still obtained at 100 m. It does not 

however well represent street canyon sites as the Gaussian model used has no obstacles. One would then expect an 

underestimate at these sites. 

 1325 

- What is the meaning of resolution <100m when there is no local topography modelling involved? Wouldn’t building layout, 

air flows in the street canyon etc need to be 

accounted for at these very local scales? 
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* Without including obstacles the increased resolution allows the concentration gradients at roadside to be better described. 1330 

The reviewer is right to point out that, if this was to be done properly at < 100 m, then buldings need to be included. However, 

uEMEP is intended for application over country scales and that level of detail is not achievable.  

 

- line 85: Which source sectors are included in the uEMEP downscaling calculations? 

Traffic, residential, any other? Should be mentioned somewhere in Sect 2.1 1335 

 

* The downscaled sectors depend on the application so this is not expllicitly named until the application is defined in Section 

4.2. However, we have included the following text in Section 2.1, line 100 'Typical source sectors downscaled using uEMEP 

include traffic, residential combustion, shipping and industry. The sectors addressed will depend on the availability of high 

resolution data for distributing them' 1340 

 

- line 150. “neighbour cells” sounds as if only +/- 1 in each direction but I understand 

from the next sentence that the local fraction region can be quite large. Please clarify 

in the text. 

 1345 

* We have changed that sentence to read 'The local fraction region extent is then limited.' 

 

- line 153. Perhaps I missed it but it would be good to have a paragraph somewhere 

that explains the difference between the different domains (uEMEP vs local fraction vs 

moving window) as it is a bit confusing to the reader 1350 

 

* Moving window and EMEP local fraction region are described in the text seperately but these are also visualised in Fig. 1. 

That was indeed the intention of Fig. 1. We believe this is sufficient explanation. 

 

- Sect 2.3-2.4: These sections are difficult to follow, I would suggest restructuring 2.3 1355 

and 2.4 into one (The second sentence of 2.3 already refers to 2.4) 

 

* We would prefer to keep these as two different sections. The first (2.3) applies to the local fraction calculation from EMEP 

and the second (2.4) the moving window calculation in uEMEP. Though the second utilises the first, they are two distinct 

calculations. Reviewer 1 also commented on this section and as a result additional text and a change in formulation of the 1360 

equations have been implemented. We belive this has helped to clarify these sections. 
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- Sect 2.4: This is rather complicated to follow for an effect that is probably secondorder. How much is gained by the 

complicated moving window calculation of nonlocal contributions at sub-grid resolution? With a reasonably big local fraction 

tracking 1365 

domain, the difference between sub-grid and grid level non-local contribution should 

become negligible? 

 

* The reviewer is correct, first that it is complicated and second that it would not matter if the local fraction domain and moving 

window were sufficiently large. This is also stated in the text. However, there will always be an edge somewhere to the moving 1370 

window domain and we consider it necessary to implement a method that can deal with this limit properly, especially when 

just 1 large EMEP grid, for example 15 km, is used. 

 

- Line 214-216 are a bit confusing, please explain better why this method (as opposed 

to the area weighting) gives different total (local?) concentrations 1375 

 

* We have tried to clarify this in the text with an extended explanation 'The resulting total concentration, using this method, 

may be higher or lower than the original EMEP concentrations because it reflects the impact of moving the EMEP grid in 

space. This is easiest to visualise if the moving window is the same size as the EMEP grid. If the moving window were centred 

on an area with concentrated emissions, that are in reality spread over two EMEP grids, then when using the emission weighting 1380 

the new EMEP local contribution would be higher, the non-local lower and the total would be different, see Fig. 2. The opposite 

is also true if the moving window were placed over a region with low emissions, the local contribution would be lower and 

the non-local higher. Due to this, it is not possible simply to subtract the local EMEP contribution from the total to get the non-

local EMEP contribution, as detailed in Eq. 5.' 

 1385 

- line 218: non-local contributions do not have any associated emission: that is considered in the uEMEP. In general I assume 

they do have an associated emission. Do s 

refer to all source sectors in the EMEP model or only those considered in uEMEP? 

 

* We are refering only to the sources that are downscaled using uEMEP but we have reworded to make this clear. 'The first 1390 

term is the non-local contribution for a particular source and is calculated with the area weighting distribution since non-local 

contributions, those outside the local fraction region, do not have any associated emission or local fraction for weighting.' 

 

- line 220/ Eq 9 is confusing to me. It should be possible to slightly rephrase the 

paragraph before to clarify why this needs to be done and what is done here. Also, is 1395 

there an inconsistency between Eq 6 and Eq 9 regarding the source grid range, Eq 6 
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has I-nmw/2 . . . I+nmw/2 but here it runs from I-nmw . . . I+nmw 

 

* The reviewer is correct, there is an inconsistency between Eq. 6 and 9. Thank you pointing this out. We have corrected Eq. 

9. Reviewer 1 also commented here and some additional updates of the Equation indexing has been made. We have rephrased 1400 

this paragraph to read ' An additional correction term, second term in Eq. (9), accounts for the non-local contributions from 

local contributions on the EMEP edge grids, those parts of the EMEP grids that are outside the moving window and not 

included as a local contribution in Eq. 6. In those cases the local EMEP contribution outside the moving window must be 

converted to a non-local contribution and subtracted from the calculated non-local value, first term in Eq. 9.'. These are 

geometrical arguements that are difficult to explain with words and equations but we hope the concept has become clearer. 1405 

 

- Eq 10: Why the division by nsource? 

 

* This was also commented by reviewer 1 and we have rewritten the text and reformulated Eq. 10 to make this clearer. The 

term n_source was used to average CG(i,j,s) since this value contains non-local contributions from other sources as well, each 1410 

source having it's own local and non-local contribution. In addition the term CG(i,j,s), in Eq. 10, was actually never defined 

(it is CG(i,j,s) = CG,local(i,j,s) + CG,nonlocal(i,j,s)). The text now reads,  'These local and non-local calculations are carried 

out for each emission source individually so the non-local contribution is also dependent on source and the non-local 

component for any particular source will also contain the local contributions from the other sources. This makes creating a 

final non-local contribution complicated. To solve this, all the source specific CG,local  + CG,nonlocal  contributions are 1415 

averaged and the sum of the CG,local  source contributions are subtracted to obtain the final CG,nonlocal. The final non-local 

contribution at each sub-grid CSG,nonlocal ,  Eq. (1), is equivalent to the EMEP non-local CG,nonlocal contribution and is 

calculated by ...' 

  

- line 291: This is the first occasion that time is explicitly mentioned, worth a sentence 1420 

of explanation since so far everything was stationary. 

 

* We have made this clearer by writing 'pollutant travel time (t) from source'. 

 

- Section 3.2: Annual mean with rotationally symmetric Gaussian plume – As the authors state, the condition of homogeneous 1425 

distribution of wind speeds in all directions 

is typically not met. A calculation with wind roses would not add too much in complexity 

but would avoid this assumption 
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* Yes, wind rose calculations could be made but this does require use of the hourly meteorological data at every point in space 1430 

within the model domain. This is much more complicated and time consuming than this simple analytical methodology. 

Comparisons with hourly calculations, Section S5.1, show the assumption works quite well. 

 

- Line 510: traffic emissions are often described as line sources in emission inventories. 

What is then the appropriate uEMEP subgrid size? 1435 

 

* We find 25 m is sufficient resolution (around the width of a multi-laned road) and little is gained by higher, or even slightly 

lower resolutions, see Section S5.3. We use 25 m for receptor calculations though 25 m is prohibitive for large scale map 

making. 

 1440 

- Which source sectors are included in the uEMEP for Norwegian forecasts? 

 

* This is stated in Section 4.2 

 

- Section 5.1: Are all station types included in the validation? How different is the 1445 

performance of uEMEP, does it work equally well for street canyon stations as for urban 

background sites? It would be interesting to indicate the station types in Fig 10a. 

 

* All stations are included. In Norway there are very few traffic stations that could be called 'street canyon', around 3 of these. 

The rest are in fairly open road situations. There are also very few urban background sites, around 3 of these as well. Since 1450 

this article is primarily a model description we tried to reduce the validation to a minimum. We believe that a more detailed 

assessment is more appropriate for a seperate paper which includes many more years of data and a more thorough investigation. 

For the moment the authors think the current validation is sufficient. 

 

- Section 5.1.2: While the agreement is clearly better than with EMEP, still the correlation is quite low and there is a low bias. 1455 

What is the authors’ explanation, given 

that emissions are provided at quite high resolution? In particular for the low bias in 

summer, which is also seen in PM2.5 (factor 2!) – is this a regional issue (also seen in 

EMEP validation against background sites) or a problem in downscaling? 

 1460 

* Without having direct proof we believe the low values in the summer are due to too low estimates of secondary organics in 

EMEP and not a problem with local sources. This is being looked at. The spatial correlation for PM2.5 annual mean is r^2=0.49, 

which is significantly better than EMEP and given the complexities of PM emissions and processes a reasonable result. Low 
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correlation for PM10 is dependent on all the same PM2.5 uncertainties but in addition, in Norway and other Scandinavian 

countries, road dust emissions have a significant impact on PM10. This emission source is very difficult to model, though we 1465 

do use the NORTRIP road dust model for this which is currently state of the science. As mentioned in the previous answer we 

will be investigating these problems in a later study that concentrates on the results rather than the model. 

 

- line 66 typo: provided 

 1470 

* Done 

 

- line 130 replace then with comma 

 

* Done 1475 

 

- line 135 the same 

 

* Done 

 1480 

- line 141 add comma after (I,J) to increase readability 

 

* Have added a comma on both sides, I think that is correct. 

 

- line 154 correct reference 1485 

 

* Done 

 

- line 167, 176 the same 

 1490 

* Cannot find this line reference 

 

- line 250 insert comma after ‘this’ to increase readability 

 

* Done 1495 

 

- Line 305: Define u*. 
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* Done 'friction velocity' 

 1500 

- Line 406 references missing 

 

* Done 

 

- line 574 reference missing 1505 

 

* Done 
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