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Dear Editor, 

 

We have answered all the points given by both reviewers and the comments provided by A. 

Clappier, P. Thunis and the executive editor D. Ham. 

All our answers are written in blue. 

 

Best regards, 

The authors. 

 

 

 

Reviewer 1 
 

The study by Pommier et al., demonstrates the ability of two modelling setups to identify source 

contributions of particulate matter from different countries to multiple capital cities in Europe 

during a pollution episode. Overall, the paper does indeed demonstrate this and after some 

major revisions it should be suitable for publication in GMD. The main concerns I have with 

the manuscript is its lack of clarity in places. Firstly, the description of the source-receptor 

calculations needs to be more clearly discussed as it is not easy to follow to non-experts of this 

methodology. Secondly, the manuscript is compiled of lots of short sentences which lead to a 

stop-start flow with makes the manuscript more difficult to read. Thirdly, the comparisons 

between the models and the observed PM concentrations are satisfactory at best. For instance, 

many of the correlation statistics between the models and observations are below 0.5 and the 

mean biases (magnitude) are sizable. Therefore, I feel the authors really need to stress that the 

model comparisons are “satisfactory” and clearly state whether the metrics presented (e.g. P11) 

show the models are doing well or badly when compared to the observations.  

 

The authors would like to thank the reviewer 1 for his comments which help to improve our 

study. We have tried to clarify the points raised by the reviewer and to answer all remarks. Our 

responses are written in blue in this document. 

 

 

Finally, some of the figures are too busy and need to be made clearer. For instance, Figure 6 is 

overly complicated and takes a long time to fully digest.  

The Fig 6 and the text have been changed (see your last point). 

 

Also, the “agreement in the dominant contributor” in figure 8 between the models is not clear. 

How is this agreement determined? What statistical metrics are used? If this is already stated, 

then please make it clearer!  

We agreed it was a missing information. It has been added in the text. 

“This rate corresponds to the number of occurrences in the dominant contributor calculated for 

each hourly concentration in the 4-day forecast over each city. So, a number as 100% over a 

city shows that both models predict the same dominant country contributor during a 4-day 

forecast.” 

And (in bold): 

The mean agreement increases up to 75% for determination in the top 5 of the main country 

contributors to PM10 (Fig 11). In that case, the rate is calculated for the five main country 

contributors. A score of 100% means both models predict the same five main country 

contributors for each hourly concentration, but not necessarily in the same order.” 
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Minor Comments: P3 L71-73: Provide reference for the WHO health metric stated.  

The reference has been added. 

 

P3 L84: Space between “VOCs). The”.  

Done 

 

P4 L99-101: Please explain in detail how “source” and “receptor” are related in this work to 

make it clear for readers not familiar with this method.  

Additional information has been added (in bold): 

“With a such simulation comparison, the simulation with reduced emissions over a source 

region (e.g. a country) allows to highlight the impact of this source on the concentrations over 

a receptor, hereafter a city”. 

 

P5 L158: What is the new land-cover dataset used?  

The land-cover dataset merges information from GLC-2000 data-set 

(http://bioval.jrc.ec.europa.eu/products/glc2000/glc2000.php) and CLM database  

(http://www.cgd.ucar.edu/models/clm/). 

 

The GLC2000 and CLM data-sets through the following procedure: 

1. GLC2000 is used to define water, ice, urban and bare surfaces, and then ‘high’ and 

‘low’ vegetation (HV, LV). 

2. Where high vegetation is labelled as sparse, we allocate 50% as HV, 50% as LV. 

3. Where low vegetation is labelled as sparse, we allocate 50% as LV, 50% as bare. 

4. For each grid square we then allocate the HV and LV vegetation according to CLM 

categories. 

 

This information is provided in Simpson et al. (2017) – see pages from 116 to 118. 

 

P6 L168-169: Make it clear whether or not other BVOC emissions are used in the model other 

than isoprene and monoterpenes.  

We have added these following sentences: 

“The soil-NO emissions of seminatural ecosystems are specified as a function of the N-

deposition and temperature (Simpson et al., 2012). The biogenic DMS emissions are calculated 

dynamically during the model calculation and vary with the meteorological conditions 

(Simpson et al., 2016).” 

 

P6 L170: The definition of the “remainder” is unclear.  

It has been changed. Now it reads: 

“… the rest of primary PM defined as the remainder”. 

 

P7 L212-213: What do the authors mean by “we have harmonized the used of different 

parameters”? Do you mean that the setup and input/outputs of the model are been made as 

consistent as possible?  

The following information has been added (in bold): 

“To perform properly the analysis between both models, we have harmonized the use of 

different parameters such as the horizontal resolution, the anthropogenic emissions used, 

the definition of the city area and meteorological data used (Tab. 1).” 
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P8 L 222: Worth saying that the ECMWF operational system does not archive 3D precipitation 

fields when this is first discussed on P6.  

The information has been added (in bold): 

“An estimation of this 3D precipitation can be calculated by EMEP if this parameter is missing 

in the meteorological fields as in the data used in this work (see Section 2.4).” 

 

P8 L 247: Can the authors please elaborate on what they mean by “medium intensity”.  

The information “no more than three consecutive days beyond the WHO PM10 threshold” has 

been added to the sentence. 

 

P9 L256: What quantifies as “large concentrations”?  

It has been added: 

“Large concentrations (>60 μg/m3) were also predicted…” 

 

P10 L277: I suggest the authors change the word “enormous” to something more scientific.  

It has been changed (in bold): 

“...to calculate very large concentrations (e.g. hourly concentration higher than 200 

µg/m3)…” 

 

P11: L307-312: I suggest the authors re-write this paragraph as it is unclear and difficult to 

follow.  

It has been re-written. The main corrections are highlighted in bold: 

“LOTOS-EUROS is less correlated with the concentrations measured by the rural stations 

than EMEP (Fig. 4). However, as EMEP, LOTOS-EUROS also presents a lower bias with 

these rural stations in comparison with the urban stations. This is predictable since with 

such resolution, the model calculates mainly the urban background concentrations. By 

comparing the 5 cities having urban and rural stations, as done with EMEP, only the bias and 

the FGE between the predictions and the urban measurements are improved (Fig S4). It is also 

worth noting that the concentrations predicted by LOTOS-EUROS over these 5 cities are lower 

than the ones calculated by the EMEP model (in Fig. S3).” 

 

 

P11: The discussion of the different metrics is a bit over-kill here. If all this discussion is to be 

kept in the manuscript, can the authors at least specify what the numbers mean in terms of 

model performance (e.g. R=0.72 is reasonable and R=0.25 is poor).  

This information has been added in Section “3.2.1 Methodology”. 

“By knowing this point, we have stated that a comparison with the observations presenting for 

example a correlation coefficient equal to 0.5 or NMB lower than 15% are reasonable results 

(r ≥ 0.7 and NMB ≤ 10% are good results).” 

 

P13 L365-371: As mentioned above, I think the authors need to discuss in more detail the 

source-receptor methodology to make it clear to non-experts of this approach.  

It has been rewritten. The changes are highlighted in bold: 

“There are in total 31 runs for each date with reduced anthropogenic emissions. Each run 

corresponds to the perturbations for one of the 28 countries related to the 28 EU capitals, 

plus Iceland, Norway and Switzerland, giving the contribution for each country. 

To calculate the concentration of the pollutant integrated over the studied area, i.e. a selected 

city, coming from a source, we follow the equation (5): 

 
𝐶𝑠𝑜𝑢𝑟𝑐𝑒 =  

𝐶𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 − 𝐶𝑝𝑒𝑟𝑡𝑢𝑏𝑎𝑡𝑖𝑜𝑛

𝑥
  

(5) 
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With x the reduction in % (i.e. 0.15), Creference is the concentration of the pollutant integrated 

over the studied area from the reference run and Cpertubation is the concentration of the pollutant 

integrated over the studied area from the perturbation run. Thus, by differentiating over the 

studied area, the concentration from the perturbated run with the concentration 

provided by the reference run, we have an estimation of the influence of the source (i.e. 

country). By scaling with the reduction used (parameter x), it gives the estimated 

concentration related to the source.” 

 

 

P14 L415: “For the positive correlation, a clear feature appears” is an example of these short 

sentences which break the flow of the text.  

We have supposed that the reviewer wanted to quote “For the positive concentrations, a clear 

feature appears”. 

It has been deleted and replaced by the part in bold: 

“The main contributors to the “Domestic” PM10 are POM (~20%) and rest PPM (~30%) (which 

corresponds to the remainder of coarse and fine PPM), as noticed for the positive 

concentrations (Fig. 6a).” 

 

P15 Section 5.2: If the LOTUS model is using a different approach to that of EMEP, how are 

the emissions perturbed? This is not overly clear from the text as it stands.  

As explained in the introduction, LOTOS-EUROS does not use an emission perturbation 

scenario but a labelling technique. Thus, the model traces the pollutants through conserved 

atoms (C, N, S) related to emission sources. 

This technique is described in Section 4.2. 

 

 

P16 L458: What do the authors mean by “each at the end of the EMEP model”?  

We have supposed the reviewer wanted to quote “at the opposite of the EMEP model”. 

We agreed that this sentence was confusing. It has been changed as below: 

“As reminder, the EMEP model predicted a slightly larger influence from the “30 European 

countries” (35%) than from “Others” (25%).” 

 

P16 L459-462: The term “Rest” appears to represent the difference between the total PM and 

the sum of all its components. Is this the metric used to explain the “non-linearity in the 

chemistry? If so or if not, I think this sentence need to be rewritten to clear emphasis the 

definition of “Rest”.  

The sentence has been changed as: 

“In the list of LOTOS-EUROS PM10 components there is one named “Rest”. “Rest” 

corresponds to the difference between the total PM10 and the sum of all the components, and 

Fig. 8 shows that it is also a large component of this “Domestic” PM10”. 

 

P16 L467-8: Is this true? In section 3 I got the impression there was substantial disagreement 

between the models.  

That is certain that both models underestimate the larger peaks observed over the cities. 

However, both models agree between their predictions. 

The reader must remind that the predictions from both models are representative for a large 

area and will obviously underestimate the concentrations and the contributions for the larger 

peaks measured by a specific station. 

Thus, we have added this sentence in Section 6: 



5 

 

“It has also been shown in Section 3 that both models are representative for a large area and 

the predictions can underestimate the concentrations and the contributions for the larger 

concentrations measured by a specific station.” 

And in the conclusion: 

“It may suggest that the both models, which calculate the country contributions over the cities, 

defined by a large area, may underestimate the contribution measured by a specific station for 

the higher concentrations.” 

 

Figure 2: Could the country outlines be more clearly plotted.  

It has been changed. 

 

Figure 6: There is a lot of stuff is this plot, so could be good to make it simpler or bigger at 

least so easier to see everything. The calculation of non-linearity need to be explained more 

clearly in the manuscript. 

The figure has been split into two parts. Moreover, an explanation in the text has been added: 

“This non-linearity has been calculated for each hourly concentration as the standard deviation 

of the hourly contribution (which can be positive or negative) obtained by the three reduced 

emissions scenarios and weighted by the hourly total concentration by following the equation 

(6): 

 

𝑁𝑂𝑁𝐿𝐼𝑁𝐶𝑜𝑛𝑡𝑟𝑖𝑏 =  

√∑ (𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑖 − 𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
2𝑛

𝑖=1
𝑛

𝐶𝑡𝑜𝑡
 ×  100% 

(6) 

n corresponds to the number of perturbations used (n=3), Ccontrib is the hourly PM10 

concentration for a specific contribution (“Domestic” or “30 European countries” or “Others”) 

and Ctot is the hourly PM10 concentration.” 
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Reviewer 2 
 

 

We would like to thank the reviewer 2 for the helpful comments and corrections. We have 

answered the different points by highlighting our comments in blue. 

 

This paper compares two source apportionment methods. The methods are not clearly 

explained. Some clarifications are needed and there are some methodological flaws. Also the 

English used in this paper needs to be revised.  

Some parts of the introduction have been rewritten. 

 

Specific comments: 1. About the comparison between measured and modeled concentration. I 

understand that the author wants the compare the average concentration over an urban area. 

From model results it is easy to obtain this, averaging concentrations over some grid cells. 

Unfortunately you cannot obtain a comparable number from measurements. The stations are 

not equally distributed over the area of interest and the number of urban, rural and traffic 

stations might be different. Comparing an average of the stations with an average of the grid 

cells will introduce an additional uncertainty. Why not interpolate the model results at the 

station locations and compare with the measurements. A separate comparison for different 

station types should be made. I think the analysis for one cell, 9 cells and the GADM. I would 

restrict the analysis to stations inside the GADM.  

The comparison by interpolating the model grid cells to the stations present similar results as 

shown in the paper. The following examples present such comparison and they are comparable 

to Figs 3 & 4 in the ACPD manuscript. 

 

EMEP 

 
LOTOS-EUROS 



7 

 

 
Fig. Scatterplot between the hourly PM10 concentrations in µg/m3 over all the studied cities 

using the 9 grid cells definition, predicted by the EMEP model (top), LOTOS-EUROS (bottom) 

on December 06th 2016 and the observations of the urban sites (blue dot) and rural sites (red 

square). The EMEP predictions are interpolated to the observations. The four panels 

correspond to the different predictions from 3 days before the December 06th to the actual day, 

i.e. December 06th.  The correlation coefficient (r), the mean bias (MB), the normalized mean 

bias (NMB), the root-mean-square error (RMSE) and the fractional gross error (FGE) are 

provided on each panel.  

 

 

However, such comparison does not answer the question about the reliability of our predictions 

over the cities since the objective was to compare the average concentration and thus the 

average contribution over each city domain.  

We also agreed with a limited number of stations per city, the comparison remains difficult and 

a regional model will never predict the same concentrations than these sparse measurements. 

 

 

We have also decided to present the evaluation of the prediction over the cities for the 3 

definitions, since we aimed to test different definitions in our products. We also wanted to 

highlight the importance of the definition of the city boundaries to determine the country 

contribution. 

 

 

 

2. The non-linearity discussed Line 374 and following.  

The contributions of individual countries don’t have to theoretically sum up to the contribution 

of all countries reduced together. Even for small reductions there is some non-linearity. But the 

non-linearity is small for small reductions. The difference between the sum of individual 

contributions and the joint contribution can be positive or negative. I would not speak about 
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negative concentrations. You scale up to 100% but in fact you do a source apportionment of 

the top 15% of the PM10 column. That’s perfect and useful for policy. Achieving small 

emission reductions is already hard enough.  

It is an interesting comment from the reviewer. We have however preferred to keep the negative 

concentrations, since these concentrations highlight the compounds involved in the non-

linearity (NO3, H2O and NH4). 

 

3. Validation versus measurements.  

The validation shows quite big differences between model and measurements. What is the 

impact of this error on the source apportionment? To which extent can it be trusted? In regard 

of this error, which differences between the two methodologies are significant? How certain is 

it that the biggest contribution is really the biggest?  

That is certain that both models underestimate the larger peaks observed over the cities. 

However, both models agree between their predictions. 

The reader must remind that the predictions from both models are representative for a large 

area and will obviously underestimate the concentrations and the contributions for the larger 

peaks measured by a specific station. 

Thus, we have added this sentence in Section 6: 

“It has also been shown in Section 3 that both models are representative for a large area and 

the predictions can underestimate the concentrations and the contributions for the larger 

concentrations measured by a specific station.” 

And in the conclusion: 

“It may suggest that the both models, which calculate the country contributions over the cities, 

defined by a large area, may underestimate the contribution measured by a specific station for 

the higher concentrations.” 

 

4. Figure 6 Maybe it is more useful to present the analysis for some selected cities (and the 

others in Annex) than for all cities together. The behavior can be quite different across Europe. 

If non-linearity is small plots for one reduction percentage are sufficient. It is not clear to me 

which runs were done to obtain these plots.  

We have decided to keep the overall description in Fig. 6. 

However, the part describing the non-linearity (black horizontal bars) has been shown in 

another figure (now Fig. 7).  

 

By providing a figure as Fig. 6 for each city will add complexity. 

It is right that the impact of non-linearity is not similar for each city. Thus, we have decided to 

add an additional figure in the supplement with the following text, showing this non-linearity 

over each city. 
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Figure. S10 Mean hourly non-linearity in percent calculated for the “Domestic”, “30 European 

countries” and “Others” contributions, over the 34 European cities and for all 4-day forecasts 

(i.e. from 01-04 Dec to 09-12 Dec 2016). The non-linearity is presented for the cities defined 

by 1 grid cell (left row), 9 grid cells (middle row) and by the GADM (right row).  

 

In Section 5.1: 

“The mean non-linearity is not homogenously distributed over all cities as shown in Figure S10 

and may vary from date to date (not shown). It has remained limited even if some hourly 

contributions show higher non-linearity. In maximum, 3% of the calculated hourly 

contributions for all 4-day forecasts over the selected cities have a non-linearity higher than 

5% (not shown).” 

 

Indeed, even if some hourly non-linearities may present larger values, the amount of these large 

non-linearities is limited as shows with this distribution for the 9 grid cells definition: 
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Figure: Distribution of the non-linearity for the “Domestic”, “30 European countries” and 

“Others” contribution. The line that divides the boxes into two parts represents the median of 

the data. The end of the boxes shows the upper and lower quartiles. The extreme lines show 

the highest and lowest value excluding outliers which are represented by grey diamonds 

(almost seen as a line). The red dots correspond to the mean of each data set. 

 

We have also added these sentences in the conclusion: 

“Even if this non-linearity is not identical for all cities and for the different dates, the larger 

non-linearities (>5%) impact only 3% of all the calculated hourly contributions. However, the 

non-linearity related to the reduction of each emission precursor has not been calculated in the 

study for computational reason.” 

 

Concerning the runs used for this figure, we have added an additional information in the text: 

“This figure is a result of the perturbation runs by separating the positive and the negative 

concentrations obtained in the calculations. The concentrations have also been gathered by 

their calculated origin”. 

 

On line 358 is mentioned that emission per country where reduced with 15%. Are precursors 

reduced one by one or all together?  

All the anthropogenic emissions are reduced simultaneously. It was explained in the following 

sentences (lines 361-363). However, we have added the word “anthropogenic” since it was 

missing. 

“The perturbation runs are done for anthropogenic emissions of CO, SOx, NOx, NH3, NMVOC 

and PPM (primary particulate matter). For computational efficiency, in the perturbation 

calculations, all anthropogenic emissions in the perturbation runs have been reduced here 

simultaneously.” 

  

As also mentioned previously, there is now this sentence in the conclusion: 

“However, the non-linearity related to the reduction of each emission precursor has not been 

calculated in the study for computational reason.” 

 

How is the non-linearity calculated? Is it calculated as a share of the total concentration (Line 

506). In my opinion it is more correct to use the concentration change as reference? 

In the section 5.1, we have added an explanation about the calculation in the non-linearity: 
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“This non-linearity has been calculated for each hourly concentration as the standard deviation 

of the hourly contribution (which can be positive or negative) obtained by the three reduced 

emissions scenarios and weighted by the hourly total concentration by following the equation 

(6): 

 

𝑁𝑂𝑁𝐿𝐼𝑁𝐶𝑜𝑛𝑡𝑟𝑖𝑏 =  

√∑ (𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑖 − 𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
2𝑛

𝑖=1
𝑛

𝐶𝑡𝑜𝑡
 ×  100% 

(6) 

n corresponds to the number of perturbations used (n=3), Ccontrib is the hourly PM10 

concentration for a specific contribution (“Domestic” or “30 European countries” or “Others”) 

and Ctot is the hourly PM10 concentration.” 

 

It is important to remind, that our calculated contribution (Eq. 5), corresponds to the change in 

concentrations related to the change in emissions. 

 

 

5. Comparability of the two methodologies. For primary pollutants both source apportionment 

methodologies are comparable. Differences are due to differences in the models (transport, 

deposition,..). But for secondary PM the methods don’t necessarily give the same result. E.g. 

an amount of NOx emitted somewhere can result in a certain ammonium nitrate concentration 

in the receptor. If NOx is emitted in excess (ammonia limited regime) an emission reduction 

will have little effect at the receptor point. On the other hand, in the NOx limited regime the 

same NOx reduction will have a big impact. The labeling method will give the same result in 

both cases while the ‘perturbations’ method will give different results. Hence, comparing 

contributions calculated by the two models is not very useful. The statement on line 513 is not 

complete: differences are not only due to differences in aerosol chemistry between the models. 

The reviewer raises an important point. 

The following sentences have been added in Section 6: 

“It is also related to the differences in both methodologies (e.g. Clappier et al, 2017b). Indeed, 

an emission reduction and a labelling technique will not necessarily provide the same results 

for the secondary PM. An emission reduction depends on the atmospheric composition already 

present. For example, an amount of NOx emitted over a source can result in a certain NH4NO3 

concentration in the receptor. If this NOx is emitted in excess (NH3 limited regime), a NOx 

emission reduction will have a small effect at the receptor point. On the other hand, in the NOx 

limited regime, the same NOx reduction will have a large impact. The labelling method will 

give the same result in both cases while the scenario approach will give different results.” 

 

6. Figure 8 How is the percentage of agreement defined? I think it’s more useful to present this 

for individual cities.  

We agreed it was a missing information. It has been added in the text. 

“This rate corresponds to the number of occurrences in the dominant contributor calculated for 

each hourly concentration in the 4-day forecast over each city. So, a number as 100% over a 

city shows that both models predict the same dominant country contributor during a 4-day 

forecast.” 

And (in bold): 

The mean agreement increases up to 75% for determination in the top 5 of the main country 

contributors to PM10 (Fig 11). In that case, the rate is calculated for the five main country 

contributors. A score of 100% means both models predict the same five main country 

contributors for each hourly concentration, but not necessarily in the same order.” 
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In Fig. 8 we have decided to show the mean agreement since to present 34 figures will be 

unreadable. However, the agreement was calculated for each other compound, as shown below: 

 

 

 

 

 



13 

 

 

 
Fig. Agreement in the determination of the dominant country contributor for SO4, NO3, NH4, 

EC and POM in percent, and for each 4-day forecast (01-04 Dec 2016, 02-05 Dec 2016, 03-06 

Dec 2016, 04-07 Dec 2016, 05-08 Dec 2016, 06-09 Dec 2016, 07-10 Dec 2016, 08-11 Dec 

2016, 09-12 Dec 2016) over all the cities using the 9 grid cells definition. 

 

 

 

 

 

Technical comments:  

Line 30: change ‘15% factor’ > ‘15% emission reduction’. This 15% is not a factor. I think it’s 

confusing. Change this in the whole paper.  

It has been changed. 

 

Line 3033: revise grammar, sentence too long. We found that the combination of a 15% 

reduction and a larger domain help to reduce...  

It has been corrected. 

 

Line 36: split sentence  

Done. 

 

Line 68: crops yields > crop yields  

It has been corrected. 

 

Line 71: states > better established/proposed a PM10 limit value  
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Changed. 

 

Line 77-79: very unclear contradictory sentence. If a pollutant has a short life time it’s impact 

is close to the source and long-range transport doesn’t matter much. Is PM10 really so short 

lived compared to other pollutants (like NO2). The concentration of PM10 is rather uniform 

compared to the latter.  

We have added the following information (in bold): 

“Due to the relative short atmospheric life time (from some hours to days), the variability is 

impacted by local sources, meteorological conditions affecting dispersion and long-range 

transport as well as chemical regimes controlling the efficiency of secondary formation.” 

 

Line 81: atmospheric processing? > formed by chemical reactions in the atmosphere.  

It has been changed as requested. 

 

Line 85: traffic and transport, all traffic is transport  

The word “traffic” has been deleted. 

  

Line 86: biomass burning refers to burning wood for heating. It is an anthropogenic source. 

You mean wild fires?  

It has been replaced by “forest fires”. 

 

Line 95: Revise grammar and content. With a country source calculation...????  

It has been changed. 

“A country source calculation allows to tackle the emissions from the countries responsible for 

the air pollution episode.” 

 

Line 98: revise. Something like: The EMEP calculations use reductions of anthropogenic 

emissions...  

Now it reads: 

“The EMEP calculations use reduced anthropogenic emission scenario and compare to a 

reference run where no changes are applied.” 

 

Line 115: Both models are part of...  

It has been changed. 

 

Line 122: Use a consistent terminology. You say ‘SR system’ and the next paragraph is called 

‘SA system’. A source receptor (SR) model is not a source apportionment (SA) system. Check 

this through the whole paper. Line 123 and 126: SR? I think it you mean source apportionment.  

Line 130: be consistent. SR product (should be source apportionment product)... real-time 

source allocation (=? source apportionment)  

Thank you to notice this error. 

To be consistent, we have used the term of “source contribution” as presented on the website. 

https://policy.atmosphere.copernicus.eu/SourceContribution.php 

 

Line 132: for the 28 EU capitals, plus Bern, Oslo and R.  

Changed. 

 

Line 145: too long, split up  

Done. 
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Line 153: ...but the model has also been used...  

It has been changed. 

 

Line 161: sigma coordinates? There are... > grammatically incorrect sentence  

It has been replaced by: 

“The PBL is located within approximately the 10 lowest model levels…” 

 

Line 212: word order! ...cover a slightly different domain...  

Corrected. 

 

Line 119: ...by the IFS  

“the” has been added.  

Since it was the first time that IFS was defined in this paper, we kept the definition and now it 

reads: “by the Integrated Forecasting System (IFS) of ECMWF”.  

 

Line 236: 1 (grid) cell ... 9 (grid) cell... There is only one grid.  

It has been corrected. 

 

Line 237: The latter...  

It has been changed. 

 

Line 238: ... living area... better ‘urban area’ or ‘build up area’  

It has been changed as “build-up area” as requested. 

 

Line 244: BCs ? boundary conditions?  

Yes, it corresponds to “boundary conditions”. We forgot to define this abbreviation. It has been 

added when we explained the BCs used, i.e. at the former line 225. 

 

Line 250: repetition  

It has been corrected. 

 

Line 255: until fronts moved in  

It has been corrected. 

 

Line 258: metrics  

Corrected. 

 

Line 259: To properly estimate  

Corrected 

 

Line 267: N is the number of the reference dataset? The number of what? Hours? Days?  

We have added the following information (in bold): 

“number of the reference data set (e.g. number of observations).” 

 

Line 283: grid cell  

Changed. 

 

Line 285: city edge > city boundary  

Changed. 
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Line 298: ...smoothed over a large domain... Do you mean smoothed over a grid cell? Mis-

interpretation > underestimation. So, the correlation is similar for urban and rural stations but 

urban stations have a bigger bias. That’s because peaks are smoothed out over the full cell.  

It has been changed. Now it reads: 

“In Figure 3, it is also clear that the EMEP model has difficulties to reproduce the highest 

concentrations measured by the urban stations which are probably smoothed by the model over 

the large grid cells as the ones defining the cities. The underestimation in the largest urban 

concentrations is highlighted by the comparison with the rural stations.” 

 

Line 303: By comparing only the 5... remove the comma  

Done. 

 

Line 309: grammatically incorrect  

It has been corrected. 

 

Line 312: ...than the ones from the EMEP model  

Now it reads: 

“…than the ones calculated by the EMEP model”. 

 

Line 315: globally > In general  

It has been changed. 

 

Line 318: ...at the urban...  

It has been changed. 

 

Line 332: negative correlation coefficients? Can you explain this better?  

It is tricky to interpret these negative coefficients with such limited number of stations. We 

have added a sentence: 

“The correlation coefficient with the rural stations remains difficult to interpret related to the 

limited number of stations available.” 

 

Line 393: only ... as well as... confusing formulation  

“as well as” has been replaced by “and”. 

 

Line 401: ...one source area.  

Corrected. 

 

Line 445: Averaging out over more cells reduces non-linearity. I would not use the term 

‘negative concentrations’  

It has been changed. Now it reads: 

“Averaging out over the larger grids reduces globally the non-linearity.” 

 

Line 454: confirms the global feature > shows the same trend (?)  

It has been replaced by “general trend”. 

 

Line 475: reformulate  

Done. Now it reads: 

“showing that the mean value in the agreement for both compounds is reduced by a few low 

values” 
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Line 522: ...probably foresees an underestimation... unclear formulation. 

“foresees” has been replaced by “suggests” 
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P. Thunis 
 

We would like to thank Philippe Thunis for his helpful comments. We have tried to answer all 

his remarks below. 

We also apologize for our missing points in our analysis and we are very grateful for all the 

details provided by Philippe Thunis. 

We also would like to remind that we aimed to provide in this study, the origin of the PM under 

current conditions and thus to provide the information which sectors/regions to target. 

Effectivity of measures as such is not aimed for here. 

 

In this publication, the Authors compare two different source apportionment approaches 

(referred as “scenario” and “labeling”) and conclude that they reach a satisfactory agreement 

(68% for PM10, 50% for SIA) between the two methods for a few-days episode analyzed in 

more than 30 cities. This claim of a satisfactory agreement is based on numbers that represent 

average results across cities and forecast days. While this average agreement/non-agreement 

probably represents a necessary first step, it is not sufficient in my view. Given the capacity of 

air quality models to deliver highly resolved data in terms of space and time, a user will mostly 

be interested in the results for a specific city and specific day. When looking at results detailed 

in terms of city and forecast day (Figure 9 and box-plots 8 and 10), the agreement is quite low 

for some cities/days.  

 

In Fig. 8 we have decided to show the mean agreement since to present 34 figures (one for each 

city) will be unreadable. However, in the preparation of our study, the agreement was also 

calculated for each component, as shown below: 
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Agreement in the determination of the dominant country contributor for SO4, NO3, NH4, EC and POM in 

percent, and for each 4-day forecast (01-04 Dec 2016, 02-05 Dec 2016, 03-06 Dec 2016, 04-07 Dec 2016, 05-

08 Dec 2016, 06-09 Dec 2016, 07-10 Dec 2016, 08-11 Dec 2016, 09-12 Dec 2016) over all the cities using the 

9 grids definition. 

 

Moreover, a low agreement between the two methods for some cities/days is not surprising. 

Indeed, conceptual differences do exist between the scenario and tagging/labeling approaches 

that have been shown to generate important differences in terms of results for non-linear 

compounds (see for example Burr and Zang 2011, Grewe et al. 2010, Thunis et al. 2019). This 

point was also made by Kranenburg et al. (2013) themselves. In their work, Clappier et al. 

(2017) and Grewe et al. (2010) explained conceptually why these two approaches do not lead 

to comparable results for non-linear compounds and concluded that these two methods should 

serve different purposes. Given the above points, I find the Author’s conclusions surprising and 

also misleading in terms of their implications on air quality management practices as they 
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suggest that both methods are equally suited for calculating source contributions (see e.g. lines 

113-114) when this is known not to be the case.  

We have changed the sentence in the abstract: 

“Better results are found in the determination the dominant country contributor for the primary 

component (70% for POM and 80% for EC) than for the secondary inorganic aerosols (50%) 

which is predictable due the conceptual differences in the source attribution used by both 

models.” 

 

We also added this sentence in the introduction: 

“Thus, the scenario approach is more appropriate in the calculation of the source contribution 

for the primary PM components than for non-linear species such as the secondary components 

(e.g. Burr and Zhang, 2011, Thunis et al., 2019).” 

and the following information (in bold): 

“Even if both methodologies mainly aim to answer two different questions, i.e. the 

emission control scenarios with the scenario approach and the attribution of 

concentrations from a source by the labelling technique, it is still useful to estimate the 

reliability of both methodologies in the estimation of the source contribution to PM10 

concentrations. For example, it is important to ensure that the non-linearity, related to 

the perturbation used in the scenario approach, has a limited impact on the calculated 

contributions and to show that both methodologies may present similar results in the country 

source attribution.” 

 

A few other points are raised below.  

- As shown by Clappier et al. (2017) or Kranenburg et al. (2013), the results of the scenario 

and labeling techniques would lead to identical results for the linear fraction of PM (primary), 

if obtained with the same underlying air quality model. The level of agreement obtained for 

primary compounds like EC therefore provides quantitative information on the difference 

caused by the underlying model (LOTOS vs. EMEP). On the other hand the difference in 

agreement between primary and secondary (NO3, SO4 or NH4 Figures 8 and 10) is a direct 

consequence of the apportionment of the secondary fraction which conceptually differs in the 

two methods. The lower agreement for SIA than for primary is not only due to differences 

between EMEP and LOTOS as suggested at lines 477-478, but also, according to me, because 

of the conceptual differences between the labeling and scenario approaches.  

We agreed. The following sentences have been added in Section 6: 

“It is also related to the differences in both methodologies (e.g. Clappier et al, 2017b). Indeed, 

an emission reduction and a labelling technique will not necessarily provide the same results 

for the secondary PM. An emission reduction depends on the atmospheric composition already 

present. For example, an amount of NOx emitted over a source can result in a certain NH4NO3 

concentration in the receptor. If this NOx is emitted in excess (NH3 limited regime), a NOx 

emission reduction will have a small effect at the receptor point. On the other hand, in the NOx 

limited regime, the same NOx reduction will have a large impact. The labelling method will 

give the same result in both cases while the scenario approach will give different results.” 

 

We have also added this sentence in the conclusion: 

“The differences seen are mainly related to the SIA and is a direct consequence of the difference 

between both methodologies used.” 

 

-The impact of the reduction percentage used in the scenarios is shown as an average over cities 

and forecast days (Figure 6). It is unclear how the average indicator has been obtained (have 

negative and positive differences been summed-up in absolute term?) but even if in absolute 
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terms, the average process does not show the real level of non-linearity obtained for specific 

cities and days. Thunis et al. (2016) have shown, based on LOTOS_EUROS simulations, that 

non-linearities could reach more that 5 to 10% on daily values and that the “interaction non-

linearity (ignored in the current work) was the dominating factor (up to 20% in some cities). 

The level of non-linearity obtained here (around 1%) is very low and therefore surprising. It 

would interesting to see detailed values of this non-linear indicator for each city/day. 

 

In the section 5.1, we have added an explanation about the calculation in the non-linearity: 

“This non-linearity has been calculated for each hourly concentration as the standard deviation 

of the hourly contribution (which can be positive or negative) obtained by the three reduced 

emissions scenarios and weighted by the hourly total concentration by following the equation 

(6): 

 

𝑁𝑂𝑁𝐿𝐼𝑁𝐶𝑜𝑛𝑡𝑟𝑖𝑏 =  

√∑ (𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑖 − 𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
2𝑛

𝑖=1
𝑛

𝐶𝑡𝑜𝑡
 ×  100% 

(6) 

n corresponds to the number of perturbations used (n=3), Ccontrib is the hourly PM10 

concentration for a specific contribution (“Domestic” or “30 European countries” or “Others”) 

and Ctot is the hourly PM10 concentration.” 

 

It is important to remind, that our calculated contribution (Eq. 5), corresponds to the change in 

concentrations related to the change in emissions. 

 

 

It is also right that we did not study in this work the non-linearity between the different PM10 

precursors. As explained in the paper, to perform a test related to the non-linearity in the 

reduction of each individual precursor will be too time consuming. 

Without to count the 9 reference runs corresponding to each date; it will represent in total 1395 

runs: 9 dates * 31 countries (sources) * 5 anthropogenic emissions (CO, SOx, NOx, NH3, 

NMVOC and PPM). To perform a complete analysis, it should also be done for the three 

perturbations, namely 5, 15 and 50%, and it will result to 4185 runs in total. 

To perform our study, we already did 837 4-day runs: 9 dates * 31 countries * 3 perturbations 

+ 9 reference runs.  

These numbers of runs do not take into account the postprocessing of the simulations over the 

34 studied cities. 

 

We have added this sentence in section 4.1.2: 

“In total, 847 4-day runs have been performed in this work (9 reference runs, and 9 dates × 31 

countries × 3 perturbations runs).” 

And the following information (in bold) in Section 5.1: 

“This also shows that the responses to perturbation runs are robust, even if only the non-

linearity in the chemistry related the perturbation used, and not the one related to the 

reduction of each emission precursor, has been estimated in this study as mentioned in 

Section 4.1.” 

 

The non-linearity presented below, shows the variability of this non-linearity for each date over 

the different cities. The non-linearity remains low. 
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Figure: Mean hourly non-linearity in percent calculated for the “Domestic”, “30 European 

countries” and “Others” contributions, over the 34 European cities and for each 4-day forecast 

individually (from 01-04 Dec to 09-12 Dec 2016). The non-linearity is presented for the cities 

defined by 1 grid cell (left row), 9 grid cells (middle row) and by the GADM (right row). 

 

 

Even some hourly non-linearities may present larger values, the amount of these large non-

linearities is limited as shows with this distribution for the 9 grid cells definition: 

 
Figure: Distribution of the non-linearity for the “Domestic”, “30 European countries” and 

“Others” contribution. The line that divides the boxes into two parts represents the median of 

the data. The end of the boxes shows the upper and lower quartiles. The extreme lines show 

the highest and lowest value excluding outliers which are represented by grey diamonds 

(almost seen as a line). The red dots correspond to the mean of each data set. 

 

We have also added this sentence in the manuscript: 

“The mean non-linearity is not homogenously distributed over all cities as shown in Figure S10 

and may vary from date to date (not shown). It has remained limited even if some hourly 

contributions show higher non-linearity. In maximum, 3% of the calculated hourly 

contributions for all 4-day forecasts over the selected cities have a non-linearity higher than 

5% (not shown).” 

 

With this following figure: 
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Figure. S10 Mean hourly non-linearity in percent calculated for the “Domestic”, “30 European 

countries” and “Others” contributions, over the 34 European cities and for all 4-day forecasts 

(i.e. from 01-04 Dec to 09-12 Dec 2016). The non-linearity is presented for the cities defined 

by 1 grid cell (left row), 9 grid cells (middle row) and by the GADM (right row).  

 

 

We have also added these sentences in the conclusion: 

“Even if this non-linearity is not identical for all cities and for the different dates, the larger 

non-linearities (>5%) impact only 3% of all the calculated hourly contributions. However, the 

non-linearity related to the reduction of each emission precursor has not been calculated in the 

study for computational reason.” 

 

 

 

 - When noting that the results of scenario and labeling differed for non-linear species, 

Kranenburg et al. (2013) compared a 5% scenario reduction with a simulation where only 5% 

of the emissions where labeled. Could the Authors explain why they did not label only 15% of 

the emissions in this comparison?  

The answer here is simply that labelling 5% would give the same signal as 15%, only a factor 

three different in absolute terms. We chose the 5% scenario simulations to keep to the same 

pollution regime and illustrate its behaviour. With that belongs the 5 % labelling contribution, 

which would be the same as labelling 15% and divide by three. In this comparison, we 

multiplied the EMEP results to go from 15 to 100%, we could also divide our labelling results 

by 100/15 to get the same comparison. Hence, it would not change our results. And by going 

to 100% you could check the non-linearity issue. 
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A. Clappier 
 

We would like to thank Alain Clappier for his comments, and we apologize that our analyse 

could mislead him to unclear conclusions. 

We have answered the remarks below, highlighted in blue. 

 

In this article, the authors compare two different source apportionment methods, both able to 

evaluate how different emission sources contribute to the formation of PM concentrations. The 

first method is a scenario approach method. It is implemented using the EMEP model to 

calculate the impact of the reduction of each individual source. The second method is a 

labelling approach. It is implemented using the LOTOS-EUROS model to calculate the 

contribution of different sources tracing the mass of the emitted pollutants throughout the 

different processes computed by the model.  

The authors explain that the two methods are comparable only if the concentrations changes 

related to the scenario approach are not impacted by the non-linearity: Lines 111 to 114 “This 

highlights the importance to estimate the reliability of both methodologies in the attribution of 

sources to PM10 concentrations, e.g. to ensure that the concentrations changes related to the 

scenario approach are not impacted by the non-linearity and to show that both methodologies 

present similar results.”  

 

I have a first serious concern with the way the authors are testing the linearity using the scenario 

approach: In their article Thunis P. and Clappier A. (2014) show that the non-linearity between 

emissions and concentrations can affect the impact of the reduction of each individual emission 

precursors (the concentration reduction is not proportional to the emission reduction) as well 

as the impact of the reduction of all the emission precursors (the concentration reduction 

resulting from the reduction of all the precursors simultaneously is not equal to the sum of the 

concentration reductions resulting from each individual precursor emission).  

To test the linearity the authors performed different simulations with EMEP reducing of 5, 15 

and 50% all the precursors simultaneously. They claim that reducing the emissions 

simultaneously or separately may lead to a slight different results.  

Lines 383 to 384: “Furthermore, by reducing the emissions simultaneously or separately may 

lead to a slight different result in the concentrations, but as mentioned previously, this effect is 

not addressed in this work for computational reason.”  

How can they claim that the difference between simultaneous reductions and individual 

reductions is slight. They did not show any results of such test which quantify this difference. 

Thunis P. et al (2015) show that the non-linearity resulting from the interactions between the 

different emission precursors is higher than the non-linearity resulting from different reduction 

percentages. The test performed by the authors can evaluate only a part of the non-linearity 

which is most likely not the most important part. This test is clearly not sufficient to evaluate 

the degree of non-linearity. If I refer to what the authors claim lines 111 to 114, they are unable 

to ensure that the scenario approach and the labelling approaches will give similar results.  

 

Alain Clappier has highlighted an important point. 

 

We agreed that the word “slight” was inappropriate, especially without to show a comparison. 

It has been deleted. 

 

As also explained in the paper, to perform a test related to the non-linearity in the reduction of 

each individual precursor will be too time consuming. 
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Without to count the 9 reference runs corresponding to each date; it will represent in total 1395 

runs: 9 dates * 31 countries (sources) * 5 anthropogenic emissions (CO, SOx, NOx, NH3, 

NMVOC and PPM). To perform a complete analysis, it should also be done for the three 

perturbations, namely 5, 15 and 50%, and it will result to 4185 runs in total. 

To perform our study, we already performed 837 4-day runs: 9 dates * 31 countries * 3 

perturbations + 9 reference runs.  

These numbers of runs do not consider the postprocessing of the simulations over the 34 studied 

cities. 

 

We have added this sentence in section 4.1.2: 

“In total, 847 4-day runs have been performed in this work (9 reference runs, and 9 dates × 31 

countries × 3 perturbations runs).” 

And the following information (in bold) in Section 5.1: 

“This also shows that the responses to perturbation runs are robust, even if only the non-

linearity in the chemistry related the perturbation used, and not the one related to the 

reduction of each emission precursor, has been estimated in this study as mentioned in 

Section 4.1.” 

 

The sentence from line 111 to 114 which was: 

“This highlights the importance to estimate the reliability of both methodologies in the 

attribution of sources to PM10 concentrations, e.g. to ensure that the concentrations changes 

related to the scenario approach are not impacted by the non-linearity and to show that both 

methodologies present similar results.” 

aimed to pinpoint the importance to compare both methodologies in our study. 

However, to clarify our point, we have modified it. Now it reads: 

 “Even if both methodologies mainly aim to answer two different questions, i.e. the 

emission control scenarios with the scenario approach and the attribution of 

concentrations from a source by the labelling technique, it is still useful to estimate the 

reliability of both methodologies in the estimation of the source contribution to PM10 

concentrations. For example, it is important to ensure that the non-linearity, related to 

the perturbation used in the scenario approach, has a limited impact on the calculated 

contributions and to show that both methodologies may present similar results in the country 

source attribution.” 

 

We have also added these sentences in the conclusion: 

“Even if this non-linearity is not identical for all cities and for the different dates, the larger 

non-linearities (>5%) impact only 3% of all the calculated hourly contributions. However, the 

non-linearity related to the reduction of each emission precursor has not been calculated in the 

study for computational reason.” 

 

I have a second serious concern with the way the authors have interpreted the conclusions of 

the article of Clappier et al. (2017):  

In their article, Clappier et al. (2017) illustrate with simple examples that the scenario approach 

and the labelling approaches gives similar results only if the concentrations changes related to 

the scenario approach are not impacted by the non-linearity for any kind of percentage 

reductions from 0 to 100%. This happens for non-reactive species.  

Clappier et al. (2017) illustrate also that, even if the scenario approach often shows linearity 

between emissions and concentrations for a limited reduction fraction (below 50% for 

example), the results provided by the scenario approach and the labelling approaches are 



29 

 

different. That means it is expected that the two methods tested in this article will give different 

results, even before to start complex simulations.  

If I refer again to what the authors claim lines 111 to 114, they should not compare the results 

of the scenario approach and the labelling approaches because we know they are different. 

Moreover, comparing different methods using different models ensure with a great certainty 

that the results will be different. Then, how can we interpret the authors’ conclusions? Lines 

518 to 519 “It was shown that the results from both source apportionment methodologies agree 

in average by 68% in the determination the dominant country contributor to the hourly PM10 

concentrations and 75% for the top 5 of these country contributors”. Are the disagreements 

shown by the results due to the discrepancy between the methods or to the difference between 

the models?  

As mentioned previously, the sentence in lines 111-114 has been changed. We have also added  

(in bold), the following information in the abstract: 

“Better results are found in the determination the dominant country contributor for the primary 

component (70% for POM and 80% for EC) than for the secondary inorganic aerosols (50%) 

which is predictable due the conceptual differences in the source attribution used by both 

models.” 

And in the introduction: 

“Thus, the scenario approach is more appropriate in the calculation of the source contribution 

for the primary PM components than for non-linear species such as the secondary components 

(e.g. Burr and Zhang, 2011, Thunis et al., 2019).” 

 

Since the difference in the contributions is mainly seen in the SIA, it shows that it is a clear 

result related to the difference between both methodologies.  

For this reason, we have added this sentence in the conclusion: 

“The differences seen are mainly related to the SIA and is a direct consequence of the difference 

between both methodologies used.” 

 

 

It is also important to note that we have added this following information in the Section 6: 

“It is also related to the differences in both methodologies (e.g. Clappier et al, 2017b). Indeed, 

an emission reduction and a labelling technique will not necessarily provide the same results 

for the secondary PM. An emission reduction depends on the atmospheric composition already 

present. For example, an amount of NOx emitted over a source can result in a certain NH4NO3 

concentration in the receptor. If this NOx is emitted in excess (NH3 limited regime), a NOx 

emission reduction will have a small effect at the receptor point. On the other hand, in the NOx 

limited regime, the same NOx reduction will have a large impact. The labelling method will 

give the same result in both cases while the scenario approach will give different results.” 

 

 

 

I have a third serious concern with the way the authors interpret the capacity of the labelling 

and the scenario approaches to represent the reality:  

Lines 386 to 388 the authors mention that: “In their study, Kranenburg et al. (2013) have shown 

that this technique [the labelling approach] provides more accurate information about the 

source contributions than using a brute force approach with scenario runs as the chemical 

regime remains unchanged.”  

The relation between emissions and concentrations is non linear is the real world as well as in 

the numerical models. If the results of the scenario approach are changing according to the 

percentage of reduction and/or the number of reduced emission sources, it is simply because 
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this method is able to reflect reality. Since the reality is non-linear, the scenario approach 

method behaves non-linearity. If it is used correctly the method can even quantify the degree 

of non-linearity.  

The labelling approach gives always one unique result, regardless of the degree of non-linearity 

of the system under study. Because they are not impacted by the nonlinearity, the results are 

certainly much easier to show. But they give no information about non-linearity showing that 

the method does not reflect how the system change when the emission change. I fully agree 

with the authors when they write about the labelling approach: lines 108 to 109, “However, it 

is not designed to study the impact of emission abatement policies to pollutants 

concentrations...”. It appears clearly that it is nonsense to claim that the labelling approach 

provides more accurate information about the source contributions than using a brute force 

approach with scenario runs as the chemical regime remains unchanged.  

We have deleted this sentence in our manuscript, which was given in Kranenburg et al. (2013). 

 

As mentioned in our answer to the previous comment, the difference between both 

methodologies, based on the non-linearity in the “reality” and in the models is explained in 

Section 6. 

 

To conclude: This article shows significant gaps in the design of the different test as well as in 

the analysis of the results. I do not understand the usefulness to compare results if it is known 

in advance that they will be different and if it is know it will be not possible to find the origin 

of the differences.  

Even their respective limitations, we still think that both approaches provide complementary 

information on source contributions and PM10 composition.  

The use of both techniques is very useful for quality assurance purposes and our study 

demonstrates the ability of two modelling approaches to identify source contributions of 

particulate matter from different countries to several cities in Europe during a pollution 

episode. The results show a large degree of similarity which is a key result and should be 

appreciated as there is no way to arrive at the true source apportionment (see FAIRMODE 

documentation by Mircea et al, in prep) 

 

Thunis, P. and A. Clappier, 2014. Indicators to support the dynamic evaluation of air quality 

models, Atmos. Environ., 98, 402-409 Thunis P., A. Clappier, E.Pisoni, B.Degraeuwe, 2015: 

Quantification of non-linearities as a function of time averaging in regional air quality modeling 

applications, Atmospheric Environment, 103, 263-275. Clappier A., C. Belis, D. Pernigotti and 

P. Thunis, 2017: Source apportionment and sensitivity analysis: two methodologies with two 

different purposes. Geosci. Model Dev., 10, 4245-4256. 
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D. Ham 
 

We would like to thank the Editor David Ham to highlight these issues and we would like to 

apologize for our previous lack. 

We have corrected the missing points. Please find our answers written in blue. 

 

I am writing as executive editor to bring to your attention several ways in which this manuscript 

currently does not comply with GMD policy. These issues will need to be addressed before 

any revised manuscript could be accepted for publication. 

 

Title 

As per https://www.geoscientific-model-development.net/about/manuscript_types. 

html#item4, the names and version numbers of the models being evaluated need to be included 

in the title of the manuscript. Please change the title accordingly. 

It has been corrected. The title is now: 

“Prediction of source contributions to urban background PM10 concentrations in European 

cities: a case study for an episode in December 2016 by using EMEP/MSC-W rv4.15 and 

LOTOS-EUROS v2.0 - Part.1 The country contributions” 

 

EMEP code on GitHub 

GitHub is an excellent development platform, but it is not an archival location suitable for the 

code used in a paper. Indeed, even GitHub themselves tell you to use Zenodo 

(https://guides.github.com/activities/citable-code/). Please therefore archive (probably using 

Zenodo) the precise version of EMEP used in this manuscript, and cite it from the code and 

data availability section. The Zenodo archive will give you the entry to paste into BibTeX or 

another reference manager. 

LOTOS-EUROS code archive 

LOTUS-EUROS causes more issues because the code is not open source. It claims to be open 

source, however reading its licence indicates that this is not actually true because redistribution 

is prohibited (see https://opensource.org/osd item 1). This means that properly archiving the 

version of LOTUS-EUROS used will not be possible. Instead, GMD policy requires you to 

point out that LOTUS-EUROS is only available under a restricted licence. It remains critical 

that the manuscript identifies the exact version used in order to enable the results to be 

reproduced. The manuscript should also not make the incorrect claim that the software is open 

source. It is unfortunate that this claim is made on the website, however that is not a reason to 

reproduce the error in the manuscript. 

Data availability is missing 

This manuscript describes a model evaluation campaign. The models were driven using data, 

and evaluated using data. The code and data availability section needs to point the user at the 

persistent public archives for the precisely identified code that was used. For a model 

evaluation paper, this is likely to make this section quite expansive, in contrast with its current 

brief extent. 

Configuration files, run scripts and evaluation scripts 

Reproducibility also demands that the exact configuration files and scripts used to run the 

models are presented, along the scripts used to process and evaluate the model output. Please 

also archive and cite this data. 

For a fuller description of GMD’s code and data evaluation policy, please see: https: 

//opensource.org/osd 

 

It has been corrected. Now it reads: 
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“The EMEP model is an open source model available on 

https://doi.org/10.5281/zenodo.3355041. The base-code of LOTOS-EUROS is available under 

the license on https://lotos-euros.tno.nl/, but the code used for this study, including the source 

apportionment is only available in cooperation with TNO. The data processing and analysis 

scripts are available upon request.” 
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Revised manuscript: 

 

Prediction of source contributions to urban background PM10 

concentrations in European cities: a case study for an episode in 

December 2016 by using EMEP/MSC-W rv4.15 and LOTOS-

EUROS v2.0 - Part.1 The country contributions 
 

Matthieu Pommier1, Hilde Fagerli1, Michael Schulz1, Alvaro Valdebenito1, Richard 

Kranenburg2, Martijn Schaap2,3 
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Abstract. 

A large fraction of the urban population in Europe is exposed to particulate matter levels above 

the WHO guideline. To make more effective mitigation strategies, it is important to understand 

the influence on particulate matter (PM) from pollutants emitted in different European nations. 

In this study, we evaluate a country source contribution forecasting system aimed to assess the 

domestic and transboundary contributions to PM in major European cities for an episode in 

December 2016. The system is composed of two models (EMEP/MSC-W rv4.15 and LOTOS-

EUROS v2.0) which allows to consider differences in the source attribution. 

We also compared the PM10 concentrations and both models present satisfactory agreement in 

the 4-day forecasts of the surface concentrations, since the hourly concentrations can be highly 

correlated with in-situ observations. The correlation coefficients reach values up to 0.58 for 

LOTOS-EUROS and 0.50 for EMEP for the urban stations; and 0.58 for LOTOS-EUROS and 

0.72 for EMEP for the rural stations. However, the models under-predict the highest hourly 

concentrations measured by the urban stations (mean underestimation by 36%), predictable 

with the relatively coarse model resolution used (0.25° longitude × 0.125° latitude). 

For the source attribution calculations, LOTOS-EUROS uses a labelling technique, while the 

EMEP/MSC-W model uses a scenario having reduced anthropogenic emissions and then it is 

compared to a reference run where no changes are applied. Different percentages (5%, 15% 

and 50%) in the reduced emissions for the EMEP/MSC-W model were used to test the 

robustness of the methodology. The impact of the different ways to define the urban area for 

the studied cities was also investigated (i.e. 1 model grid cell, 9 grid cells and the grid cells 

covering the definition given by the Global Administrative Area - GADM). We found that the 

combination of a 15% emission reduction and a larger domain (9 grid cells or GADM) help to 

reduce the impact of non-linearity on the chemistry. This non-linearity, related to the 

perturbation used, is seen in the mismatch between the total concentration and the sum of the 

concentrations from different calculated sources. Even limited, this non-linearity is observed 

in the 𝑁𝑂3
−, 𝑁𝐻4

+ and H2O concentrations, which is related to gas-aerosol partitioning of the 

species. The use of a 15% emission reduction and of a larger city domain also gives a better 

agreement in the determination of the main country contributors between both country source 

calculations. 
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The studied episode over the 34 European cities investigated, occurring from December 01st to 

09th 2016, was dominated by the domestic emissions. The two models agree 68% of the time 

(on hourly resolution) on the country, having been the dominant contributor to PM10 

concentrations. 75% of the hourly predicted PM10 concentrations by both models, have the 

same top 5 main country contributors. Better results are found in the determination the 

dominant country contributor for the primary component (70% for POM and 80% for EC) than 

for the secondary inorganic aerosols (50%) which is predictable due the conceptual differences 

in the source attribution used by both models. 

1. Introduction. 

The adverse health impacts from air pollution and especially from particulate matter (PM) is a 

well-documented problem (e.g. Keuken et al., 2011; REVIHAAP, 2013; Mukherjee and 

Agrawal, 2017; Segersson et al., 2017).  Furthermore, it affects crop yields (e.g. Crippa et al., 

2016), visibility (e.g. Founda et al., 2016) and even the economy (e.g. Meyer and Pagel, 2017). 

The mass of particulate matter with an aerodynamic diameter lower than 10 µm (PM10) is an 

air quality metric linked to premature mortality at high exposure (e.g. Dockery and Pope, 

1994). The World Health Organization (WHO) has established a short-term exposure PM10 

guideline value of 50 µg/m3 daily mean that should not be exceeded in order to ensure healthy 

conditions (the long-term exposure guideline is 20 µg/m3 for annual-mean PM10) (WHO, 

2005). Although policies have been proposed and implemented at the international (e.g. Amann 

et al., 2011) and national (e.g.D'Elia et al., 2009) levels, European cities still suffer from poor 

air quality (EEA report 2017), especially due to high PM10 concentrations. In short, to further 

decrease the adverse health impacts of PM in Europe its concentrations need to be reduced 

further. 

PM10 concentrations in the atmosphere are highly variable in space and time. Due to the relative 

short atmospheric life time (from some hours to days), the variability is impacted by local 

sources, meteorological conditions affecting dispersion and long-range transport as well as 

chemical regimes controlling the efficiency of secondary formation. PM10 consists of both 

primary and secondary components. Primary PM10 components include organic matter (OM), 

elemental carbon (EC), dust, sea salt (SS) and other compounds. Secondary PM10 comprises 

compounds formed by chemical reactions in the atmosphere from gas-phase precursors. This 

includes various compounds as nitrate (𝑁𝑂3
−) from nitrogen oxide (NOx) emissions, 

ammonium (𝑁𝐻4
+) from ammonia (NH3) emissions, sulphate (𝑆𝑂4

2−) from sulphur dioxide 

(SO2) emissions, and a large range of secondary organic aerosol (SOA) compounds from both 

anthropogenic and biogenic volatile organic compounds (VOCs). The sources for PM and its 

precursors are multiple but the main anthropogenic sources are the transport, industries, energy 

production and agriculture. The main natural sources are composed of forest fires, mineral dust 

and sea salt. The main sink is the wet deposition. The dry deposition can also be important and 

depends on the type of land surface such as grass, tree leaves and others; and on meteorological 

conditions. With these components deriving from various sources, we understand the 

importance to reflect properly the source contributions in the modelling for policy support.  

Many studies have already focused on source receptor relationships to calculate the transport 

of atmospheric pollutants, with country-to-country relationships (e.g. EMEP Status Report 

1/2018) but also over cities (e.g. Thunis et al., 2016; 2018). However, these studies focus on 

annual means, whereas information is also required on exposure from episodes which cause 

short-term limit value exceedances throughout Europe. Source apportionment provides 

valuable information on the attribution of different sources to PM10 concentrations. A country 

source calculation allows to tackle the emissions from the countries responsible for the air 

pollution episode. Two distinct methodologies have been compared in this study. Indeed, the 
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country source contribution presented hereafter is performed by two regional models, the 

EMEP/MSC-W model (Simpson et al., 2012) and LOTOS-EUROS (Manders et al., 2017). 

The EMEP calculations use reduced anthropogenic emission scenario and compare to a 

reference run where no changes are applied. It is also known as the scenario approach. With a 

such simulation comparison, the simulation with reduced emissions over a source region (e.g. 

a country) allows to highlight the impact of this source on the concentrations over a receptor, 

hereafter a city. Hence, the scenario approach is useful for analyzing the concentration changes 

due to emission reductions. On the other hand, one simulation per source is needed to calculate 

the impact of each source, as done on annual means for each country in each EMEP report (e.g. 

EMEP Status Report 1/2018). The scenario approach may also lead to a non-linearity in the 

calculated concentrations, i.e. a slight difference between the concentrations over a receptor 

and the sum of the estimated concentrations from different sources over this same receptor, as 

shown by Clappier et al. (2017a). Thus, the scenario approach is more appropriate in the 

calculation of the source contribution for the primary PM components than for non-linear 

species such as the secondary components (e.g. Burr and Zhang, 2011, Thunis et al., 2019). 

LOTOS-EUROS traces the origin of air pollutants throughout a simulation using a labelling 

approach. The advantage of the labelling technique is the reduction of the computational time, 

in comparison to the scenario approach. It also quantifies the contribution of an emission source 

to the concentration of one pollutant at one given location. However, it is not designed to study 

the impact of emission abatement policies to pollutants concentrations (Grewe et al., 2010; 

Clappier et al., 2017b) and only traceable atoms can be used in labelling approach, i.e. only 

conserved atoms (C, N, S), directly related to emission sources, in their different oxidation 

states. Thus, for example, the origin of ozone (O3) cannot be studied, which can be done with 

the scenario approach. Even if both methodologies mainly aim to answer two different 

questions, i.e. the emission control scenarios with the scenario approach and the attribution of 

concentrations from a source by the labelling technique, it is still useful to estimate the 

reliability of both methodologies in the estimation of the source contribution to PM10 

concentrations. For example, it is important to ensure that the non-linearity, related to the 

perturbation used in the scenario approach, has a limited impact on the calculated contributions 

and to show that both methodologies may present similar results in the country source 

attribution. 

Both models are part of the operational country source contribution (SC) prediction system for 

the European cities within the Copernicus Atmosphere Monitoring Service (CAMS). This 

system aims at attributing country contribution to surface PM10 in European cities for 4-day 

forecasts. The objective of this study is to evaluate the robustness of a new system that provides 

forecasts of source region resolved PM for European cities. The evaluation of the system is 

focused on an event occurring between the December 01st and 09th 2016, which corresponds to 

the first event listed from the beginning of the development of our system. To do so, the 

predicted PM10 concentrations are compared with observations. The simulations from both 

models, for the concentrations and the SC calculations are also inter-compared.  

Section 2 describes the country SC system composed by the two models and the experiment. 

Section 3 describes the studied episode and it presents the evaluation of both predictions in 

terms of PM10 concentrations. The methodology used for the SC calculations by both models 

is explained in Section 4. Then Section 5 gives an overview of the composition and the origin 

of PM10 over the cities predicted by both models, and the issue regarding the non-linearity in 

the chemistry related to the EMEP SC calculation. Section 6 is a comparison between the two 

country SC calculations. Finally, the conclusions are provided in Section 7.   

2. Description of the country source apportionment system  
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2.1. Overview of the system  

Within CAMS, a country SC product has been developed. This is a new forecasting and near-

real time source allocation system for surface PM10 concentrations and its different components 

over all European capitals. The predictions are available online on 

https://policy.atmosphere.copernicus.eu/SourceContribution.php. The concentrations are 

calculated over the 28 EU capitals plus Bern, Oslo and Reykjavik. Forecasts for Barcelona, 

Rotterdam and Zurich are also provided. In addition to providing information about the air 

quality over the selected cities by focusing on PM10, this product aims at quantifying the 

contributions of emissions from different countries in each city (Fig. 1). 

The system is composed of predictions from two regional models (the EMEP/MSC-W model 

and LOTOS-EUROS), using two distinct source contribution calculation methodologies. The 

EMEP/MSC-W chemistry transport model (Simpson et al., 2012) has been used for decades to 

calculate source receptor relationships between European countries (including Russia) (e.g. 

EMEP Status Report 1/2018) and the LOTOS-EUROS chemistry transport model (Manders et 

al., 2017) has also been used in several source apportionment studies over Europe, especially 

for PM (Hendriks et. al., 2013; 2016; Schaap et al., 2013). Both models are involved in the 

operational air quality analysis and forecasting for Europe in the CAMS regional ensemble 

system (Marécal et al., 2015) and for China (Brasseur et al., 2019). For the simplicity of the 

reading, the EMEP/MSC-W model is hereafter referred to as EMEP model.  

Both models are Eulerian models but there are differences between these two models such as 

the calculation of the planetary boundary layer (PBL) and of the advection, the vertical 

resolution. There are also differences in the presence of the secondary organic aerosol (included 

in the EMEP model and not in LOTOS-EUROS), PM10 diagnosing particle water explicitly in 

the EMEP model and not in LOTOS-EUROS, the calculation of the biogenic emissions, the 

description of the gas-phase chemistry and the treatment of dust (from agriculture and traffic 

are included in LOTOS-EUROS and not in the EMEP model).  

The main details about the models and the experiment are provided in the Table 1 and a more 

complete description is provided in the following Sections. 

2.2. Description of the EMEP model 

The EMEP model is a 3-D Eulerian chemistry-transport model described in detail in Simpson 

et al. (2012). Initially, the model has been aimed at European simulations, but the model has 

also been used over other regions and at global scale for many years (e.g. Jonson et al., 2010). 

The EMEP model version rv4.15 has been used here in the forecast mode. The version rv4.15 

has been described in Simpson et al. (2017) and references cited therein. The main updates 

since Simpson et al. (2012) and used in this work, concern a new calculation of aerosol surface 

area (now based upon the semi-empirical scheme of Gerber, 1985), revised parameterizations 

of N2O5 hydrolysis on aerosols, additional gas-aerosol loss processes for O3, HNO3 and HO2, 

a new scheme for ship NOx emissions, a new calculated natural marine emissions of dimethyl 

sulphid (DMS), and the use of a new land-cover (used to calculate biogenic VOC emissions 

and the dry deposition) (Simpson et al., 2017). This version is the official EMEP Open Source 

version that was released in September 2017 (Tab. 1) 

Vertically, the model uses 20 levels defined as sigma coordinates (Simpson et al., 2012). The 

PBL is located within approximately the 10 lowest model levels (~5 levels below 500 m), and 

the top of the model domain is at 100 hPa. The PBL height is calculated, based on the turbulent 

diffusivity coefficient as described in the EMEP Status Report (2003). The numerical solution 

of the advection terms is based upon the scheme of Bott (1989). 

The chemical scheme couples the sulphur and nitrogen chemistry to the photochemistry using 

about 140 reactions between 70 species (Andersson-Sköld and Simpson, 1999; Simpson et al. 
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2012). The chemical mechanism is based on the “EMEP scheme” described in Simpson et al. 

(2012) and references therein.  

The biogenic emissions of isoprene and monoterpene are calculated in the model by emission 

factors as a function of temperature and solar radiation (Simpson et al., 2012). The soil-NO 

emissions of seminatural ecosystems are specified as a function of the N-deposition and 

temperature (Simpson et al., 2012). The biogenic DMS emissions are calculated dynamically 

during the model calculation and vary with the meteorological conditions (Simpson et al., 

2016).  

PM emissions are split into EC, OM (here assumed inert) and the rest of primary PM defined 

as the remainder, for both fine and coarse PM. The OM emissions are further divided into 

fossil-fuel and wood-burning compounds for each source sector. As in Bergström et al. (2012), 

the OM/OC ratios of emissions by mass are assumed to be 1.3 for fossil-fuel sources and 1.7 

for wood-burning sources. The model also calculates windblown dust emissions from soil 

erosion. Secondary aerosol consists of inorganic sulphate, nitrate and ammonium, and SOA; 

the latter is generated from both anthropogenic and biogenic emissions, using the ‘VBS’ 

scheme detailed in Bergström et al (2012) and Simpson et al. (2012). 

The main loss process for particles is wet-deposition, and the model calculates in-cloud and 

sub-cloud scavenging of gases and particles as detailed in Simpson et al. (2012). Wet 

scavenging is treated with simple scavenging ratios, taking into account in-cloud and sub-cloud 

processes.  

In the EMEP model, the 3D precipitation is needed. An estimation of this 3D precipitation can 

be calculated by EMEP if this parameter is missing in the meteorological fields as in the data 

used in this work (see Section 2.4). This estimate is derived from large scale precipitation and 

convective precipitation. The height of the precipitation is derived from the cloud water. Then, 

it is defined as the highest altitude above the lowest level, where the cloud water is larger than 

a threshold taken as 1.0×10-7 kg water per kg air. Precipitations are only defined in areas where 

surface precipitations occur. The intensity of the precipitation is assumed constant over all 

heights where they are non-zero 

Gas and particle species are also removed from the atmosphere by dry deposition. This dry 

deposition parameterization follows standard resistance-formulations, accounting for 

diffusion, impaction, interception, and sedimentation. 

2.3. Description of LOTOS-EUROS  

The LOTOS-EUROS model is an off-line Eulerian chemistry-transport model which simulates 

air pollution concentrations in the lower troposphere solving the advection-diffusion equation 

on a regular latitude-longitude-grid with variable resolution over Europe (Manders et al., 2017) 

(Tab. 1).  

The vertical grid is based on terrain following vertical coordinates and extends to 5 km above 

sea level. The model uses a dynamic mixing layer approach to determine the vertical structure, 

meaning that the vertical layers vary in space and time. The layer on top of a 25 m surface layer 

follows the mixing layer height, which is obtained from the European Centre for Medium-

Range Weather Forecasts (ECMWF) meteorological input data that is used to force the model. 

The horizontal advection of pollutants is calculated applying a monotonic advection scheme 

developed by Walcek and Aleksic (1998). 

Gas-phase chemistry is simulated using the TNO CBM-IV scheme, which is a condensed 

version of the original scheme (Whitten et al, 1980). Hydrolysis of N2O5 is explicitly described 

following Schaap et al. (2004).  

LOTOS-EUROS explicitly accounts for cloud chemistry computing sulphate formation as a 

function of cloud liquid water content and cloud droplet pH as described in Banzhaf et al. 
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(2012). For aerosol chemistry the thermodynamic equilibrium module ISORROPIA2 is used 

(Fountoukis and Nenes, 2007).   

The biogenic emission routine is based on detailed information on tree species over Europe 

(Schaap et al., 2009). The emission algorithm is described in Schaap et al. (2009) and is very 

similar to the simultaneously developed routine by Steinbrecher et al. (2009). Dust emissions 

from soil erosion, agricultural activities and resuspension of particles from traffic are included 

following Schaap et al. (2009).  

As in the EMEP model, the 3D precipitation is needed and cloud liquid water profiles are used 

to diagnose cloud base height and where below and incloud scavenging takes place. The wet 

deposition module accounts for droplet saturation following Banzhaf et al. (2012). Dry 

Deposition fluxes are calculated using the resistance approach as implemented in the DEPAC 

(DEPosition of Acidifying Compounds) module (van Zanten et al., 2011). Furthermore, a 

compensation point approach for NH3 is included in the dry deposition module (Wichink Kruit 

et al., 2012).  

2.4. Description of the experiment 

The study focuses on the period from December 01st to 09th 2016. In our system, the forecasts 

provided by the EMEP model cover a slightly different regional domain than LOTOS-EUROS 

(Tab. 1). To perform properly the analysis between both models, we have harmonized the use 

of different parameters such as the horizontal resolution, the anthropogenic emissions used, the 

definition of the city area and meteorological data used (Tab. 1). This harmonization has been 

revealed important for such comparison and increases the consistency of the model results. The 

impact of such choices is illustrated for the city definitions, for which subjective choices can 

be made causing inconsistencies. 

An initial spin-up of 10 days was conducted. Both models provide four-day air quality 

forecasts, and the simulations have been defined as “forecast-cycling experiments”, i.e. the 

predicted fields have been used to initialize successive four-day forecasts (e.g Morcrette et al., 

2009). The pollution transport in both models is based on forecasted meteorological fields at 

12 UTC from the previous day, with a 3-hour resolution, calculated by the Integrated 

Forecasting System (IFS) of ECMWF. These forecasted meteorological fields correspond to 

the fields which were used in the online SC production for these dates. The ECMWF 

operational system does not archive 3D precipitation forecasts, which is needed by the EMEP 

model and LOTOS-EUROS as mentioned in Sections 2.2 and 2.3. Therefore, a 3D precipitation 

estimate is derived from IFS surface variables (large scale and convective precipitations) in the 

EMEP model and the 3D field is based on the cloud liquid water profile in LOTOS-EUROS.  

The boundary conditions (BCs) at 00UTC of the current day from the atmospheric Composition 

module (C-IFS) have been used. These BCs are specified for ozone (O3), carbon monoxide 

(CO), nitrogen oxides (NO and NO2), methane (CH4), nitric acid (HNO3), peroxy-acetyl nitrate 

(PAN), SO2, ISOP, ethane (C2H6), some VOCs, sea salt, Saharan dust and SO4. In LOTOS-

EUROS, sea salt BCs have not been used as these are shown to be overestimated in comparison 

with the model. In the EMEP model, the sea salt parameter has been used. This may cause a 

difference between both models in the estimation of the contribution from sea salt especially 

for the coastal cities. 

Both models use the TNO-MACC emission data set for 2011 on 0.25° × 0.125° (longitude-

latitude) resolution (Kuenen et al., 2014, see http://drdsi.jrc.ec.europa.eu/dataset/tno-macc-iii-

european-anthropogenic-emissions) and the forest fire emissions are from GFASv1.2 inventory 

(Kaiser et al., 2012). 

Since the study aims to quantify the contributions of long-range transport in each city to the 

urban background PM10, the effect of the choice of the receptor, i.e. the city domain, has been 

tested. The city receptor has been defined by three definitions: 1 grid cell (i.e. 0.25° lon × 
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0.125° lat, corresponding to the emissions data set resolution), 9 grid cells and the all the grid 

cells covering the administrative area provided by the database of Global Administrative Areas 

(GADM, https://gadm.org/data.html). The latter is the more precise definition in terms of build-

up area, however it may represent a large region for a definition of a city as shown in Fig. S1 

(e.g. London, Nicosia, Riga, Sofia). It is important to explain that this study does not aim to 

quantify the contribution to PM10 at a street scale as done in Kiesewetter et al. (2015) but over 

the full area defining the cities. The relatively coarse definition of the cities is comparable to 

the definition used in previous studies as in Thunis et al. (2016) who used an area of 35 × 35 

km2 or in Skyllakou et al. (2014) who used a radius of 50 km from the city center. 

For the contribution, we also have harmonized the definition of the natural contributions. The 

natural contributions are defined in this study as the sum of the contributions from sea salt, dust 

and forest fires, except for the BCs. In LOTOS-EUROS, the natural sources (e.g. dust) coming 

from the boundaries are classified as BCs and not natural. 

3. Evaluation of the predicted surface concentrations during the episode 

During December 2016, a PM episode with medium intensity (no more than three consecutive 

days beyond the WHO PM10 threshold) developed across North-Western Europe. As a 

consequence of a high pressure system over central Europe pollutants concentrations were built 

up over western Europe (see 

http://policy.atmosphere.copernicus.eu/reports/CAMSReportDec2016-episode.pdf).  

From December 1st to 2nd, high concentrations were measured and predicted over Paris (Figures 

1 & 2). In Figure 2, we can also see from December 3rd to December 8th, that levels of PM10 

were elevated in Western Europe. Especially on December 6th and 7th, concentrations at some 

measurement stations in France, Belgium, the Netherlands, Germany and Poland, exceeded the 

daily limit value of 50 μg/m3 (e.g Fig. S2 – see Section 3.2 for more details about the 

observations).  

During the following days relatively stable conditions with slow southerly winds characterized 

the episode until fronts moved in western Europe at the 9th.  Large concentrations (>60 μg/m3) 

were also predicted between December 6th and 9th over the Po Valley and over UK on 

December 6th (Figs. 2 and S2). 

3.1. Statistical metrics used 

To properly estimate the quality of these forecasts, five statistical parameters have been used, 

such as the Pearson correlation (r), the Mean Bias (MB), the Normalized Mean Bias (NMB), 

the Root-Mean-Square Error (RMSE) and the Fractional Gross Error (FGE). The ideal score 

of these parameters is 0 except for the correlation which is 1. 

The MB provides the information about the absolute bias of the model, with negative values 

indicating underestimation and positive values indicating overestimation by the model. The 

NMB represents the model bias relative to the reference. The RMSE considers error 

compensation due to opposite sign differences and encapsulates the average error produced by 

the model. The FGE is a measure of model error, ranging between 0 and 2 and behaves 

symmetrically with respect to under- and overestimation, without over emphasizing outliers. 

We have used M and R as notation to refer, respectively, to model and the reference data (e.g. 

observations), and N is the number of the reference data set (e.g. number of observations). 

Thus, MB is calculated by equation (1) and expressed in µg/m3: 

 
MB = 

∑ (𝑀𝑖−𝑅𝑖)𝑁
𝑖=1

𝑁
 

(1) 

NMB is calculated by equation (2): 
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NMB = 

∑ (𝑀𝑖−𝑅𝑖)𝑁
𝑖=1

∑ 𝑅𝑖
𝑁
𝑖=1

 × 100% 
(2) 

RMSE is calculated by equation (3) and expressed in µg/m3: 

 
RMSE = √

∑ (𝑀𝑖−𝑅𝑖)2𝑁
𝑖=1

𝑁
 

(3) 

and FGE is calculated by equation (4) and dimensionless: 

 FGE = 
2

𝑁
 ∑

|𝑀𝑖−𝑅𝑖|

|𝑀𝑖+𝑅𝑖|

𝑁
𝑖=1  (4) 

3.2. Comparison with observations  

3.2.1. Methodology 

In order to evaluate the reliability of the predictions over each city, the modelled hourly PM10 

concentrations have been compared with the AirBase data (see 

https://acm.eionet.europa.eu/databases/airbase/). The traffic stations were not included in the 

comparison since a regional model with a somewhat coarse resolution will not be able to 

calculate very large concentrations (e.g. hourly concentration higher than 200 µg/m3) which 

may be measured by these stations. Indeed, the concentrations calculated by a regional model 

over cities are mostly representative of the urban background. By knowing this point, we have 

stated that a comparison with the observations presenting for example a correlation coefficient 

equal to 0.5 or NMB lower than 15% are reasonable results (r ≥ 0.7 and NMB ≤ 10% are good 

results). The observations have also been categorized into two sets of data by differentiating 

the rural stations to the urban stations (as shown in Fig. S2). This follows the procedure done 

in the yearly evaluation of the EMEP model over Europe (e.g. EMEP Status Report 1/2018). 

Due to the relatively coarse definition of a city, it appears that stations classified as rural may 

be present in our city domain.  

It was noticed that for the smaller definition of the city edges, i.e. 1 grid cell, there were no 

rural stations within the city domain. Obviously, by increasing the size of the city domain, to 9 

grid cells or by using the GADM definition, the number of rural stations present within the city 

domain increases. Indeed, all the hourly measurements are averaged within the city boundary, 

by separating the urban and the rural stations. A comparison with these two types of stations 

can highlight a difference between the urban background and the urban concentrations. For 

such comparison, the model concentrations are also averaged over the city domain.  

3.2.2. Results 

Figures 3 and 4 show the comparison between the hourly averaged observations within the city 

edges defined by the 9 grid cells definition, and the predictions from EMEP and from LOTOS-

EUROS respectively.  

Figures 3 and 4 show that for the urban stations, the different predictions from a same model, 

for the same date, are consistent since the values for the statistical parameters are relatively 

constant. It is noticed; however, that the bias is slightly reduced when the starting date of the 

forecast is closer to the target date. The available observations and thus the stations may also 

differ from day to day (e.g. Fig. S2a). Figures 3 and 4 also show that despite many differences, 

the models have very similar performances in comparison with the urban stations. 

In Figure 3, it is also clear that the EMEP model has difficulties to reproduce the highest 

concentrations measured by the urban stations which are probably smoothed by the model over 

the large grid cells as the ones defining the cities. The underestimation in the largest urban 

concentrations is highlighted by the comparison with the rural stations. This also shows that 

over the area defining the cities there is a large variability in the measured PM10 concentrations 
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and that few stations are not necessarily representative of the model grids. It also shows with 

such resolution; the model represents urban background concentrations.  

Only 5 cities have measurements defined as rural stations by using the 9 grids definition (i.e. 

Amsterdam, Berlin, Luxembourg, Rotterdam and Vienna) while there are up to 19 cities with 

urban stations. By comparing only the 5 cities having urban and rural stations, the agreement 

between EMEP and the urban stations is largely improved as shown in Fig. S3. We can also 

notice that the difference in concentrations predicted by the EMEP model between both types 

of stations is also reduced. This shows that for these five cities, the predicted PM10 

concentrations on December 6th are higher than over the other cities. 

LOTOS-EUROS is less correlated with the concentrations measured by the rural stations than 

EMEP (Fig. 4). However, as EMEP, LOTOS-EUROS also presents a lower bias with these 

rural stations in comparison with the urban stations. This is predictable since with such 

resolution, the model calculates mainly the urban background concentrations. By comparing 

the 5 cities having urban and rural stations, as done with EMEP, only the bias and the FGE 

between the predictions and the urban measurements are improved (Fig S4). It is also worth 

noting that the concentrations predicted by LOTOS-EUROS over these 5 cities are lower than 

the ones calculated by the EMEP model (in Fig. S3). 

By using the GADM definition, the number of cities having rural stations decreases to 2 while 

the number of cities with the urban stations remains identical.  

In general, both models present similar performance with the observations especially for the 

NMB, RMSE and FGE as presented in Figures S5 and S6. These figures show an overview of 

the statistical parameters for all 4-d forecasts, i.e. the dates from December 01st to 12th 2016 

with a starting date from December 01st to 09th, for all the cities defined by 9 grid cells, in 

comparison with the concentrations measured at the urban and the rural stations, respectively.  

As already shown by Figs. 3 and 4, LOTOS-EUROS shows slightly better correlation 

coefficients with the urban stations than EMEP (Fig. S5, in average RLOTOS-EUROS=0.31, 

REMEP=0.25; with a maximum of 0.58 for LOTOS-EUROS and 0.5 for EMEP) and EMEP 

presents better correlations with the few rural stations (Fig. S6, in average RLOTOS-EUROS=0.23, 

REMEP=0.35; with a maximum of 0.58 for LOTOS-EUROS and 0.72 for EMEP). However, the 

limited number of cities having rural stations explain the larger variability in the correlations 

compared to the correlations found with the urban stations. Similar results are found by using 

the GADM definition (not shown) while by using only 1 grid to define the city edges, the 

correlation coefficients with the urban stations are larger (up to 0.8), with an increase in the 

bias and a decrease in the RMSE (Fig. S7). 

In average, both models have a FGE equal to 0.5 over the cities defined by 9 grid cells with the 

urban stations and 0.4 with the rural stations. For the RMSE, it is 33 µg/m3 with the urban 

stations and 11 µg/m3 with the rural stations. While both models underestimate the PM10 

concentrations by 36% in average by using the urban sites, EMEP overestimates by 6% with 

the rural stations and LOTOS-EUROS underestimates by 6%. 

Performances of both models are improved with daily means, especially with better correlation 

coefficients (not shown). For example, with the cities defined by 9 grid cells, the correlation 

coefficients reach 0.8 with the urban stations for EMEP and LOTOS-EUROS and 0.98 with 

the rural stations for EMEP. However, a lot of negative correlation coefficients between 

LOTOS-EUROS and the rural stations are noticed. The correlation coefficient with the rural 

stations remains difficult to interpret related to the limited number of stations available. Thus, 

EMEP presents a mean correlation coefficient equal to 0.4 with the urban and rural stations, 

and LOTOS-EUROS has a mean correlation of 0.5 with the urban stations and only 0.06 with 

the rural stations. Better scores with the FGE and the RMSE are also noticed in comparison to 

the hourly evaluation (not shown). Both models present with these 9 grids definition a mean 
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FGE of 0.5 with the urban stations and 0.3 for the rural stations and a mean RMSE of 21 µg/m3 

with the urban stations and 10 µg/m3 with the rural stations. 

3.3. Inter-comparison in the concentrations predicted by both models 

The second analysis has been focused on the agreement between both models. During the 

episode, all 4-d forecasts present a high correlation between the PM10 predicted by the EMEP 

model and LOTOS-EUROS as shown by Figure 5a. These correlations vary from day to day 

and city by city but remain large for the different simulated periods (median = 0.7). 

There is no clear geographical pattern in terms of performance between the two models, even 

if the central European cities (e.g. Budapest, Vienna, Warsaw) presented the larger differences 

(Fig. 5b). These differences may be explained by slightly lower  Secondary Inorganic Aerosols 

(SIA = 𝑁𝑂3
− + 𝑁𝐻4

+ +𝑆𝑂4
2−) in LOTOS-EUROS for these cities but also by lack of water in 

LOTOS-EUROS (which is not diagnosed as mentioned in Sect. 2). Moreover, it confirms the 

larger PM10 concentrations predicted by EMEP than by LOTOS-EUROS for the five cities 

plotted in Figs. S3 and S4. It is also worth noting that LOTOS-EUROS predicts more sea salt 

and dust for almost all the cities during the studied period (Fig. S8) which is representative of 

the overall feature over the regional domain (not shown). Actually, it was noticed that for the 

predicted PM10 with the larger positive NMB (EMEP predicting larger PM10 concentrations), 

EMEP has more SIA and “other” than LOTOS-EUROS (Figure S9a), while the PM10 from 

LOTOS-EUROS is dominated by natural components when a larger negative NMB is predicted 

(Figure. S9b). 

4. Methodology of the source contribution calculation 

4.1 The EMEP model 

4.1.1 Emission reductions 

The SC calculation follows the methodology uses in each EMEP annual report to quantify the 

annual country-to-country source receptor relationships (e.g. EMEP Status Report 1/2018). 

The experiment is based on a reference run, where all the anthropogenic emissions are 

included. The other runs are the perturbation runs. These runs correspond to the simulations 

where the emissions from every considered country are reduced by 15%. As explained in Wind 

et al. (2004), a reduction by 15% is sufficient to give a clear signal in the pollution changes. It 

also gives a negligible effect from non-linearity in the chemistry even if in this work it has been 

estimated. 

The perturbation runs are done for anthropogenic emissions of CO, SOx, NOx, NH3, NMVOC 

and PPM (primary particulate matter). For computational efficiency, in the perturbation 

calculations, all anthropogenic emissions in the perturbation runs have been reduced here 

simultaneously. This simultaneous reduction differs from the methodology uses in each EMEP 

annual report where the emissions are reduced individually. 

There are in total 31 runs for each date with reduced anthropogenic emissions. Each run 

corresponds to the perturbations for one of the 28 countries related to the 28 EU capitals, plus 

Iceland, Norway and Switzerland, giving the contribution for each country.  

To calculate the concentration of the pollutant integrated over the studied area, i.e. a selected 

city, coming from a source, we follow the equation (5): 

 𝐶𝑠𝑜𝑢𝑟𝑐𝑒

=  
𝐶𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 − 𝐶𝑝𝑒𝑟𝑡𝑢𝑏𝑎𝑡𝑖𝑜𝑛

𝑥
  

(5) 
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With x the reduction in % (i.e. 0.15), Creference is the concentration of the pollutant integrated 

over the studied area from the reference run and Cpertubation is the concentration of the pollutant 

integrated over the studied area from the perturbation run. Thus, by differentiating over the 

studied area, the concentration from the perturbated run with the concentration provided by the 

reference run, we have an estimation of the influence of the source (i.e. country). By scaling 

with the reduction used (parameter x), it gives the estimated concentration related to the source.  

4.1.2 Issue concerning the chemical non-linearity 

The reason why emissions should not be perturbed by 100% in the model simulations is to stay 

within the linear regime of involved chemistry. Even limited, such methodology may still 

introduce a non-linearity in the chemistry. The total PM10 over the receptor should be identical 

theoretically to the sum of the PM10 originated from the different sources. This is not always 

the case and the difference between the total PM10 and the sum from the various sources may 

lead to negative or positive concentrations. This is a result of the perturbation used which is 

assumed to be linear to a 100% perturbation.  

The 15% emission reduction has been used during many years for the annual country-to-

country source receptor relationships calculations (e.g. EMEP Status Report 1/2018). Clappier 

et al. (2017a) have already shown the robustness of the methodology at the country scale on 

yearly averages and for the highest daily concentrations. However, this emission reduction was 

not used for smaller areas. Thus this 15% emission reduction for the study over a city and on 

hourly basis has been tested, in order to assess the robustness of the calculations. 5% and 50% 

were the other selected emission reductions. In total, 847 4-day runs have been performed in 

this work (9 reference runs, and 9 dates × 31 countries × 3 perturbations runs). 

Furthermore, by reducing the emissions simultaneously or separately may lead to a different 

result in the concentrations, but as mentioned previously, this effect is not addressed in this 

work for computational reason. 

4.2. LOTOS-EUROS  

A labelling technique has been developed within each LOTOS-EUROS simulation 

(Kranenburg et al., 2013). An important advantage of the labelling technique is the reduction 

of computation costs and analysis work associated with the calculations. The source 

apportionment technique has been previously used to investigate the origin of PM (Hendriks 

et al., 2013; 2016), NO2 (Schaap et al., 2013), and nitrogen deposition (Schaap et al., 2018). 

Besides the concentrations of all species the contributions of a number of sources to all 

components are calculated. The labelling routine is only implemented for primary, inert aerosol 

tracers and chemically active tracers containing a C, N (reduced and oxidized) or S atom, as 

these are conserved and traceable. This technique is therefore not suitable to investigate the 

origin of e.g. O3 and H2O2, as they do not contain a traceable atom. The source apportionment 

module for LOTOS-EUROS provides a source attribution valid for current atmospheric 

conditions as all chemical conversions occur under the same oxidant levels. For details and 

validation of this source apportionment module we refer to Kranenburg et al. (2013).  

To avoid violating the memory size and avoid excessive computation times it was chosen to 

trace the EU-28 countries, supplemented by Norway and Switzerland. For convenience, a 

number of small countries was combined with a neighboring state. For example, Switzerland 

and Liechtenstein as well as Luxembourg and Belgium were combined. In addition, all sea 

areas were combined into one source area. To be mass consistent, all non-specified regions 

(denoted Rest), natural emissions and as well as the combined impact of initial conditions and 

boundary conditions were given labels as well. 
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5. Information provided by the Source Contribution calculations 

5.1 In the EMEP calculations 

As presented in Fig. 1, the country contributions to the predicted PM10 concentrations in the 

cities is provided in our products.  

Figure 6 presents the mean composition for the “Domestic”, “30 European countries” and 

“Others” PM10 contributions for all cities, for all 4-d predictions and split into negative and 

positive concentrations. This figure is a result of the perturbation runs by separating the positive 

and the negative concentrations obtained in the calculations. The concentrations have also been 

gathered by their calculated origin. The “Domestic” contribution corresponds to the 

contribution from the domestic country to the city (for example from France to Paris). The “30 

European countries” corresponds to the other 30 European countries used in the study. “Others” 

gathers mainly natural sources, the other European countries included in the regional domain 

(and not included in our SC calculations, e.g. Turkey) and the boundary conditions. This figure 

gives a graphical illustration of the composition of the different contributions and presents the 

effect of the non-linearity. Indeed, the positive concentrations shows the overall composition 

for each contribution, while the chemical reason of the non-linearity is highlighted by the 

negative contribution to the predicted PM10 concentrations. 

The main contributors to the “Domestic” PM10 are POM (~20%) and rest PPM (~30%) (which 

corresponds to the remainder of coarse and fine PPM), as noticed for the positive 

concentrations (Fig. 6a). Actually, the variation in the mean concentrations is mainly 

influenced by the variation in these primary components. 𝑁𝑂3
− is also an important component 

of these “Domestic” PM10. The value of the mean concentration depends on the city definition 

and so on the average of the concentrations over different size of city. The mean PM10 

concentration over a smaller area is larger showing that with a smaller grid, the PM10 is less 

diffused over the integrated area. The “30 European countries” PM10 is mainly influenced by 

𝑁𝑂3
− (by 38%) (Fig. 6b). 

Overall, 45% of the contributions to the PM10 calculated over the selected cities for this episode 

are “Domestic” and essentially due to primary components. 35% are from the “30 European 

countries”, essentially 𝑁𝑂3
− and 25% are from “Others” mainly composed by natural sources 

(representing 50% of “Others”). Obviously, this feature is an overview of all selected cities for 

all the studied dates and it can vary from city to city and from date to date.  

By comparing the PM10 concentrations calculated over the same city edges but by using 

different percentages in the perturbation runs, we have calculated the impact of the non-

linearity for each contribution and presented in Figure 7. This non-linearity has been calculated 

for each hourly concentration as the standard deviation of the hourly contribution (which can 

be positive or negative) obtained by the three reduced emissions scenarios and weighted by the 

hourly total concentration by following the equation (6): 

 𝑁𝑂𝑁𝐿𝐼𝑁𝐶𝑜𝑛𝑡𝑟𝑖𝑏

=  

√∑ (𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑖 −  𝐶𝑐𝑜𝑛𝑡𝑟𝑖𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )
2𝑛

𝑖=1

𝑛

𝐶𝑡𝑜𝑡
 

×  100% 

(6) 

n corresponds to the number of perturbations used (n=3), Ccontrib is the hourly PM10 

concentration for a specific contribution (“Domestic” or “30 European countries” or “Others”) 

and Ctot is the hourly PM10 concentration. This mean non-linearity due to the “Domestic” 

contribution represents in maximum 0.9% of the total PM10. This non-linearity from the “30 

European countries” contribution, counts for 0.7% of the total PM10 and 1.5% from “Others”. 

Actually, the non-linearity from the “Others” depends on the non-linearity from the two other 
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contributions. The mean non-linearity is not homogenously distributed over all cities as shown 

in Figure S10 and may vary from date to date (not shown). It has remained limited even if some 

hourly contributions show higher non-linearity. In maximum, 3% of the calculated hourly 

contributions for all 4-day forecasts over the selected cities have a non-linearity higher than 

5% (not shown). This shows that due to the methodology used in the EMEP model, based on 

a reduced emission scenario, the non-linearity in the chemistry has a limited impact on the SC 

calculation. This non-linearity is slightly reduced by using the larger domains to define the 

cities (e.g. 9 grids) (Fig. 7). This also shows that the responses to perturbation runs are robust, 

even if only the non-linearity in the chemistry related the perturbation used, and not the one 

related to the reduction of each emission precursor, has been estimated in this study as 

mentioned in Section 4.1. 

Negligible negative contributions have been calculated for the “Domestic” and “30 European 

countries” contributions (Figs. 6a & b) and small negative contributions are predicted in 

“Others” (Fig. 6c). These negative PM10 are a result of negative values in 𝑁𝑂3
−, 𝑁𝐻4

+ and H2O 

which is a consequence of gas-aerosol partitioning of the species. Indeed, NH3 reacts with nitric 

acid (HNO3) to form ammonium nitrate (NH4NO3). This is an equilibrium reaction, and thus 

the transition from solid to gaseous phase depend on relative humidity (e.g. Fagerli and Ass, 

2008;  Pakkanen, 1996). This shows that, for example, a reduction in NOx over a country which 

impacts the selected city, does not necessarily only impact the 𝑁𝑂3
− over this city, but may also 

have an effect on NH3 chemistry over a second region. This second region may also have itself 

an impact on the selected city. This combination of NOx and NH3 chemistry from different 

regions may lead at the end to these negative concentrations.  

The impact of the percentage used in the perturbation runs and the size of the city edges have 

no significant impact in the amount of negative “Others” PM10 concentrations. The impact of 

both parameters is more visible on the “Domestic” and “Rest of Europe” concentrations but it 

remains very small.  

Averaging out over the larger grids reduces globally the non-linearity. The 15% emission 

reduction also reduces the negative non-linearity in the “Domestic” concentrations (e.g. H2O 

for the 9 grids and GADM runs).  

5.2 In the LOTOS-EUROS calculations 

As presented with the EMEP predictions, Figure 8 presents the mean composition for the 

“Domestic”, “30 European countries” and “Others” PM10 contributions for all cities, for all 4-

d predictions provided by LOTOS-EUROS. The definition of “Others” is slightly different than 

the EMEP one since e.g. the dust from agriculture and traffic is included (see Sect. 2). For an 

easier comparison, the result for the EMEP model using the 15% emission reduction has also 

been plotted with thinner charts, even if, as just mentioned, the definition of “Others” slightly 

differs between both models. 

First of all, during the episode, LOTOS-EUROS confirms the general trend calculated by the 

EMEP model, i.e. the dominant contribution to the surface PM10 is “Domestic”, ranging 

between 40% and 48% of the predicted PM10 over all selected cities and for all the studied 

dates. However, LOTOS-EUROS always presents more “Domestic” PM10 than the EMEP 

model. LOTOS-EUROS also predicted slightly more influence from “Others” than the “30 

European countries” with a ratio close to 25-30% each. As reminder, the EMEP model 

predicted a slightly larger influence from the “30 European countries” (35%) than from 

“Others” (25%). 

As with the EMEP model, the mean PM10 concentration over the smaller city definition is larger 

and the “Domestic” PM10 is largely driven by POM. In the list of LOTOS-EUROS PM10 

components there is one named “Rest”. “Rest” corresponds to the difference between the total 
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PM10 and the sum of all the components, and Fig. 8 shows that it is also a large component of 

this “Domestic” PM10. POM and “Rest” represent each between 25% and 30% of these 

“Domestic” PM10. 

The large influence of 𝑁𝑂3
− (48%) in the “30 European countries” PM10 is also calculated by 

LOTOS-EUROS, as well as the large contribution of the natural components (60%) in 

“Others”. It is noteworthy to see that, even small, the dust emitted by the road traffic and the 

agriculture is not negligible in these “Others” PM10 (~10%).  

6. Comparison between both country source contribution calculations 

Section 3 has highlighted the similar performance from both models in the prediction of the 

PM10 concentrations over the European cities with observations. It has also been shown in 

Section 3 that both models are representative for a large area and the predictions can 

underestimate the concentrations and the contributions for the larger concentrations measured 

by a specific station. Section 5 has shown similar results in terms of composition of these PM10. 

It is also noteworthy to see in Figure 9 that both SC calculations present a high rate of 

agreement over the selected period with the common simulated components and the PM10 

calculated by both models. This rate corresponds to the number of occurrences in the dominant 

contributor calculated for each hourly concentration in the 4-day forecast over each city. So, a 

number as 100% over a city shows that both models predict the same dominant country 

contributor during a 4-day forecast. In Fig. 9, both models show that, by using the 9 grid cells 

definition, in average 68% of the hourly predicted PM10 concentrations have the same dominant 

country contributor. In average, 50% of the secondary inorganic aerosols predicted by both 

models over all the cities and all 4-day forecasts have the same main contributor. This value 

goes up to 70% for POM and 80% for EC. For the two primary components (POM and EC) 

the median is larger, with a value of 77% and 93% respectively, showing that the mean value 

in the agreement for both compounds is reduced by a few low values (Fig. 9). On a daily basis, 

the mean agreement is slightly improved, e.g. 70% of agreement for the PM10 (Fig. S11). The 

main improvement is calculated for EC, with a median equal to 100% (Fig. S11). 

The lower agreement for the SIA is predictable due to the various origins (chemistry and 

primary emissions) for these particulates and the different aerosols treatment (gas-aerosols 

partitioning) in both models. It is also related to the differences in both methodologies (e.g. 

Clappier et al, 2017b). Indeed, an emission reduction and a labelling technique will not 

necessarily provide the same results for the secondary PM. An emission reduction depends on 

the atmospheric composition already present. For example, an amount of NOx emitted over a 

source can result in a certain NH4NO3 concentration in the receptor. If this NOx is emitted in 

excess (NH3 limited regime), a NOx emission reduction will have a small effect at the receptor 

point. On the other hand, in the NOx limited regime, the same NOx reduction will have a large 

impact. The labelling method will give the same result in both cases while the scenario 

approach will give different results. 

This agreement varies from city to city (Fig. 10) but it is shown, in addition to the example of 

PM10 (Fig. 5), that central European cities often present a limited agreement due to their central 

location and the influence of various countries. This limited agreement is also sometimes 

observable for the cities close to the edge of the regional domain (Fig. 10), which could be 

explained by the influence of the boundary conditions as the dust transported from other 

regions (e.g. Valetta influenced by dust from Sahara).  

The mean agreement increases up to 75% for determination in the top 5 of the main country 

contributors to PM10 (Fig 11). In that case, the rate is calculated for the five main country 

contributors. A score of 100% means both models predict the same five main country 

contributors for each hourly concentration, but not necessarily in the same order. This rate is 
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around 70% for 𝑆𝑂4
2−, EC and POM and close to 60% for 𝑁𝑂3

− and equal to 65% for 𝑁𝐻4
+ 

(Fig. 11). As for the dominant country contributor, the agreement is slightly improved by using 

daily means, e.g. we found 76% of agreement with the PM10 (not shown). 

It is also important to notice that these overall agreements are neither significantly influenced 

by the definition of the cities area nor on the perturbation percentage tested for the EMEP SC 

calculations (Fig. S12). The agreement is slightly better by using the smaller area (1 grid) in 

the determination of the dominant country contributor and slightly better by using a large 

domain (9 grids or GADM) in the determination of the 2 and 5 main contributors. 

Overall, a perturbation run using a reduction of 15% and the use of a larger city area (e.g. 

GADM or 9 grids) allow a better determination in the country contributors, with a better 

agreement with LOTOS-EUROS and limit the impact of the non-linearity in the chemistry. 

7. Conclusions 

By focusing on a specific event, occurring from December 01st to 09th 2016 over Europe, this 

work is the first attempt to evaluate the source contribution calculations provided by two 

regional models (EMEP and LOTOS-EUROS) in a forecast mode. Together, the models 

compose the operational source contribution prediction system for the European cities within 

the Copernicus Atmosphere Monitoring Service (CAMS) and aim to estimate the impact of the 

long-range transport to urban PM10. These models also use two distinct source apportionment 

methodologies, a labeling technique for LOTOS-EUROS and the use of perturbation runs for 

EMEP. 

The methodology used for the EMEP model was tested by using three different percentages 

(5%, 15% and 50%) in the perturbation runs. The importance in the choice of the domain 

defining the edges of the studied cities was also investigated in terms of predicted 

concentrations and calculated contributors. It was concluded that the 15% emission reduction 

and the use of large city areas (9 grids or GADM) were the more efficient. It reduces the impact 

of non-linearity, which especially impacts the 𝑁𝑂3
−, 𝑁𝐻4

+ and H2O concentrations, and it 

presents a better agreement in the determination of main country contributors. The mean non-

linearity always represents less than 2% of the total modelled PM10 for each contribution 

calculated by the EMEP SC and is caused by the perturbation used which is assumed to be 

linear to a 100% perturbation. Even if this non-linearity is not identical for all cities and for the 

different dates, the larger non-linearities (>5%) impact only 3% of all the calculated hourly 

contributions. However, the non-linearity related to the reduction of each emission precursor 

has not been calculated in the study for computational reason. 

The predicted PM10 concentrations were compared with AirBase observations showing fair 

agreement even if the models remain perfectible since they have difficulties to reproduce the 

highest hourly concentrations measured by the urban stations (mean underestimation by 36%). 

It may suggest that the both models, which calculate the country contributions over the cities, 

defined by a large area, may underestimate the contribution measured by a specific station for 

the higher concentrations. It was also noticed the bias is slightly reduced when the forecast is 

closer to the studied date. An inter-comparison between both models was also performed 

showing satisfactory results with few discrepancies in the predictions of the PM10 

concentrations, mainly explained by an underestimation in sea salt and dust by the EMEP 

model (compared to LOTOS-EUROS); and differences in SIA, caused by different chemical 

aerosols treatment in both models.  

During the episode, both models have shown that 45% of the predicted PM10 over the selected 

cities were from “Domestic” sources and essentially composed of primary components. The 

rest of the contribution was roughly equitably split into an influence from the others 30 
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countries used in the regional domain, essentially composed of 𝑁𝑂3
− and from “Others” mainly 

composed of natural sources.  

It was shown that the results from both source apportionment methodologies agree in average 

by 68% in the determination the dominant country contributor to the hourly PM10 

concentrations and 75% for the top 5 of these country contributors. The daily country 

attribution also presents similar agreement. The differences seen are mainly related to the SIA 

and is a direct consequence of the difference between both methodologies used. 

A full year of evaluation will be necessary to confirm our satisfactory results. Moreover, the 

bias of the predicted PM10 concentrations with the urban observations probably suggests an 

underestimation of the “Local” contribution (from the city) which is also predicted by the 

EMEP model. This is investigated in a companion paper (in preparation), also focusing on the 

same event. 
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scripts are available upon request. 
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Table. 1 Technical description of both models used in the SC calculation system. 

Model  EMEP/MSC-W LOTOS-EUROS 

Model version rv4.15 (open 

source version Sept 

2017) 

V2.0 (open source 

version 2016) 

Horizontal resolution 0.25° × 0.125° lon-

lat  

0.25° × 0.125° lon-

lat 

Regional domain 30°N-76°N 

30°W-45°E 

31°N-68.875°N 

24°W-43.75°E 

PBL Calculation based 

on turbulent 

 From ECMWF 



55 

 

diffusion 

coefficients (Kz) 

(EMEP Status 

Report 1/2003) 

Vertical resolution 20 sigma layers up 

to 100 hPa, with 

about 10 in the 

Planetary 

Boundary Layer 

Mixing layer 

approach with a 

25m surface layer. 

Model top at 5 km. 

Gas phase chemistry Evolution of the 

“EMEP scheme” 

(Andersson-Sköld 

and Simpson, 

1999; Simpson et 

al. 2012) 

TNO-CBM-IV 

(Schaap et al., 

2009) 

Nitrate formation Oxidation of NO2 

by O3 on aerosols 

(night and winter)  

N2O5 hydrolysis on 

aerosol  (Simpson 

et al., 2012) 

N2O5 hydrolysis on 

aerosol (Schaap et 

al., 2004) 

Sulphate production SO2 oxidation by 

O3 and H2O2 

SO2 oxidation by O3 

and H2O2 

Inorganic aerosols MARS (Binkowski 

and Shankar, 1995) 

ISORROPIA-II 

(Fountoukis and 

Nenes, 2007) 

Secondary organic 

aerosols 

EmChem09soa 

(Bergström et al, 

2012) 

Not included in this 

model version 

Water PM10 particle water 

at 50% relative 

humidity 

Not diagnosed 

Advection Scheme of Bott 

(1989) 

Monotonic 

advection scheme 

(Walceck and 

Aleksic, 1998) 

Dry 

deposition/sedimentation 

Resistance 

approach for gases 

and for aerosol, 

including non-

stomatal deposition 

of NH3 (EMEP 

Status Report 

1/2003) 

Resistance 

approach for gases 

and for aerosol, 

including 

compensation point 

for NH3 (van Zanten 

et al., 2011; 

Wichnik Kuit et al., 

2012; Zhang, 2001) 

Wet deposition wash out ratio’s pH dependent wash 

out ratio’s 

accounting for 

saturation 
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Dust Boundary 

conditions  + 

windblown dust 

Boundary 

conditions + Soil, 

traffic and 

agriculture (Schaap 

et al., 2009) 

Sea Salt Mårtensson et al. 

(2003), Monahan 

(1986) 

production 

accounting for 

whitecap area 

fractions 

(Callaghan et al., 

2008) 

Mårtensson et al. 

(2003), Monahan 

(1986) 

Boundary values global C-IFS 

00UTC 

global C-IFS 

00UTC, except for 

sea salt 

Initial values 24h forecast from 

the day before 

24h forecast from 

the day before 

Anthropogenic 

emissions 

TNO-MACC-III 

for 2011 

TNO-MACC-III for 

2011 

Fire emissions CAMS product: 

GFAS 

CAMS product: 

GFAS 

Biogenic emissions Emission factors as 

a function of 

temperature and 

solar radiation 

(Simpson et al., 

2012) 

Emission factors as 

a function of 

temperature and 

solar radiation 

(Schaap et al., 

2009) 

Meteorological driver 12:00 UTC 

operational IFS 

forecast 

(yesterday’s)  

12:00 UTC 

operational IFS 

forecast 

(yesterday’s) 
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Figure 1: Hourly PM10 concentrations in µg/m3 over Paris predicted by the EMEP model from December 

2nd to December 5th 2016. The black curve highlights the total concentration. The eight main country 

contributors are plotted in addition to the natural sources and “Others”. “Others” gathers hereafter other 

European countries, the boundary conditions, the ship traffic, the biogenic sources, the aircraft emission 

and the lightning. 
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Figure 2: Daily surface PM10 concentration in µg/m3 over Europe predicted by the EMEP model from 

December 01st to 09th 2016. The colored dots correspond to the daily mean of AirBase stations (rural and 

urban stations). 
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Figure 3: Scatterplot between the hourly PM10 concentrations in µg/m3 over all the studied cities using 

the 9 grid cells definition, predicted by the EMEP model on December 06th 2016 and the observations of 

the urban sites (blue dot) and rural sites (red square). For this case, there are 19 cities which have urban 

stations in their domain and 5 cities which have rural stations in their domain. The observations are 

collocated in time to the EMEP predictions and then averaged within the city edge to match the studied 

grid. The four panels correspond to the different predictions from 3 days before the December 06th to 

the actual day, i.e. December 06th.  The correlation coefficient (r), the mean bias (MB), the normalized 

mean bias (NMB), the root-mean-square error (RMSE) and the fractional gross error (FGE) are 

provided on each panel. The blue and the red lines represent the linear fits. 

 

 
Figure 4: As Fig. 3 for LOTOS-EUROS. 
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Figure 5: Correlation coefficient (a) and bias (b) in the predicted PM10 concentrations between the EMEP 

model and LOTOS-EUROS over all the studied cities using the 9 grid cells definition for each 4-day forecast 

(01-04 Dec 2016, 02-05 Dec 2016, 03-06 Dec 2016, 04-07 Dec 2016, 05-08 Dec 2016, 06-09 Dec 2016, 07-10 

Dec 2016, 08-11 Dec 2016, 09-12 Dec 2016). 
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Figure 6: Mean composition of “Domestic” (a), “30 European countries” (b), and “Others” PM10 split into 

a negative concentration (left panel) and a positive concentration (right panel), calculated by the EMEP 

country SC over the 34 European cities and for each 4-day forecast. The PM10 composition is highlighted 

with the color code. The results for the 3 city definitions (1 grid, 9 grids, GADM) and for the percentage of 

reduction used in the perturbation EMEP runs (5%, 15%, 50%) are shown. The “Domestic” contribution 

corresponds to the contribution from the domestic country to the city (e.g. from France to Paris). “30 

European countries” corresponds to the other 30 European countries used in the study. “Others” gathers 

natural sources, the other countries included in the regional domain, the boundary conditions, the ship 

traffic, the biogenic sources, the aircraft emission and the lightning. The red dot represents the mean PM10 

concentration.  
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Figure 7: The black horizontal bars show the mean non-linearity calculated for each contribution presented 

in Figure 6 and for the three city definitions. The non-linearity is calculated for each hourly concentration 

as the standard deviation of the hourly contribution weighted by the hourly total concentration. 
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Figure 8: Mean composition of “Domestic” (a), “30 European countries” (b), and “Others” PM10 

calculated by the LOTOS-EUROS (L-E) country SC over the 34 European cities and for each 4-

day forecast. The result from the EMEP country SC, by using a 15% perturbation run has also 

been added for comparison.  The PM10 composition is highlighted with the color code. Rest 

corresponds to the difference between the PM10 and the sum of the components listed on the plot. 

The results for the 3 city definitions (1 grid, 9 grids, GADM) are shown. The “Domestic” 

contribution corresponds to the contribution from the domestic country to the city (e.g. from 

France to Paris). “30 European countries” corresponds to the other 30 European countries used in 

the study. “Others” in the LOTOS-EUROS country SC is slightly different to the EMEP “Others”. 

“Others” in the LOTOS-EUROS country SC gathers natural sources, the other countries included 
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in the regional domain, the boundary conditions, the dust emitted by the road traffic and 

agriculture, the ship traffic, the aircraft emission and the lightning.  

 

 

 

 

 

 

 
Figure 9: Agreement in the determination of the dominant country contributor for PM10, SO4, NO3, NH4, 

EC and POM in percent, determined over all the studied cities using the 9 grid cells definition and for all 

4-day forecasts. The line that divides the box into two parts represents the median of the data. The end of 

the box shows the upper and lower quartiles. The extreme lines show the highest and lowest value excluding 

outliers which are represented by grey diamonds. The red dots correspond to the mean of each data set. 
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Figure 10: Agreement in the determination of the dominant country contributor for PM10 in percent, and 

for each 4-day forecast (01-04 Dec 2016, 02-05 Dec 2016, 03-06 Dec 2016, 04-07 Dec 2016, 05-08 Dec 2016, 

06-09 Dec 2016, 07-10 Dec 2016, 08-11 Dec 2016, 09-12 Dec 2016) over all the cities using the 9 grid cells 

definition. 

 

 
Figure 11: Agreement in the determination of the five main country contributors for PM10, SO4, NO3, NH4, 

EC and POM in percent, determined over all the studied cities using the 9 grid cells definition and for all 

4-day forecasts. The line that divides the box into two parts represents the median of the data. The end of 

the box shows the upper and lower quartiles. The extreme lines show the highest and lowest value excluding 

outliers which are represented by grey diamonds. The red dots correspond to the mean of each data set. 


