
Reviewer 1

Reviewer Point P 1.1 — Figure 1 and section 2:
Please indicate the file format of the data listed in the parallelograms.
If I understood it correctly, the python tool is responsible for generating the emission and temporal and vertical

profiles NetCDF files that are later read by the online emission module. Nevertheless, in Figure 1 it is not clear which5
information/files are used to generate this NetCDF files (e.g. in which format are the emission and temporal/vertical
profiles originally provided by the user to the Python tool). Similarly, the description and process for generating these
NetCDF files (e.g. gridded_emissions_nc, hour_of_day_nc, day_of_week_nc, ...) should be included in section 2
and corresponding subsections (right now the description of the files is included in section 3.1).

Reply: Figure 1 has been revised following the reviewer’s suggestions. The file format of each dataset (grey parallelograms)10
is now indicated. The input files for temporal and vertical profiles as well as speciation factors (for COSMO-ART) now also
appear in the first input data box. Data produced by the Python tool or int2lm are labeled with “output”. Furthermore,
the overall formatting of the figure has been improved for better readability.
The description of the netCDF files generated by our Python tool has been moved to Section 2:

The generated netCDF files contain time functions of diurnal, day-of-week and seasonal variations per15
tracer and source category. These scalings are provided in three separate files by default. However, it
is also possible to provide only one file with hour-of-year scaling factors. The temporal profile variables
are arrays with the two dimensions time (e.g. 24 different hourofday in case of a diurnal profile) and
country. If no country-specific information is available or desired, a uniform country mask with a single
value for the whole model domain needs to be generated. Vertical profiles, in contrast, are 1D arrays20
with level as the only dimension, since they are not expected to vary with country.

Further:

The file generated by the Python tool contains vertical profiles per tracer and source category. The
number of levels and their heights above surface can be set independently of the vertical structure of the
COSMO grid.25

In Section 3, a table has been added to link the variable names within these files with the namelist tags:

Table 1. Overview of netCDF files and corresponding namelist tags in the TRACER group in INPUT_GHG or INPUT_OAE. The
netCDF variable names must be identical to those listed in the namelist members (right column).

Variable for netCDF file name Namelist member

gridded_emissions_nc ycatl
hour_of_day_nc ytpl
day_of_week_nc ytpl
month_of_year_nc ytpl
hour_of_year_nc ytpl
vertical_profile_nc yvpl

Reviewer Point P 1.2 — Section 2.1 – gridded emission inventories:
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Perhaps this section should be accompanied with a table that list the different inventories that are currently avail-
able for processing and their main characteristics (e.g. name of inventory, pollutants considered, sector classification,
year(s) of reference, spatial resolution-coverage, reference).
In its current version, the presented tool is capable of processing three different families of anthropogenic inventories

(TNO, EDGAR and Swiss national inventory). I understand that other types of emissions such as biogenic or ocean5
are estimated/incorporated into COSMO using other specific models/tools (e.g. MEGAN for BVOCs), but what
about biomass burning emissions (e.g GFAS or GFED)? Are they being estimated using an online approach inside
COSMO?

Reply: From our point of view, an overview table of the different inventories would not be helpful, since we would like to
emphasize the flexible and generic nature of our implementation rather than presenting a tool that is tailored to specific10
types of inventories. The inventories currently supported are explained and referenced in the text. Furthermore, emission
inventories change quite rapidly: new versions are released, formats change, additional years and species are covered, etc.
The modularity and flexibility of our tool allows such changes to be incorporated rather quickly.
Certain types of natural emissions are indeed implemented in specific modules in COSMO-ART, but emissions from

natural fires are not. They have been accounted for in previous simulations using the traditional offline approach. Since15
biomass burning emissions do not follow a regular spatio-temporal pattern, our online emissions processing tool is not
suitable for this type of emissions. We are aware that this is an important shortcoming. An extension of the tool to support
a combination of offline inputs and online computation would be straightforward (since both methods are already imple-
mented as separate options), but this is currently not implemented. We added the following sentence in the conclusions
section:20

Our tool is tailored to the processing of anthropogenic emissions, which follow a regular pattern in space
and time, but it is not suitable for the processing of highly variable emissions such as emissions from
biomass burning. This will require an extension to support a combination of offline inputs and online
computation.

Reviewer Point P 1.3 — Section 2.2 and 2.3:25
Temporal, vertical and speciation profiles are being applied to gridded emissions. Therefore, all the equations of

these sections should represent emission of a tracer X at time t and grid cell c (instead of only tracer X at time t).

Reply: In Section 2.3 (former Section 2.2) we state that "This formula is applicable to an emission from a single grid
cell or to a complete 2D emission field; [...]" and thus, the additional index is not necessary here.

Reviewer Point P 1.4 — Section 2.4:30
Why the grid cell areas are calculated in degree? There are tools like CDO (Cdorbpy for Python) that allow

calculating grid cell areas in m2. It is currently not clear with which tools/libraries is the emission conservative
mapping being performed (e.g using ESMF? Specific python libraries that allow creating geometric objects, such as
shapefiles, and subsequently performing spatial interpolations?)
Following with the previous sections (2.2 and 2.3), an equation illustrating how the emissions are being mapped35

from the source grid cells onto destination grid cells should be included.

Reply: To map emissions from the inventory to the model grid, we use our own implementation that makes use of
the shapely and cartopy library. For each cell from the inventory and the COSMO grid, we produce a shapely polygon
and use the "intersection" method to compute the intersection between the two. The intersection has an "area" method
returning the area of the intersection. Grid cell areas were only calculated in degrees for computing the overlap between40
a COSMO grid cell and an inventory grid cell. However, we modified the implementation to first project the polygons
into the Mollweide equal-area projection, solving this issue. This has virtually not changed the results (maximum ratio
difference of 3 · 10−5).

We have moved this Section to 2.2 and revised it to clarify these points:
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All emission data need to be mapped onto the simulation grid, which in case of COSMO is a rotated
latitude-longitude grid. Such mapping is straightforward for point sources for which the emissions are
added to the COSMO grid cells that contain the sources. For area sources this is less trivial, since
simple interpolation is not mass-conservative, whereas conservative nearest neighbor methods may lead
to undesired stripes or other discontinuities. In order to avoid such issues and to accurately conserve5
mass, we determine for each COSMO grid cell the relative fraction of the overlap with each inventory
grid cell. The emissions for all source categories s at each COSMO grid cell i are then computed by

ECOSMO
i,s =

N∑
j=1

fi,j · Einventory
j,s (1)

where ECOSMO
i,s and Einventory

j,s are the emissions (in mass/cell) at the i-th and j-th COSMO and inventory
grid cell, respectively, N is the number of grid cells in the inventory and fi,j is the dimensionless fraction10
of the source cell j contributing to destination cell i. The fraction is determined by computing the
intersection between each COSMO and inventory grid cell divided by the total area of the inventory cell
using the equal-area Mollweide projection to conserve the mass.

Our tool does not redistribute the low-resolution inventory data onto the high-resolution COSMO-
grid using additional information, such as land-sea masks and country boundaries, which can be used for15
improving the spatial allocation of area sources. This feature could be implemented in a future version
similar to the implementation in CHIMERE-2017 model (Mailler et al., 2017).

The generated netCDF file contains 2D gridded fields Ei,s directly on the COSMO grid. This file also
contains a corresponding 2D country mask, which is an integer field with each grid cell being assigned the
number of the country that has the largest fractional area. The unit of the emissions ECOSMO

i,s depends20
on the actual model and are converted accordingly. For example, COSMO-GHG expects kg m−2 s−1,
whereas emissions in COSMO-ART are in kg h−1 cell−1.

Reviewer Point P 1.5 — Section 3.3.1:
How are separated the emissions when there are several countries into a cell (i.e. country border cells)? Or it is

assumed that all emissions belong to the country that contains the largest fraction of the cell? Some inventories like25
TNO provide the information of emissions per grid cell and emitting country. Is this information used when given?

Reply: When running the COSMO online emission module, the assumption is made that the country mask attributes a
single country to each grid cell. This country is indeed the one containing the largest fraction of the cell. However, this
only impacts the temporal profile applied to the cell, which can be country dependent.
In regard to the emissions, if a grid cell from the TNO inventory covers multiple countries, there are indeed multiple30

entries in the inventory. Those are summed and the regridding is applied to the sum. Therefore, emissions from one country
can be partially assigned to the neighbouring country and vice versa. This is also the case for cells bordering the sea, as
noted in the Reviewer Point P 2.1. Note that point source emissions are still attributed to the correct COSMO grid cell.
A mention of this limitation has been added to the Section 2.2:

Our tool does not redistribute the low-resolution inventory data onto the high-resolution COSMO-grid35
using additional information, such as land-sea masks and country boundaries, which can be used for
improving the spatial allocation of area sources. This feature could be implemented in a future version
similar to the implementation in CHIMERE-2017 model (Mailler et al., 2017).

Reviewer Point P 1.6 — Conclusion and Table 4 results:
According to the results presented in Table 4, the main advantage of using the online emission module instead of40

the offline tool is the significant reduction of the disk storage. Both in the COSMO-ART and COSMO-GHG test
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cases, authors suggest that increasing the length of the simulation period would imply a proportional growth of the
benefit in disk usage. This very much would depend on how the workflow of the modelling system is set up. For
instance, when running a 1-year simulation with an offline emission tool, modelers tend to generate an emission file
of 24 hours for day “d”, then run the atmospheric chemistry model for day “d”, erase the emission file for day “d”,
generate an emission file of 24 hours for day “d+1”, run the atmospheric chemistry model for day “d+1” and so on.5
In this situation, the benefit in disk usage would remain the same regardless of the simulation period (i.e. you will
always be storing only one emission file of 24 hours). Having said that, I think the authors should include the time
required for data pre-processing when comparing the off-line and online approach. Otherwise the comparison remains
unfair: the online computation of hourly emissions is considered but the offline computation of hourly emissions is
not, which is also part of the modelling chain. Finally, the values reported for the simulation times should be split10
between time required to compute hourly emissions (online/offline), time spent on I/O and “others”. This would
allow to justify the suggested compensation between I/O decrease and computation increase reported by the authors.

Reply: Thank you for this important comment. We agree that storage size can be controlled by a more sophisticated
workflow as you described. However, the amount of data that needs to be read in remains the same. This is why we15
refer to it as "input size" in Table 4 in particular. Reduced data storage is by far not the only advantage. From our view,
the largest advantage is the greatly simplified workflow, since we don’t need to produce new input files for every new
simulation (unless we change domain size etc.). This is also what we state first when summarizing the advantages of the
tool in the Conclusions.
To further specify the processing times required for pre-processing, we added another table showing the difference in20

all relevant pre-processing steps for online and offline processing, respectively. Unfortunately, the simulation times cannot
be split since this information is not available.

Table 2. Benchmark for pre-processing online and offline emissions for the COSMO-GHG test case using the emiproc tool.
Altogether, 19 categories from the emission inventories were processed (TNO: 14, Swiss: 5) as input for the CO2 tracer. Pre-
processing was performed on a local Linux cluster, using 14 threads in parallel. Processing times for generating the mapping
and country mask file are excluded. Results are shown for different time periods.

Processing time (s)
Processing step 1 day 7 days 365 days

Mapping and merging of inventories, profile generation 78 78 78
Offline Processing: extracting data from profiles (netCDF) 106 106 106
Offline Processing: generating offline files 11 74 3859

Total Online 78 78 78
Total Offline 117 180 3965
Ratio Online / Offline 0.67 0.43 0.02

Reviewer Point P 1.7 — Meteorological parametrizations:
Besides the improvement shown by the authors in terms of disk storage, one would say that the main advantage25

of building an online emission module is the capability of computing on-line meteorological parametrizations such as
heating degree day (for temporally distributing residential heating emissions) or plume rise calculation (for vertically
distributing point source emissions). Scientifically (and even technically) speaking, the gains of performing such an
implementation in comparison to an off-line approach may be much more significant. I understand that such an
implementation may be more complex/time consuming than the one presented in this work, but perhaps it would30
be good to highlight it as a current limitation of the current tool and the need to work on it in the near future.
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Reply: As pointed out in our reply to Reviewer Point P 1.6, the largest advantage of the tool is actually not the reduced
storage demand but the simplified workflow. But we agree with the reviewer that a particularly attractive advantage of
an online processing tool is the possibility to link the emissions to the actual meteorology in the model. This has indeed
not yet been implemented and should be a focus of future developments. We added the following sentence at the end of
the Conclusions section:5

Future developments will focus on the porting to other model systems such as ICON-ART and on the
implementation of meteorology-dependent emissions such as emissions from residential heating or from
lightning.

Reviewer Point P 1.8 — Portability to other atmospheric transport models:
Authors suggest that the offline python package is of potential use for any atmospheric transport model system. I10

think this statement may be too strong in its current formulation, especially considering that each model requires the
emissions to be provided following specific file formats (e.g. specific attributes in the NetCDF files) and conventions
(e.g. units), and that certain models (e.g. WRF-CHEM, CMAQ) work with map projections that are currently not
supported by the python package (e.g. lambert conformal conic, Mercator). Moreover, the current offline approach
includes a COSMO pre-processor tool to perform a vertical interpolation to the model levels. How this vertical15
interpolation would be performed in other models?

Reply: We are convinced that adaptations to other model systems require only a small effort. If users want to generate
emissions for different inventories and/or different transport models, they can implement their own classes within emiproc in
a straightforward manner by modifying the existing examples. Also, any map projection available in the cartopy package can
easily be utilized (including Lambert Conformal conic and Mercator). Units and attributes of the output netCDF variables20
are already model-dependent. For example, COSMO-GHG expects emissions in kg m−2 s−1, whereas in COSMO-ART it
is kg h−1 cell−1, which is implemented in emiproc.

Note that the pre-processing does not interpolate the emissions to the vertical levels of the COSMO-model but to
any pre-defined set of vertical levels. Interpolation to the terrain-following 3D grid of the COSMO-model is accomplished
online as explained in Section 3.2. The same approach will have to be followed for any other model with terrain-following25
vertical coordinates.
Based on the reviewer’s suggestion, we adjusted the text in the introduction referring to the offline tool as follows:

Models and inventories that are currently not covered by the Python package can be implemented in a
straightforward manner.

Reviewer Point P 1.9 — Supplementary material:30
Table S-1 to S-5: please specify from which works/references are the profiles derived.
COSMO-GHG example namelist includes some namelist members that are not defined in Table 3 of the manuscript

or in the text (e.g. itype_lbc). Please provide a description of them (or remove them if they are not relevant to the
publication).
In order to illustrate how "contribl" is used for chemical speciation, can you also provide a COSMO-ART example35

namelist?

Reply: The following sentences have been added to the supplement:

Vertical profiles are based on source-specific profiles developed for the European Monitoring and Eval-
uation Program (EMEP) (Bieser et al., 2011) that have been modified for the SMARTCARB project
(Brunner et al., 2019).40

and
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The time profiles of emissions were originally published by TNO for SNAP emission categories (Denier
van der Gon et al., 2011; Pouliot et al., 2012) and have been mapped to GNFR categories within the
CHE project (Haussaire et al., 2018).

Originally, we wanted to provide a complete namelist example. However, as pointed out by the reviewer, some namelist
members are not relevant for this publication. Thus, they have been removed from the example. Furthermore, we added5
a COSMO-ART example namelist for speciation of NOX into NO2 to show the usage of contribl.

Minor

Reviewer Point P 1.10 — Please specify the units of Ex(t), Ex,s and fx,s

Reply: Units for emissions, scaling and speciation factors have been added.

Reviewer Point P 1.11 — Table 3: Why itype_emiss and itype_tscale are only needed for COSMO-GHG?10

Reply: In COSMO-ART, the use of online (or offline) emissions cannot be specified for each tracer separately. Instead,
there is a general Boolean switch itype_emiss to activate online emission processing for all tracers. COSMO-ART only
supports method 1 of the namelist flag itype_tscale, i.e. "temporal scaling using hour of day, day of week and month
of year". Therefore, the flag itype_tscale cannot be set. We added the following text in Section 3.1 to clarify these
points:15

For this reason, the namelist switch itype_emiss does not exist in COSMO-ART. The same applies
for itype_tscale, since temporal scaling is applied just for hour-of-day, day-of-week and month-of-year
profiles.

Reviewer Point P 1.12 — Figure 2 caption, please include the meaning of each polygon shape/colour (following
the example of Figure 1’s caption).20

Reply: Done.

Reviewer Point P 1.13 — Please, add the following reference to the CAMS-REG-APV2_2 inventory: Granier, C.,
Darras, S., Denier van der Gon, H.A.C., Doubalova, J., Elguindi, N., Galle, B., Gauss, M., Guevara, M., Jalkanen, J.-
P., Kuenen, J., Liousse, C., Quack, B., Simpson, D., and Sindelarova, K.: The Copernicus Atmosphere Monitoring
Service global and regional emissions (April 2019 version), Copernicus Atmosphere Monitoring Service (CAMS)25
report, 2019, doi:10.24380/d0bn-kx16, 2019

Reply: Thank you for this suggestion. We added this reference.

Reviewer Point P 1.14 — In the introduction, when listing currently available emission processing systems, I
would suggest to also mention the HEMCO system: Keller, C. A., Long, M. S., Yantosca, R. M., Da Silva, A. M.,
Pawson, S., and Jacob, D. J.: HEMCO v1.0: a versatile, ESMF-compliant component for calculating emissions in30
atmospheric models, Geosci. Model Dev., 7, 1409–1417, https://doi.org/10.5194/gmd-7-1409-2014, 2014

Reply: This is indeed an important reference that was missing. We added the reference as suggested.
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