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This paper addresses the value of cloud-permitting grid sizes near 3 km on globalscale simulations 

that cover a large fraction of the globe except polar regions. This is compared with a lower resolution 

simulation at 45 km grid size that uses a cumulus parameterization. The simulations are run for 5 

continuous months with only northern and southern boundary conditions provided by analyses. The 

paper is of value because it not only addresses the above questions but also addresses some of the 

additional hurdles presented by large simulations in especially the computational aspects and 

handling large amounts of data. This aspect is also of interest. 

Furthermore the authors have used a variety of datasets to improve the input to the model such as 

surface datasets that are not part of the regular WRF package. 

 

It is also impressive to see the wide range of verification techniques employed from looking at 

convective propagating features to large-scale waves, precipitation patterns and even EOF analysis. I 

think this paper is publishable but I will make some comments on how this work could be improved 

from my perspective. The authors should consider this even though it is some extra work. 

 

The results are very good for the high-resolution almost-global simulation that is run so long and 

gives confidence for future studies of such applications. Noting that the tropics is hardly constrained 

at all, this is a real test of the model physics both at high and low resolution. 

 

We thank Referee #1 for the positive feedback and the valuable comments to further enhance the 

quality of the manuscript. 

 

General Comments 

 

1. While results were shown for convective systems, precipitation, and large scale features, none 

were shown for thermal fields or precipitable water that would also be of value in determining how 

well such a long simulation captured the climatology. I would encourage addition of some of these. 

 

Thank you for your valuable suggestion. We included an additional section 3.4 on page 8 starting at 

line 255 including new figures 8 and 9 to evaluate the 2-m temperatures for different synoptic time 

steps as well as an evaluation of the simulated and analyzed precipitable water (PW) content . Our 

results show that although a temperature bias is still present in the CP simulation in some areas, the 

temperature bias especially over the Oceans and South America is considerably reduced by applying 

a CP resolution. The mean PW content shows a general tendency of underestimation at both 

resolutions, with the CP simulation being much closer to the analyzed values in the Tropical West 

Pacific region and over Australia. 

 

2. In the conclusions the authors have attributed much of the improvement to the higher resolution 

which includes not having to use a cumulus parameterization. However, it can also be argued that 

the chosen scheme had some deficiencies that can be attributed to that scheme alone, e.g. shallow 

cloud issues in South America, and probably some of the tropical convective behavior. I would 

strongly encourage a separate run with a different cumulus scheme at 45 km to see how many of 

these improvements still stand when a possibly better one is used (e.g. WRF has a Tiedtke option 

more  similar to the one in the ECMWF model). Such an additional run may add robustness to the 

authors’ conclusions. 

 



At the time where this simulation was conducted, the GF was a very robust scheme while the “new” 

Tiedtke scheme underwent major updates in version 3.8.1 and especially in the later version 3.9.1 

(where also the GF scheme has been updated).  

As our computing resources are limited, we performed a short simulation for February 2015 at 50 km 

resolution using the new Tiedtke scheme. The precipitation along the tropics considerably reduced 

by 30-50 % as compared to the GF scheme, but the TOA OLR values along the tropics are far too high. 

Apparently, this is caused by an improper interaction of the Tiedtke scheme with the RRTMG 

scheme. 

Also, while admitting that a coarse scale ensemble applying different convection parametrizations 

would show some more insight, we regret to say that this is beyond the scope of our study. 

 

Additionally, we performed further literature research on this topic. 

 

Fowler et al. (2016) performed an experiment where they investigated the performance of the Grell-

Freitas (GF) scheme and briefly compared it with the Tiedtke scheme using the MPAS model. They 

found that applying the Tiedtke scheme on a resolution of 50 km yields even worse results in the 

tropics and extratropics as compared to the GF scheme. As the physics in WRF and MPAS are the 

same, we assume that these findings also apply for the WRF model. 

Gbode et al. (2019) investigated the performance of 27 different combinations using WRF version 

3.8.1 over western Africa. Their findings indeed show a superior performance of the new Tiedtke 

scheme as compared to the GF Freitas scheme. The application of the modified Tiedtke scheme 

apparently helps to reduce the precipitation to about 50 % (on a daily basis) but the location of the 

maximum precipitation amount was still incorrect. 

 

A new sentence was added to the conclusions on page 10, line 327:  

 

“While Fowler et al. (2016) found a superior performance of the GF cumulus parametrization when 

compared to the Tiedtke scheme (Tiedtke 1989) on a 50 km resolution, the application of a different 

cumulus parametrization can lead to a reduction of the precipitation bias while the weakness of an 

incorrect spatial distribution still remains ( Gbode et al. 2019, e.g.). As computing resources were 

limited, an additional experiment with the new Tiedtke scheme (Zhang et al. 2011) was performed 

for February 2015 (not shown). Depending on the region, the precipitation bias is reduced but the 

OLR values are too high indicating an improper interaction with the applied RRTMG scheme.” 

 

Minor Points 

 

1. line 100 - "andas" sentence needs correction. 

  

Thank you for detecting this spelling mistake. This is corrected now on page 3, line 100. 

 

2. line 107 - "skin temperature" used for lakes. Is this at least a diurnal average? How is seasonal 

change handled for lakes unresolved by the SST. 

 

For very small lakes, which are resolved neither by the ECMWF nor by the OSTIA data set, the 

analyzed surface temperature from ECMWF is applied in 6-h intervals to update lake temperatures. 

These lakes are treated like sea in the model. Although WRF offers the possibility of applying an 

additional lake model, we did not apply it as this is so far mostly validated for deep lakes like the 

Great Lakes area.  

 



The term “skin temperature” has been changed to “surface temperature” and the paragraph on page 

4, line 106 now reads: 

 

“In case no SST from either ECMWF or OSTIA was available, the ECMWF surface temperature was 

considered instead and the lake SST was limited between 34°C and -2°C in order to avoid unrealistic 

surface fluxes over inland lakes.”  

 

3. Figure 3. This is rotated making references to upper right, etc. confusing at first. Lettering the 

panels would resolve this. 

 

Thank you for your valuable suggestion. Panel letters were applied in Figure 3 to make it more clear. 

“Upper right” etc. has been replaced by the letters throughout the whole manuscript to match the 

panel description. 

 

4. Figure 3 caption. Refers to +/- 10 N which is really just +/- 10 degrees (N and S). 

 

As shown in the individual figures, the averaging region is +/-15 ° latitude. In order to clarify, the 

figure caption for Figure 3 has been changed to: 

 

“Wheeler-Kiladis diagrams of the TOA OLR averaged over the latitude belt of 15 around the 

equator and sampled with a temporal resolution of 3 h over April-June 2015. (a) and (d): Results 

achieved with the CERES data, (b) and (e): CP simulations, (c) and (f):  NCP resolution. (a)-(c) : 

antisymmetric spectra, (d)-(f): symmetric spectra.” 

 

 

5. line 213 - "same holds" maybe means "reverse holds"? 

 

Actually, our intention was different. The idea was to emphasize the good agreement of the cloud 

patterns over Africa and the Indian Ocean basin. To further clarify this sentence, it has been changed 

on page 6, line 212. It now reads: 

“The same applies to the Indian Ocean basin, where the NCP simulation shows less OLR than 

observed.” 

 

6. line 235 - should be Fig. 6b. 

 

Thank you for detecting this typo error. It is corrected on page 7, line 235. 
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This paper presents a 5-month convection-permitting simulation for a very wide latitude band, 

from -57deg to 65deg. The authors compared the simulation results with obser- 

vations/reanalysis and a simulation with coarse resolution, focusing on tropical precip- itation, 

and teleconnection patterns. The authors concluded that the high-resolution simulation 

significantly improves the simulations of precipitation and will likely improve the seasonal 

forecast. 

This paper is well-written and will be of interests to the modeling community. I would 

recommend publication if the authors can properly address the following comments. 

 

We thank Referee #2 for the positive feedback and the valuable comments to further enhance the 
quality of the manuscript. 

 

1. If I take a look at Figure 1, it is difficult to convince people that (a) and (b) are really alike. (b) 

might be improved from (c), but there is still a significant gap. This should be fully acknowledged. 

 

Thank you for your comment. We assume that your comment refers to Figure 2. Indeed the CP 

simulation shows some gaps with respect to the GPM precipitation observation. We reduced the 

strength of our findings statement so that the remaining differences are acknowledged.  

 

The end of section 3.1 on page 5, line 174 now reads: 

“Although larger differences between the CP simulation and GPM observations are still visible 

between 45° W and 90° W, the correspondence between the longitudinal and temporal 

structures between the GPM and the CP Hovmöller diagrams is improved compared to the NCP 

simulation.” 

 

2. In Fig. 2, the lower panel of the first column shows MJO signals, but I don’t see them in the 

Hovmoller plot. Could you clarify? In the second column, the MJO signal is quite strong, which 

does not seem to be consistent with Fig. 1. 

 

We carefully checked all three Hovmöller diagrams in Figure 2 (we assume that this Figure is meant 

here). The Hovmöller diagrams of the daily precipitation amounts derived from GPM and from the 

NCP simulations are correct. For the CP simulation, we found a plotting error. Accidentally, we used 

15° instead of 10 ° latitude for our NCL script to create the plot for the CP simulation, which is now 

corrected and Figure 2b is replaced. Now the CP simulation shows some structures transiting from 

west to east throughout the simulation period, which are also visible in the GPM observations. 

 

Although we see MJO like signals in the Wheeler-Kiladis diagrams shown in Figure 3, we cannot 

conclude that MJO signals are visible in the precipitation Hovmöller diagrams.  As the GPM data set is 

mainly derived from microwave imagery from a low earth orbit (LEO) constellation, the satellites 

could miss some of the precipitation events.  

 

3. There is a long history of why improved representation of small-scale convection can affect large-



scale tropical wave-like signals. For example, Mapes (2000, JAS) argued that multiple vertical 

modes are key to the development of equatorial waves, which are not often excited by traditional 

convection schemes. This theory was further developed by Kuang (2008, JAS). Khouider and Majda 

(2008, JAS) presented a multi-cloud model that explicitly simulates multiple vertical modes. That 

model produced an improved tropical wave spectrum. Yang and Ingersoll (2013, 2014) 

presented a shallow water model that can simulate the MJO and equatorial waves. The authors 

parameterized convection as a triggered process, as opposed to a quasi-equilibrium process, 

which is often used to parameterize convection in GCMs. The authors proposed that the 

intermittent trigger of convection is key to properly simulate tropical waves and the MJO. 

Refs: Mapes, B.E., 2000: Convective Inhibition, Subgrid-Scale Triggering Energy, and Stratiform 

Instability in a Toy Tropical Wave Model. J. Atmos. Sci., 57, 1515–1535, 

https://doi.org/10.1175/1520-0469(2000)057<1515:CISSTE>2.0.CO;2 

Kuang, Z., 2008: A Moisture-Stratiform Instability for Convectively Coupled Waves. J. Atmos. Sci., 

65, 834–854, https://doi.org/10.1175/2007JAS2444.1 

Khouider, B. and  A.J.  Majda,  2008:  Multicloud  Models  for  Organized  Tropi- cal 

Convection: Enhanced Congestus Heating. J. Atmos. Sci., 65, 895–914, 

https://doi.org/10.1175/2007JAS2408.1 

Yang, D. and A.P. Ingersoll, 2013: Triggered Convection, Gravity Waves, and the MJO: A Shallow-

Water Model. J. Atmos. Sci., 70, 2476–2486, https://doi.org/10.1175/JAS- D-12-0255. 

Yang, D., and Ingersoll, A. P. ( 2014), A theory of the MJO horizontal scale, Geophys. Res. Lett., 41, 

1059– 1064, doi:10.1002/2013GL058542. 

Although our focus is not on the representation of the MJO, we carefully checked your 

suggested references and decided to include the work of Yang (2013, 2014) into our manuscript, 

as convection is a triggered process in the applied cumulus parametrization.  

According to Figure 1c of Yang and Ingersoll (2014), reducing the size of triggered convective 

events, which is in our case by increasing the horizontal resolution, helps to improve the 

prediction of potential MJO events. If we understand this figure correctly and assuming a 

horizontal grid increment of ~ 3 km, together with a Kelvin wave speed of 12 m s-1 (green circles 

in Fig. 1c of Yang and Ingersoll (2014)), and assuming that an NWP model is able to simulate 

features with 3-7 times the applied horizontal grid size, then the wave number would be about 

2.5. This is in the range where the most power in the Wheeler-Kiladis Diagrams is contained. 

The following sentence has been added to the summary section on page 9, line 319: 

“According to studies of Yang and Ingersoll (2013, 2014), who analysed the Madden-Julian 

Oscillation (MJO; Madden and Julian, 1972) by applying a shallow water model, a WRF model 

resolution in the range of 5 km or higher is necessary to be able to represent MJO features 

assuming an effective WRF model resolution of seven times the horizontal resolution 

(Skamarock, 2004).” 

 

4. Figures 4 & 7: it is difficult to define “improvement”. It would be great if there is a way to 

quantify the performance. 

Thank you for your valuable comment. We decided to add corresponding numbers for the 

regions mentioned in section 3.3. The corresponding sentence starting on page 6, line 211 now 

reads: 

https://doi.org/10.1175/JAS-%20D-12-0255


“Over Africa, the CP simulation shows a better agreement with the observations as compared to 

the NCP simulation with a bias reduction of 10 W m-2 to a total bias of 10 W m-2. The same 

applies to the Indian Ocean basin, where the NCP simulation shows, on average, 16 W m-2 less 

OLR than observed. Over the Atlantic and South America, the cloud coverage is considerably 

overestimated inside the ITCZ resulting in an OLR bias of 15 W m-2 and a strong precipitation bias 

in this area.” 

Concerning precipitation, we found that the wrong Figures 6 and 7 have been inserted into the 

manuscript, which do not fit to the text in the manuscript. This is now corrected and the 

differences between the CP and NCP simulation during May 2015 becomes more clear. 
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Abstract. The added value of global simulations on the convection-permitting (CP) scale is a subject of extensive 

research in the earth system science community. An increase in predictive skill can be expected due to advanced 

representations of feedbacks and teleconnections in the ocean-land-atmosphere system. However, the proof of this 

hypothesis by corresponding simulations is computationally and scientifically extremely demanding. We present a 10 

novel latitude-belt simulation from 57° S to 65° N using the WRF-NOAHMP model system with a grid increment 

of 0.03° over a period of 5 months forced by sea surface temperature observations. In comparison to a latitude-belt 

simulation with 45 km resolution, at CP resolution  the representation of the spatial-temporal scales as well as the 

organization of tropical convection are improved considerably. The teleconnection pattern are very close to that of 

the operational ECMWF analyses. The CP simulation is associated with an improvement of the precipitation 15 

forecast over South America, Africa, and the Indian Ocean and considerably improves the representation of cloud 

coverage along the tropics. Our results demonstrate a significant added value of future simulations on the CP scale 

up to the seasonal forecast range. 

1 Introduction 

The answer whether global simulations on the convection permitting (CP) scale is computational overkill or not, 20 

will not only have substantial consequences for the future direction of earth system sciences but also with respect 

to the realization and distribution of huge resources on supercomputers. This requires the involvement of decision 

makers, funding organizations, and the public.  

Extensive research is ongoing concerning the added value of global extended range simulations on the CP scale. 

These simulations are considered for next generation climate projections  (Eyring et al., 2016), seasonal forecasting 25 

(Vitart, 2014), and numerical weather prediction (NWP). We hypothesize that the skill for simulating extremes 

such as droughts and extreme precipitation (Bauer et al., 2015) is improved, which is critical for decision makers, 

disaster and water management as well as food and water security. However, the huge investment in the required 

computational resources is challenging.  

So far, global CP simulations were limited to a forecast range of a few days or weeks (Miyamoto et al., 2013; 30 

MIYAKAWA and MIURA, 2019; Satoh et al., 2019) which is usually too short for agricultural applications and 

thus enhancing e.g. food security. On longer time scales, CP simulations are only available using limited area 

models (LAMs) (Hagelin et al., 2017). However, LAMs are strongly affected by the lateral boundaries. For 

instance, regional climate projections, which are still operated with grid increments of approx. 10-20 km, show a 
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strong influence of the driving global model on regional surface temperature statistics (Kotlarski et al., 2014) while 35 

the precipitation statistics is mainly influenced by the parameterization of deep convection (Prein et al., 2013; Prein 

et al., 2015) in the regional models.  

Downscaling of global climate projections as well as seasonal forecast and NWP model ensembles on the CP scale 

(Bouttier et al., 2016; Fosser et al., 2015; Kendon et al., 2014; Stratton et al., 2018; Warrach-Sagi et al., 2013) 

indicated an added value with respect to extreme precipitation statistics. However, these efforts did not allow for 40 

studying the added value of global CP ensembles without zonal lateral boundaries avoiding additional errors by the 

global driving models (Žagar et al., 2013).  

In this study, the added value of a CP resolution WRF simulation is compared to a 0.45° resolution by means of 

ECMWF analyses and satellite observations. The simulation period of five months allows for studying the 

simulation of the organization and lifetime of tropical precipitation as well as for investigating teleconnection 45 

patterns.  

This study can be considered as an extension of the work of Schwitalla et al. (2017) who performed a convection 

permitting latitude belt simulation on a shorter time scale and smaller domain.  

The manuscript is organized as follows: Section 2 provides details about the experimental setup, technical details, 

and the validation strategy.  Sections 3.1 and 3.2 describe the results with respect to tropical convection, followed 50 

analysing global cloud, precipitation, and teleconnection patterns. Section 4 summarizes our results.  

2 Experimental setup 

2.1 Model setup 

For the experiment, two simulations with a 5-month forecast range from February to June 2015 were carried out 

using version 3.8.1 of the WRF-NOAHMP model system (Skamarock et al., 2008). This period was a strong El 55 

Niño year (Newman et al., 2018) with large Sea Surface Temperature (SST) anomalies along the El Niño 3.4 region. 

The simulations covered a latitude belt between 57° S and 65° N with a grid increment of 0.03 degrees (CP run) 

and 0.45 degrees (NCP run) grid increments, respectively (Fig. 1).  

The reasons to choose this particular region manyfold: 1) The main focus of our work is on tropical convection, 2) 

applying the WRF model in polar regions requires a special setup of the physical parametrizations (Bromwich et 60 

al., 2018; Hines and Bromwich, 2017), and 3) the applied regular latitude-longitude grid leads to very high map-

scale factors beyond 65° latitude thus enforcing a very short model integration time step. 

The WRF model is based on an Arakawa-C grid and utilizes a terrain following vertical coordinate system with 57 

levels up to 10 hPa in our simulations. 15 out of 57 levels represented the lowest 1500 above ground level (AGL). 

Both resolutions shared a common physics package. The applied physics schemes are the NOAH-MP land surface 65 

model (Niu et al., 2011), which predicts soil moisture and temperature in four different depths as well as includes 

a 3-layer snow model and the Jarvis scheme for vegetation (Jarvis, 1976). For the WRF physics, we chose the 
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revised MM5 similarity surface layer scheme based on Monin-Obukhov similarity theory  (MOST) (Jiménez et al., 

2012), the YSU boundary layer parametrization (Hong, 2010), the GRIMS shallow cumulus scheme (Hong et al., 

2013), and the Rapid Radiative Transfer Model for GCMs (RRTMG)   for shortwave and longwave radiation 70 

(Iacono et al., 2008). In order to improve the radiative transfer calculations, aerosol optical depth (AOD) data from 

the Monitoring Atmospheric Composition and Climate (MACC) analysis (Inness et al., 2013) were used. The AOD 

interacts with the RRTMG shortwave radiation scheme so that an improvement in the simulation of surface 

temperatures can be expected. For cloud and precipitation microphysics, the Thompson 2-moment scheme 

(Thompson et al., 2008) with five categories of hydrometeors was applied. The prescribed value of the cloud droplet 75 

number concentration in the Thompson microphysics scheme was changed from the default value of 100x106 m-3 

for maritime cases to 200x106 m-3. This describes an intermediate aerosol loading which appears to be more realistic 

in case of continental convection (Heikenfeld et al., 2019). In this setup, no direct aerosol interaction of radiation 

and cloud microphysics takes place and the cloud droplet number concentrations remains constant throughout the 

model domain.  Deep convection was parametrized by the Grell-Freitas scheme (Grell and Freitas, 2014) and is 80 

only applied in the NCP simulation. The model integration time-step was set to 10 s for the CP and 150 s for the 

NCP simulation, respectively. Output of the most important surface variables is available every 30 min. 

For the land use maps, a combined product of IGBP-MODIS and CORINE data bases was applied which provided 

an advanced representation of land cover. Instead of the coarse FAO soil texture data available in the WRF package, 

data from the Harmonized World Soil Data Base were used with a resolution of 1 km (Milovac et al., 2014) . Terrain 85 

information was provided by the more recent Global Multi-resolution Terrain Elevation Data 2010 (GMTED2010) 

data set. 

The initial conditions and forcing data at the meridional boundaries were taken from the operational European 

Centre for Medium Range Weather Forecasting (ECMWF) analysis every 6 hours at a resolution of 0.125°, as 

obtained from the Meteorological Archival and Retrieval System (MARS).  90 

Although e.g. Mogensen et al. (2017) found a superior tropical cyclone forecasting performance in case the  

Nucleus for European Modelling of the Ocean (NEMO) model (Madec, 2008) was applied in the ECMWF 

operational model, we decided to apply updated observed  SSTs in our simulation to obtain a surface forcing over 

water surfaces to investigate the added value of the CP resolution. 

SST data were provided by a combining  the operational ECMWF SST analysis with the Operational Sea Surface 95 

Temperature and Sea Ice Analysis (OSTIA) system of the UK MetOffice (Donlon et al., 2012) available at a 

horizontal resolution of 0.05°. In order to match the six hourly atmospheric boundary conditions, the SST data were 

interpolated in time. This approach still provided reasonable feedback towards the atmosphere via coupling with 

the applied surface layer scheme. This scheme updates the surface fluxes, the exchange coefficients for heat and 

moisture, andas the friction velocity depending on the environmental conditions as input for the PBL 100 

parametrization. 

As both SST data sets have different land-sea masks, certain inland lakes are resolved only in the ECMWF or the 

OSTIA data sets. In order to combine their information, changes of the WRF code were necessary. Firstly, we 
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implemented a check for water points whether an SST from OSTIA was available due to its higher resolution. If 

this was true, the ECMWF SST was discarded at the corresponding grid cell. In case no SST from OSTIA but from 105 

ECMWF was available, the latter one was considered. In case no SST from either ECMWF or OSTIA was 

available, the ECMWF surface temperature was considered instead and the lake SST was limited between 34°C 

and -2°C in order to avoid unrealistic surface fluxes over inland lakes.In case no SST from either ECMWF or 

OSTIA was available, the skin temperature was considered instead and the SST was limited between 34°C and -

2°C in order to avoid unrealistic surface fluxes over inland lakes.  110 

As the WRF pre-processing system (WPS) cannot handle gridded binary (GRIB) files larger than 2 GB, which was 

the case for the ECMWF analysis GRIB files, it was necessary to split all 3-dimensional variables from the 

ECMWF analysis into separate GRIB files. WPS supports parallelism utilizing MPI but currently parallel NetCDF 

is not supported during the horizontal interpolation step. This implies that the array size per variables is limited to 

4 GB. As the CP grid comprises of 12000*4060 cells and ECMWF offers 137 vertical levels, one variable would 115 

have a size of approx. 25GB, which is far beyond the serial NetCDF capabilities. Therefore, the file format option 

io_form_metgrid in the namelist.wps file requires to be set to 102 so that each MPI task wrote its own met_em 

NetCDF file. Due to the large domain and memory requirements, at least 35 compute nodes with 4480 GB memory 

were necessary for this task, resulting in approx. 500000 files of 100 MB file size each to successfully perform the 

horizontal interpolation step. 120 

The CP simulation was performed using 4096 nodes of the Hazel Hen system of the High-Performance Computing 

Center Stuttgart (HLRS; Bönisch et al. (2017)). This supercomputer comprises of 7712 compute nodes with 2 Intel 

12-core CPU at 2.5 GHz clock frequency. Due to limitations in the I/O data rates, even when parallel NetCDF is 

applied, the CP simulation was performed on 4096 nodes with 6 OpenMP threads per node. Approximately 17 

forecast days can be simulated within 24 hours wall clock time applying a fixed model time step of 10 s at the CP 125 

scale. 

Currently, the WRF model source code is not ready yet to create very large NetCDF files by default. As such a 

large domain requires more than 2³²-4 bytes for each 3-dimensional variable array, changes to the code were 

necessary to follow the CDF-5 standard, which allows for data arrays larger than 2³² bytes (Schwitalla et al., 2017). 

The complete namelist settings are provided as supplement or can be downloaded from  130 

https://doi.org/10.5281/zenodo.3550622. 

2.2. Validation data sets 

The evaluation of precipitation was performed against the Global Precipitation Mission (GPM) level 3 V06B data 

set (Huffman et al., 2019). The data are available from 60° S to 60° N from 30 min time intervals to monthly 

aggregated values. In our study, the hourly product as well as the monthly sum are applied. The regridding of the 135 

simulated precipitation of the NCP and CP simulations was performed by applying the Earth System Modelling 

Framework (ESMF) as part of the NCAR Command Language (NCL) script. The WRF curvilinear grid was 

interpolated to the GPM rectilinear grid by applying the conservative remapping method, which gives better results 

https://doi.org/10.5281/zenodo.3550622
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in case of discontinuous variables (Kotlarski et al., 2014). The ESMF regridding routines were compiled to fully 

exploit the MPI capabilities resulting in a considerable speed up of the interpolation procedure. 140 

The Wheeler-Kiladis spectra  (Wheeler and Kiladis, 1999) were derived by adopting the “wkSpaceTime_3” 

example from NCL to the CERES top of the atmosphere outgoing longwave radiation (TOA-OLR) satellite data 

set (Loeb et al., 2018) and both WRF simulations in 3-h intervals between 15° S and 15° N. The data were kept on 

their original grids in order not to lose any high-resolution information. The spectral analyses took about 61 hours 

on a single core and required 280 GB of memory. 145 

To validate the behaviour of the simulated downward surface shortwave flux (SWDOWN), we applied monthly 

mean data from the Land Surface Analysis Satallite Application Facility (LSA-SAF) (Geiger et al., 2008). This 

data set is derived from Meteosat Second Generation (MSG) satellite data and is available in 30 min time intervals 

on a 0.05°*0.05° grid. This data strongly depends on cloud coverage and thus complements the TOA-OLR 

evaluation. 150 

For the EOF decomposition, the following procedure was applied: First, the six hourly raw sea level pressure output 

and a monthly average between 55° S and 64° N were computed. Then, the EOF algorithm provided by the NCAR 

command language (NCL) was applied. The data were weighted by √𝐜𝐨𝐬𝜽 (θ being the latitude) to compensate 

for the grid box area and to avoid a weighting overemphasis in the Tropics. The reference data set is the six hourly 

ECMWF operational analysis. The evaluation of 2-m temperatures and precipitable water (PW) was performed by 155 

using the six hourly ECMWF operational analysis as a reference. 

3 Results 

 

3.1 Organization and lifetime of tropical convection 

In order to investigate the lifetime and propagation of tropical precipitating systems, we utilized Hovmöller 160 

diagrams (time-longitude diagrams) (Hovmöller, 1949) between 10° S and 10° N for the observed precipitation 

(GPM data set) as well as for the CP and NCP simulations. The results are presented in Fig. 2.  

Over the entire period, the observations show several coherent propagating systems with a lifetime of 3-4 weeks 

(Fig. 2a), demonstrating the importance of simulations beyond a month. The GPM data show that the eastward 

propagation speed is typically 1100 km day-1. The main origins of significant amounts of precipitation along this 165 

belt are the tropical warm pools in the Western Pacific around 158-174 E and the eastern Indian Ocean around 

90E as well as the tropical rainforest over South America around 69 W. The NCP experiment (Fig. 2c) also shows 

precipitation maxima over the Tropical warm pools but their amplitudes are strongly overestimated. At the 

precipitation maximum over South America, a dry zone in precipitation is simulated and second one appears around 

20-25 E in strong discrepancy with the observations. The precipitation maximum over South America was  shifted 170 

to approx. 35 W which corresponding to an eastward displacement of approx. 3800 km. Furthermore, the NCP 

simulation did not reproduce any of the eastward propagating structures but only westward propagating 

precipitating systems, which were almost not present in reality. 
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In contrast, the CP simulation (Fig. 2b) reproduced very well the location of the longitudinal precipitation maxima 

and a dry zone at approx. 45 E, which corresponds to the Horn of Africa. The propagating speed of the eastward 175 

moving system was overestimated (approx. 1500 km/day). The precipitation maxima of the propagating systems 

were slightly underestimated except over the western Pacific warm pool where an excellent agreement was 

achieved. Although larger differences between the CP simulation and GPM observations are still visible between 

45° W and 90° W,  the correspondence between the longitudinal and temporal structures between the GPM and the 

CP Hovmöller diagrams is improved compared to the NCP simulation. Otherwise, the correspondence between the 180 

horizontal and vertical structures between the GPM and the CP Hovmöller diagrams is striking. Obviously, the CP 

simulations provide a huge advance in the simulation of the propagation speed and lifetime of convection systems 

from the sub-seasonal to the seasonal scale. 

 

 185 

3.2 Spectra of tropical convection 

Another instructive way to study the behaviour of tropical convection is based on wavenumber-frequency spectrum 

analyses of the top-of-the-atmosphere (TOA) outgoing longwave radiation (OLR). This methodology is explained 

in Wheeler and Kiladis (1999). In order to optimize the signal-to-noise ratio of the spectrum and to adapt to the 

high temporal resolution of our model output, we used the TOA OLR fields provided by the NASA Clouds and the 190 

Earth's Radiant Energy System (CERES) project (Loeb et al., 2018). Both the observations and the model outputs 

are available with 1 h time resolution. However, we derived the spectra with 3-h resolution due to the huge amount 

of data to be processed and our main interest in an analysis of convectively coupled waves with frequencies below 

1 month. 

Figure 3 displays the results for the antisymmetric (a-cupper panels) and the symmetric spectra (d-fbottom panels) 195 

for a latitude range of 150 around the equator. In the asymmetric spectra of the CERES data, no strong evidence 

for the n=2 western or eastern inertio-gravity waves (WIGs or EIGs) was found, but the spectra show a weak signal 

of the n=0 westward mixed Rossby-gravity wave (MRG) and a particularly strong signal of the n=0 EIG, the latter 

between shallow water equivalent depths in the range of 12–50 m (LINDZEN, 1967). These structures are absent 

in the NCP simulations (Fig. 3cupper right panel) whereas a signal of the n=0 EIG is also found in the CP 200 

simulations albeit weaker as in the observations. The symmetric spectra derived with the CERES data may reveal 

some signal of the n = 1 equatorial Rossby wave (ER). Significant are the spectral power of the n=1 WIG and, 

particularly strong, the n=1 Kelvin wave for shallow water equivalent depths in the range of 12–50 m for periods 

between 3-30 days and wavenumbers 1-10. Again, the NCP simulations do not reproduce any of these wave 

structures. In contrast, albeit somewhat weaker in power, the CP simulation reveal the n=1 WIG from approx. -15 205 

- -5 zonal wavenumbers. Particularly significant is the signal of the n=1 Kelvin wave in the CP wavenumber-

frequency spectrum although the slope is somewhat steeper and tending more towards effective depths between 

25-50 m. This finding may be related to the overestimation of the eastward propagation of precipitation found in 

the CP Hovmöller diagrams. Despite these deviations, only the CP simulations are able to recover the observation 

of IGs, MRGs, and Kelvin waves. This is another strong indication of the added value of nearly global CP 210 

simulations on the seasonal scale. 
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3.3 Spatial distribution of cloud and precipitation 

It is clear that the combination of resolution and the omission of the parameterization on the CP scale have 

significant implications on the structure of deep convective clouds and precipitation. Exemplarily we show this for 215 

the monthly averages for May 2015 in order to reduce the spatial-temporal averaging of critical structures. The 

other months show a similar trend as in May 2015 (not shown). 

During May 2015, the CERES OLR observation (Fig. 4a) shows strong convection along the tropics between 10° 

S and 10° N over the Atlantic, Africa, the Indian Ocean, and the Pacific Ocean indicated by the low values of less 

than 200 W m-2. Over Africa, the CP simulation shows a much better agreement with the observations as compared 220 

to the NCP simulation with a bias reduction of 10 W m-2 to a total bias of 10 W m-2. The same applies toholds for 

the Indian Ocean basin, where the NCP simulation shows, on average, 16 W m-2 less OLR than observed. Over the 

Atlantic and South America, the cloud coverage is considerably overestimated inside the ITCZ resulting in an 

strong OLR bais of 15 W m-2 and a strong precipitation bias in this area. It is also worth to note, that the width of 

the precipitation bands over the tropical Atlantic is a lot narrower than observed indicating more localized 225 

convection. To complement the results obtained by the OLR analysis, we also investigated the surface shortwave 

downward radiation.  

Figure 5 displays the monthly mean SWDOWN flux during May 2015 over the South American continent. 

Compared to the LSA-SAF observations (Fig. 5a), the NCP simulation shows very low SWDOWN fluxes over the 

Amazon rainforest with minimum values of less than 30 W m-2 while the minimum observed SWDOWN flux over 230 

this particular area is ≈180 W m-2. Apart from the southern part of brazil, the CP simulation shows a good agreement 

with the LSA-SAF observations with an overall bias of only 10 W m-2 while the bias of the NCP simulation is 52 

W m-2. As the NCP simulation does not show an overestimation of precipitation during this particular month over 

South America, the strong SWDOWN bias could be related to the simulation of shallow clouds inside the Grell-

Freitas cumulus parametrization and its interaction with the RRTMG radiation scheme. Apparently, this interaction 235 

is much better resolved in case of the CP resolution. 

 

Figure 6 presents the corresponding accumulated precipitation during May 2015 from the Global Precipitation 

Mission (GPM) level 3 V06B precipitation data set (Huffman et al., 2019) and the CP and NCP simulations. The 

differences between the model simulations and the GPM retrieval are presented in Fig. 7.  240 

The GPM observations (Fig. 6a) reveal high precipitation amounts over the intertropical convergence zone (ITCZ) 

at around 5° N over the Eastern Pacific and the Atlantic Oceans. Large precipitation fields over the tropical West 

Pacific were also observed. The dry subtropical regions range from 10-35° N and 0-30° S. The CP simulation (Fig. 

65b) corresponds well with the structures of dry and moist regions in the GPM data set. Except an underestimation 

of the dryness in the subtropical regions and an overestimation of the precipitation in the ITCZ over the eastern 245 

Pacific, a promising agreement is achieved in spite of the lack of any data assimilation efforts (see also Fig. 7a).  

In contrast, the NCP simulation (Fig. 6c) strongly overestimates the precipitation over the entire Pacific including 

the ITCZ and along the northeast coast of South America. Furthermore, the NCP simulation shows a strong wet 

bias over the Indian Ocean. In addition, the dry zone extending from Africa towards Asia is not well reproduced 

and the subtropical dry zone over the southeast Pacific is underestimated. Over South America and from India and 250 

Eastern Asia over the entire Island archipelago to New Guinea a strong dry bias is detected (Fig. 7b). 
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In summary, with respect to the spatial structure of the accumulated precipitation during May 2015, the CP 

simulation clearly outperforms the NCP simulation. Particularly, the precipitation amounts along the ITCZ, over 

South America, and over the Indian Ocean are much closer to reality. A clear reduction in precipitation bias of the 

CP simulations with respect to the NCP simulation was found. Whereas the bias of the NCP simulation in the 255 

tropics is 28 mm, it is 45 % less in the CP simulation. The RMSE of the CP simulation in the tropics is 181 mm 

while it increases to 217 mm in the NCP simulation. The pattern correlation is 0.53 in the CP simulation whereas 

it is 0.44 in the NCP simulation. These results confirm an added value of global simulations on the CP scale with 

respect to precipitation on the seasonal scale. 

Furthermore, in almost all regions, we found an improvement of the simulation of the diurnal cycle of convection 260 

and precipitation (not shown). This is a well-known feature of CP over NCP simulations (Schwitalla et al., 2008; 

Warrach-Sagi et al., 2013; Ban et al., 2014; Fosser et al., 2015; Prein et al., 2015) . 

 

3.4 Spatial distribution of 2-m temperatures and precipitable water 

To investigate the large-scale situation throughout the model simulation, the spatial distribution of precipitable 265 

water (PW) and 2-m temperatures was investigated. Figure 8 shows the mean temperature bias averaged between 

April and June 2015 for the 12 UTC (a,c) and 18 UTC time steps (b,d). The reference data set is the operational 

ECMWF analysis with its sophisticated 4-dimensional variational data assimilation system 

(https://www.ecmwf.int/en/elibrary/9209-part-ii-data-assimilation). 

At 12 UTC, the NCP shows a strong negative temperature bias over Russia, Mongolia, and China while a strong 270 

positive temperature bias is present over India and North Africa. This bias is considerably reduced in the CP 

simulation except over the eastern part of North Africa while, on average, hardly any bias is present over the 

southern hemisphere. At 18 UTC, the NCP simulation shows a warm bias over the southern hemisphere while the 

cold bias over Central Asia remains. The strong negative bias over the Saharan desert and the Arabian Peninsula 

are probably related to a too strong cooling effect in the WRF model over sand surfaces at higher resolution. This 275 

effect was also observed in a study of Schwitalla et al. (2019) who investigated the behaviour of different WRF 

physics combination over the Arabian Peninsula. It is also interesting to note here that although both simualtions 

are forced by the same SST data set, a constant temperature bias over the Indian and topical Pacific Ocean is 

present. A reason for this can be the strong overestimation of precipitation in the NCP simulation (see later in 

section 3.5). 280 

Figure 9 shows the mean PW content averaged between April and June 2015. The ECMWF analysis (Fig. 9a) 

shows high amounts of PW along the Intertropical Convergence Zone (ITCZ) over the Atlantic and eastern Pacific 

Ocean as well as over the Indian Ocean and the tropical western Pacific. On average, both WRF simulations tend 

to underestimate the amount of water vapour throughout the model domain. As this can be inconclusive, the mean 

values were calculated for different regions and are shown in Table 1. 285 

Area/region NCP CP ECMWF 

180° W – 180° E, 10° N – 55° N 24.6 24.3 24.1 

180° W - 180° E, 50° S - 10° S 25.7 23.1 22.6 

180° W - 180 ° E, 10° S - 10 °N 45.3 45.2 48.3 

South America 38.4 37.1 40.3 

https://www.ecmwf.int/en/elibrary/9209-part-ii-data-assimilation
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North Africa 15.4 14.9 14 

Australia 26.7 21.5 22.2 

Tropical West Pacific 46.1 48.3 51.8 

Table 1: Mean precipitable water (PW) content [mm] averaged over different regions. Column one 

denotes the averaging region followed by the NCP, CP, and ECMWF values. 

 

The Northern Hemisphere, North Africa and the tropical region show only minor differences with respect to the 

PW content while larger differences between the simulations occur over South America, Australia, and the tropical 

West pacific. Over the Southern Hemisphere, the average PW content of the CP simulation is close to the analysed 

value by ECMWF while a bias of 3 mm is present for the NCP simulation. Over South America, the NCP simulation 290 

shows lower PW values as compared to the ECMWF analysis. Here, the CP simulation show an even lower PW 

content which is also reflected in the dry bias in the Amazon Rainforest (Fig. 6). Over Australia, the strong positive 

PW bias of the NCP simulation turns into a small negative PW bias on the convection permitting scale without any 

reflection in the precipitation fields. The amount of precipitable water in the tropical West Pacific is underestimated 

in both WRF simulation with the CP simulation having a smaller dry bias as compared to the NCP simulation.  295 

 

3.54. Teleconnection 

In order to study teleconnection pattern, an EOF decomposition of the monthly averaged sea level pressure fields 

was performed. The reference data set was the ECMWF operational analysis. Figure 8 shows the result of the 1st 

EOF of the six hourly monthly mean sea level pressure. 300 

Figure 10a8 (upper panel) demonstrates that 65 % of the sea surface pressure fluctuations in the ECMWF analyses 

can be explained by the correlation pattern shown in the 1st EOF. Correlation maxima are found in the northeastern 

Pacific, in the Labrador Sea around the southern tip of Greenland, and along the southern subtropical belt. A 

correlation minimum covers large areas of Asia. The agreement with the 1st EOF of the CP simulation is excellent 

(Fig. 10b8, middle panel). Despite a slight underestimation of the strength of the correlations, the spatial structure 305 

is very similar and 61 % of the variance are contained in first EOF. In contrast, the 1st EOF of the NCP simulation 

(Fig. 10c) shows a completely different pattern. A similar structure shows up only in the 2nd EOF explaining just 

37 % of the variance (not shown). Additionally, a test for eigenvalue separation (North et al., 1982) was performed 

to ensure that eigenvalues are significantly separated which is true for EOF1 and EOF 2. Consequently, these EOF 

analyses provide strong evidence in the added value of seasonal CP simulations with respect to the representation 310 

of teleconnection pattern and an increase of the quality of nearly global forecasts on the CP scale.  

 

4 Summary 

Two 5 month long latitude-belt simulation with the WRF-ARW model version 3.8.1 were evaluated at 3 km  and 

45 km resolution. The model encompasses a domain between 57° S and 65° N. Meridional boundaries are provided 315 

by the operational ECMWF analysis and the lower boundary forcing is provided by combining ECMWF and 

OASTIA SST data. Although meridional boundary conditions are still applied, the model simulation is undisturbed 

in the west-east direction, being the main large-scale flow direction on the globe. 
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Different analyses were applied to demonstrate the added value of nearly global CP simulations. Firstly, the 

organization of tropical convection was studied by means of Hovmöller diagrams. The strong improvement of 320 

spatial-temporal pattern as well as the lifetime and propagation speed of tropical convection systems became 

evident in the CP simulation. Whereas the NCP simulation predicted mainly a westward propagation in strong 

disagreement with the observations, the CP simulation produced eastward propagating patterns, which were in 

striking agreement with the GPM data. 

Secondly, wavenumber-frequency spectra of the tropical convection and the detection of various wave pattern were 325 

derived by the 3-h TOA OLR fields and revealed by Wheeler-Kiladis diagrams. The CP simulations turned out to 

be much closer to the observations showing the spectral signatures of eastward propagating EIGs and Kelvin waves, 

whereas these signatures were absent in the NCP simulations. According to studies of Yang and Ingersoll (2013, 

2014), who analysed the Madden-Julian Oscillation (MJO; Madden and Julian, 1972) by applying a shallow water 

model, a WRF model resolution in the range of 5 km or higher is necessary to be able to represent MJO features 330 

assuming an effective WRF model resolution of seven times the horizontal resolution (Skamarock, 2004). 

Thirdly, the cloud coverage of convective clouds along the tropics was better represented in the CP simulation. The 

NCP simulation considerably overestimated cloud cover along the tropical Atlantic, Africa and the Indian Ocean. 

Fourthly, the spatial precipitation fields integrated during May 2015 were compared with observations based on 

the GPM level 3 data set. The spatial pattern of tropical precipitation and the sub-tropical dry regions were much 335 

better represented in the CP simulation. While Fowler et al. (2016) found a superior performance of the GF cumulus 

parametrization when compared to the Tiedtke scheme (Tiedtke, 1989) on a 50 km resolution, the application of a 

different cumulus parametrization can lead to a reduction of the precipitation bias while the weakness of an 

incorrect spatial distribution still remains (Gbode et al., 2019, e.g.) .  As computing resources were limited, an 

additional experiment with the new Tiedtke scheme (Zhang et al., 2011) was performed for February 2015 (not 340 

shown). Depending on the region, the precipitation bias is reduced but the OLR values are too high indicating an 

improper interaction with the applied RRTMG scheme. 

Finally, the spatial structure of teleconnection pattern and the explained variances as studied by the EOF of the 

surface pressure fields was in close agreement between ECMWF analyses and the CP simulations. 

Consequently, our results confirm a significant added value of nearly global CP simulation from the sub-seasonal 345 

to the seasonal forecast ranges. We attribute these improvements mainly to the elimination of the lateral forcing by 

coarse global models, the advanced representation of ocean-land-atmosphere feedbacks and heterogeneities as well 

as to the elimination of the parameterization of deep convection in the CP run. Obviously, the spatio-temporal 

structure, the lifetime, and even the teleconnections in the global circulation and its interaction with the 

development and organization of clouds and precipitation are much better maintained in the CP simulations. These 350 

coherent structures are destroyed in the NCP simulation by the amplification of errors induced by deficiencies of 

parameterizations, e.g., the parameterization of deep convection. 

The new CP simulation presented in this work strongly supports the development and application of global, km-

scale earth system models, which are envisioned for future climate projections, land-atmosphere feedback studies, 

e.g., within the CORDEX Flagship Pilot Studies, seasonal simulations, and global NWP ensemble forecasts. 355 
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Fig. 1: Applied model domain and terrain height for both the CP and NCP simulations.  
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Fig. 2: Time-longitude cross section of the simulated precipitation per day [mm] for the region between 

10° S to 10° N. The top row display the GPM precipitation, (b) denotes the CP simulation, and (c) denotes 

the NCP simulation. The colour bar applies to all plots. 
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Fig. 3: Wheeler-Kiladis diagrams of the TOA OLR averaged over the latitude belt of 150 around the 

equatorN and sampled with a temporal resolution of 3 h over April-June 2015. (a) and (d)Left panels: 

Results achieved with the CERES data, (b) and (e)middle panels: CP simulations, (c) and (f): right panels: 

NCP resolution. (a)-(c) Upper panels: antisymmetric spectra, bottom panels(d)-(f): symmetric spectra. 
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Fig. 4: Monthly averaged Top of the Atmopshere outgoing longwave radiation (OLR) [W m -2] during 

May 2015 together with the corresponding zonal mean. (a) displays the Clouds and the Earth's Radiant 

Energy System (CERES) OLR, (b) displays the monthly mean OLR from the CP simulation, and (c) 

displays the monthly mean from the NCP simulation. 
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Fig. 5: Monthly averaged surface shortwave downward radiation [W m -2] over South America during 

May 2015. (a) denotes the LANDSAF satellite observation, (b) denotes the CP simulation, and (c) denotes 

the NCP simulation. No data are available over the ocean and water areas are masked in the CP and NCP 

simulations. 
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Fig. 6: Accumulated precipitation [mm during May] from April to June 2015: (a) Global 

Precipitation Mission (GPM) level 3 data set, (b) CP simulation, (c) NCP simulation. Grey shaded 

areas indicate lacking coverage in the GPM data or the simulations. The model data are 

interpolated to the GPM mesh. 
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Fig. 7: Precipitation difference [mm] between CP and GPM (upper panel) and difference between NCP 

and GPM (lower panel) during May 2015. 
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Fig. 8: Mean 2-m temperature bias [K] against the operational ECMWF analysis for the 12 UTC time 

steps (a,c) and the 18 UTC time steps (b,d) averaged between April and June 2015. On the right side, the 

zonal mean bias is shown. 
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Fig. 9: Mean precipitable water (PW) [mm] averaged between April and June 2015. (a) shows the 

operational ECMWF analysis, (b) the CP simulation, and  (c) the NCP simulation. Data are averaged in 

6-h intervals to match the ECMWF analysis times. On the right, the zonal mean is shown. 
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Fig. 108: 1st EOF analyses of the monthly mean sea level pressure for the ECMWF operational analysis 

(a), the CP simulation (b) and the NCP simulation (c) over the whole forecast period. Normalized values 

are shown and the averaging time steps are 00 UTC, 06 UTC, 12 UTC, and 18 UTC to match the ECMWF 

analysis time steps. 
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