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We thank our reviewers for their positive and constructive comments on our manuscript. Both 
reviewers raised the following main comments, which have been addressed as outlined in the 
responses below: 

• Initialisation and spin-up requires more discussion. We have updated Figure 3 and will 
add a new subsection describing the changes in the simulated ice sheet during the 
“spinup period” (first 1000 years of experiments). This will describe the features and 
changes that we consider artefacts from the initialisation and will show that our 
method provides adequate adjustment to initial conditions. 

• The role of resolution and ice dynamics needs further discussion. This will be added in 
sections currently labelled 5.2 and 6.  

• Several figures require improvements. We have started making these changes and 
have included some of our revised figures below.  

 
In addition, Executive Editor Astrid Kerkweg requested that we provide an archive of the 
model code (SC1). The specific versions of the model code are now archived in the Research 
Data Leeds repository: https://doi.org/10.5518/778.  
 
Below we provide a point by point response to comments from each reviewer in turn. The 
comments have been numbered and labelled with (RC1) and (RC2) corresponding to the 
respective documents uploaded in the online discussion. Our responses are labelled with (AR) 
and in bold. Edits to the manuscript are labelled with (AE) and in bold. Descriptions of edits 
done that include specific locations in the manuscript (e.g. P8L5-6 for AE1.3) point to the final 
version of the manuscript, not the version of the manuscript with tracked changes appended 
below. 

Comments from Reviewer 1, Michele Petrini 
 
General comments:  
(RC1.1) In this manuscript, the authors use an advanced marine ice sheet model (BISICLES) to 
simulate the demise of the Laurentide Ice Sheet during the early Holocene (10-7 ka). In 
particular, the main goal is to simulate a surface mass balance instability event over the ice 
sheet (known as ‘saddle collapse’, .ca 8.2 ka) using an ice sheet model with unprecedented 
horizontal resolution/representation of ice dynamics and ice-ocean interaction at the ice 
sheet marine margins. The simulations’ initial conditions are based on the ICE-6G_c 
reconstruction (ice thickness, topography, bathymetry) and on a previous ice sheet 
modelling study as concerns the ice temperature. The transient climate forcing is derived 
interpolating between 500-year intervals climate snapshots simulated with the HadCM3 
GCM. The ice sheet sensitivity to different parameters concerning ice dynamics, sub-shelf 
melting and climate forcing is tested in individual simulations. A simulated deglaciation 
scenario in agreement with GIA-modelling (ICE_6G_c and GLAC-1d) and empirical 
reconstructions (Dyke et al. 2004) is presented. The associated meltwater flux magnitude 
and timing are analysed and compared with estimates based on geological records. Finally, 



the authors highlight that the ice sheet demise and the associated freshwater fluxes are 
highly sensitive to the basal traction coefficient and the surface mass balance, with changes 
in sub-shelf melting and model resolution having a limited effect on timing and duration of 
the freshwater flux pulse. The simulations analysed in this manuscript present very advanced 
modelling features in terms of horizontal resolution (Adaptive Mesh Refinement) and 
representation of ice dynamics (higher-order approximation of Stokes flow, crevasse calving 
model). Moreover, this ice sheet model has never been applied before to continental-scale 
size ice sheets over paleo timescales. For this reason, I think that this manuscript has the 
potential to provide an essential contribution to the field of paleo-ice sheet modelling.  
(AR1.1) We thank the reviewer for these positive comments. 
 
(RC1.2) However, at this point there are some key aspects of this manuscript that need to be 
reviewed before it can be considered eligible for publication. I think there is need of a 
deeper analysis to assess the influence of the method used to initialise the simulations on 
the ice sheet deglaciation and dynamics. Moreover, this manuscript will largely benefit from 
a more detailed description and analysis of the simulated ice dynamics (evolution of fast-
flow areas, calving, grounding-line migration) and the impact of the Adaptive Mesh 
Refinement on these processes. These aspects represent the main source of innovation of 
this study and justify the use of a relatively expensive (in terms of computational time) ice 
sheet model. However, in both results and discussion sections very little/no space is 
dedicated to this. Therefore, I think this manuscript should be reconsidered after major 
revisions. 
(AR1.2) We have taken on board these constructive comments and describe below in our 
response to the specific comments how we plan to revise our manuscript to provide more 
discussion of initialisation/spinup, and ice dynamics and resolution, including additional 
figures. 
 
Specific comments:  
 
(RC1.3) - All the simulations are initialised starting from (a) ICE-6G_c ice thickness from 10 ka 
time slice (b) Gregoire et al., 2012 ice temperature from 9 ka time slice, plus 0 ◦C throughout 
the ice column outside the ice extent in Gregoire et al., 2012. It is not clear whether the ice 
velocity is initialised from 0, or a similar approach as for the temperature is used.  
(AR1.3) We will edit the manuscript text (current Section 4, describing the model setup) to 
clarify that ice velocities have been initialized to 0 m a-1 everywhere. 
(AE1.3) P8L5-6: This was added to Section 3 (Model setup and experimental design) 
 
(RC1.4) From the text, it seems that all the simulations are started at 10 ka without previous 
initialisation of the model thermodynamics. It is remarked in the text that the 2500 
simulated years-long ‘control’ simulation proves that the ice sheet is not in equilibrium with 
the 10 ka climatic forcing. The choice of not running an initialisation simulation seems to be 
justified in the text with the sentence “By the early Holocene, the LIS has significantly 
retreated from its Last Glacial Maximum position and is far from being at equilibrium with 
the climate”. I think that this choice and its implications on the evolution and dynamics of 
the Laurentide Ice Sheet between 10 and 7 ka deserves a deeper analysis – perhaps to be 
included in Supplementary Materials. Spin-up simulations are generally 100,000 years-long 
runs that are used to bring the ice thermodynamics in equilibrium with the climate. 
Transient simulations of the last deglaciation are generally done starting either from 



equilibrium-type spin-ups at 21 ka or transient spin-ups starting from the last interglacial 
(120 ka) and ending at 21 ka (like, for instance, is done in Gregoire et al., 2012). I understand 
that a similar approach is unfeasible with BISICLES, due to its large computational costs, and 
this manuscript focus on a shorter time interval (10-7 ka) during which the ice sheet is not in 
equilibrium with the climate. However, you should still ensure the reader that the method 
you are using is not producing model artefacts in your simulations due to (1) ice velocity 
initialisation (2) ice temperatures simulated in Gregoire et al. 2012 had different climate 
forcing than in this study.  
(AR1.4) We will extend the analysis of the adjustments to initial conditions in our 
manuscript. However, we prefer to keep this within the main manuscript rather than 
putting it in the supplementary materials. We have decided to label the first 1000 years of 
the simulations as the “Spin-up phase” and we will describe changes in ice velocity, 
temperature and surface elevation during this phase in greater detail, accompanied with 
new figures (see comments below). 
(AE1.4) We have added (i) a new section describing the changes in the ice sheet during the 
spin-up phase (Section 4.1), (ii) updated Figure 3 showing the differences in depth-
integrated ice velocity magnitudes and (iii) updated Figure 2 showing the ice temperature 
initialisation.  
 
(RC1.5) It’s not fully clear to me whether your climate forcing is the same as in Gregoire et al. 
2012 – likely not, as it is PMIP4 – but anyway you take a ‘9 ka ice temperature’ and then you 
apply a ’10 ka’ forcing.  
(AR1.5) Correct, the climate forcing used to drive these experiments is not the same as in 
Gregoire et al. (2012) but uses more up to date climate simulations as described in P6L17-
28. This will be clarified in the manuscript. 
(AE1.5) P6L18-26: We added information on the simulations being based on a similar, but 
updated methodology as Gregoire et al., (2012). 
 
(RC1.6) Also, how areas starting from 0 ◦C are responding? Do you lose these areas? Perhaps 
you should include a figure where you show areas with different initialisation for the ice 
temperature. I also think you should provide more information on the ice temperature and 
velocity evolution, both 2D maps and averaged curves.  
(AR1.6) Initialising temperatures to 0 ◦C in some regions has the effect of promoting ice flow 
(through eq. 3). However, the areas where ice temperature was initialised at 0 ◦C degrees 
are also initialised with thin ice from the ICE-6G_c reconstruction. Thus, ice in these regions 
retreats within the first few hundred years of simulations because ice either reaches 
floatation point and eventually melts or calves or low surface elevation leads to high melt 
rates. We provide a Revised Figure 2 (see below) showing initial ice thickness and 
temperature to illustrate this. Unfortunately, the ice temperature output of the simulations 
was not saved as part of the archived data, and are no longer available. This work was done 
as part of a PhD study that finished in 2018 and we do not have any resources left for 
rerunning the simulations. Thus, we are unable to produce maps of ice sheet temperature 
at different times during the simulations. We have, however, produced new 2D maps of ice 
velocity and will expand the discussion of the effect of ice temperature initialisation in our 
manuscript, as detailed in our response to the next point below. 
(AE.1.6) Revised Figures 2 and 3 (below) are now included in the manuscript. P13L5-L19: We 
have expanded on the discussion of the ice temperature initialisation in Section 4.1 (LIS 
evolution during the initial adjustment period). 



 

 
Revised Figure 2: (a) Initial ice thickness (based on ICE-6G_c 10 ka time slice; Peltier et al., 
2015), with the coastline shown in black. (b) Initial ice temperature at the lowest level of the 
ice sheet (based on 9 ka time slice of the simulation by Gregoire et al., 2012). 
 
(RC1.7) In Figure 3, you show ice velocities at year 50; these velocities does not exhibit clear 
ice stream patterns, they only seems to be quite high in marine margins - which makes 
sense, considering how you treat the basal drag coefficient. But is this realistic compared to 
reconstruction (Margold et al. 2018)? Is this velocity pattern constant or there is a lot of 
change in fast flow pattern/magnitude? I think that analysing these things in the ‘control’ 
simulation might ensure the reader that the deglaciation pattern is 100% caused by changes 
in your forcing and not because the ice thermodynamics is still in the initialisation phase. 
(AR1.7) We have prepared a revised version of Figure 3 (see below) that shows modelled ice 
velocity at 9 ka, at 8.5 ka and 8.0 ka compared with the ice stream reconstruction of Margold 
et al., (2018; panels taken from their Figure 5). A paragraph discussing the ice dynamics in 
relation to the ice stream locations will be added to section 5.1 (Laurentide Ice Sheet 
evolution in ‘standard’ and ‘control’ simulations). We find that the locations of our main ice 
streams match at least four reconstructed major ice streams (Hudson Strait, Ungawa Bay, 
James Bay and the Hayes Lobe streams), but in general the ice streams are quite broad, 
particularly over Hudson Bay and surrounding the Labrador Dome. The new panels in Figure 
3 show that after 50 years of simulations, artificial patterns in ice velocity are present as a 
result of adjustments to the initial ice geometry, because the initial ice sheet surface is 
incompatible with ice dynamics. However, these artefacts disappear within the first 1000 
years of simulation as the ice is redistributed by BISICLES. In response to these comments, 
we plan to add a new section to the manuscript describing the initial adjustment and 
changes during the spinup phase, expanding on our analysis of the evolution of ice 
topography, extent and velocity and how these relate to the experimental design. 
(AE1.7) The updated figure 3 and P13L21-P15L5: discussion of ice dynamics has been 
added as outlined in AR1.7 above to Section 4.2 (Laurentide Ice Sheet evolution in 
‘standard’ and ‘control’ simulations). As stated in AE1.6, we have included the new section 
describing the initial adjustment phase and how these relate to the experimental design. 
 
 



 
Revised Figure 3: Reconstruction of LIS ice stream activity at 10.1 ka (a) and 8.9 ka (d) (adapted 
from fig 5. in Margold et al., 2018). The ice streams that were active at the respective times 
are shown in light blue and numbered in black, ice streams that 'switched off' in the preceding 
1000 years are shown in grey and those that 'switched on' shown in dark blue with numbering 
in red. Panels (b), (c), (e) and (f) show the magnitude (m a-1) of depth-integrated velocities in 
the 'standard' simulation at 9.95 ka, 9.00 ka, 8.5 ka and at the end of the simulation (8.00 ka) 
respectively (note, Greenland is not included in the simulations). Coastlines are shown with the 
black contour in the panels showing the simulated ice velocities. 
 
(RC1.8) - As stated in the manuscript, using BISICLES allow to simulate the Laurentide Ice 
Sheet evolution between 10 and 7 ka with high resolution (through the Adaptive Mesh 
Refinement) and advanced representation of ice dynamics (higher-order approximation of 
Stokes flow, crevasse calving model). However, I think that the results presented/discussed 
in this manuscript do not expand enough on this topic, showing mainly ice volume curves 
and ice thickness maps. I think that aspects of the ice dynamics for which BISICLES is known 
to be very good (evolution of fast-flow areas, calving, grounding-line migration) should be 
analysed more and should represent an important (if not central) part of the paper. In the 
way results are presented, it is hard to understand why it is important/necessary to use 
BISICLES for this study. The role played by simulated ice dynamics throughout the 
deglaciation is only assessed indirectly in the sensitivity tests where lower values of the basal 
traction are considered (with a quite straightforward results). However, there are many ice 
sheet models less advanced and computationally expensive than BISICLES including a basal 
drag coefficient – that would likely give the same result in sensitivity tests designed as in this 
study. Instead, you should try to show why it is really important to use BISICLES for this 
study, what we are learning from this advanced model. I think for instance that the 
freshwater flux evolution should be analysed by looking at individual contributions of 
different processes (sub-shelf melting, calving, runoff).  
(AR1.8) We appreciate that the reviewer is interested in the role of ice dynamics and the 
capabilities of the BISICLES model in the context of our work. We will extend the text to 



include more discussion of how the representation of ice sheet dynamics influences ice 
evolution in this context, answering some of the specific points raised here (see responses 
below). But first, we wish to remind the reviewer and reiterate to the editor that this is a 
‘Technical Manuscript’ for GMD (see response to RC2.1) and is not intended to analyse in 
detail the processes involved in the Hudson Bay Saddle collapse. Therefore, an in-depth 
analysis of the contribution to the freshwater flux from individual processes is not 
appropriate, falling beyond the scope of this study. It will instead form the basis of future 
work, for which this technical manuscript is the first step. 
(AE1.8) We have added the revised figure 3 (above) and included a paragraph (P13L21-
P15L5) discussing the importance of representation of ice dynamics and comparison with 
ice stream reconstructions. We have also expanded on the discussion of ice dynamics and 
the mesh refinement by adding two paragraphs to the discussion section (P26L8-P26L32). 
 
(RC1.9) I think you should also include ice velocities maps throughout the deglaciation in the 
‘standard’ simulations (and in the sensitivity tests, perhaps as supplementary material), 
showing grounding line migration/ice shelves extent. This could be done for instance for 
specific snapshot close to the ‘saddle collapse’ event. 
(AR1.9) A new figure (the one below after further refinement) showing the ice velocity and 
grounding line position in the standard simulation and simulations with different levels of 
resolution will be added to the manuscript.   
(AE1.9) The ice velocity maps showing the integrated ice velocity in ‘standard’ at 4 
different times are now included in the revised figure 3 and prior to the saddle collapse in 
figure 7. The simulation timings to be shown in the panels were chosen along the 
suggestions in this comment and RC2.3 and RC2.4. Figure 7 also shows the suggested 
extent of the ice shelves prior to the saddle collapse, as well as the impact of increasing 
the AMR level from 1 to 2 on the grounding line and the ice shelves on both sides of the 
saddle. 
 

 
Figure 7: Magnitude of vertically integrated ice velocity at model year 1700 with the 
grounding line and coastlines shown in black. (a) The velocity over the whole domain in the 
‘standard’ simulation. A zoomed-in view of the ice saddle (b) in ‘standard’, and (c) in 
‘AMR_2’. 
 
(RC1.10) Also the Adaptive Mesh Refinement should be discussed more: where, in the grid 
refinement simulations, the resolution is increased? What are the differences in terms of ice 
dynamics in these grid points? Looking at the overall volume and freshwater fluxes there is 
apparently no changes, but how about locally and how about individual processes (sub-shelf 
melting, calving, runoff)? And if there is still no differences, what we can learn from this 



experiment? Overall, I would like to see discussed in the paper why the BISICLES simulations 
performed here tell us more than simulation performed with less advanced ice sheet 
models. Which were the main dynamical processes occurring during the ‘saddle collapse’? If 
the reader would repeat the same study as in this manuscript with a less advanced model, 
would he obtain the same results? Why? 
(AR1.10) We will expand the discussion on the impact of resolution and the adaptive mesh 
refinement level in the section 5.2 (Impact of varying the mesh resolution) and in the 
Discussion. As already briefly highlighted in section 5.2 and section 5.5, increasing the 
resolution does affect the timing of the peak FWF and the grounding line migration, and we 
will expand on this. To give more thorough context, we will also discuss that the low 
resolution (10 km) is sufficient for making a first order evaluation of the meltwater flux 
associated with the Hudson Bay Saddle Collapse. This is because the event is primarily 
driven by a surface mass balance feedback and is therefore not so affected by resolution at 
the grounding line, for example. That said, simulating a realistic meltwater flux does rely on 
producing a realistic simulation of surface elevation, which highly depends on ice dynamics. 
Thus, a good representation of ice streams through membrane stresses (as in BISICLES) may 
be important in adequately representing this event. We will incorporate all of these topics 
in our expanded section 5.2 and Discussion. To answer the interesting questions raised by 
the reviewer more definitely, a multi model intercomparison exercise involving ice sheet 
models of different complexities would be needed. 
(AE1.10) P17L14-33: We have modified section 4.3 (Impact of varying the mesh refinement 
level) in line with our response above and added figure 7 to clarify the points made in the 
text. We have expanded the discussion of importance of applying the AMR and high 
resolution to discussion (P26L23-32) 
 
Technical corrections:  
(RC1.11) - Figure 1: it is difficult to identify geographic locations in all the panels, I think you 
should either add some geographical references to the figures or include a map of the study 
area. Also adding a map outline would be useful to the reader (like in Figure 3, which is really 
clear). Moreover, it is difficult to compare panels (a), (b) and (c) as the domain/projection is 
always different. You could (1) show the three panels in the same ice sheet model 
domain/projection (2) show only panel (c), adding another panel with geographic locations 
of the study area. It would be also good to have lat/lon tick marks, instead of native 
distances.  
(AR1.11) We have created a Revised Figure 1 (see below) showing only panel c from the 
previous Figure 1 and plotted in the same style as current Figure 3, which the reviewer 
thought was very clear. We will also superimpose graticules (i.e. latitude longitude lines) 
onto the new panels in Figure 1.  
(AE1.11) Revised figure 1 is now included in the manuscript. We have also added the 
graticules to other figures visualising the ice sheet apart from new Figure 7. Reasoning for 
this is that for these figures the 10 km -grid makes it easier to compare the differences 
between the panels. 



 
Revised Figure 1: (a) The 'ETOPO 10 ka' topography map centred at Hudson Bay on a 10 km 
grid. The basal topography in the northern part of the grid (Greenland and Canadian 
archipelago) is set to -1000 m to avoid ice sheet formation in these regions. The black lines 
show contours every 400 m. (b) Basal traction coefficient map used in the 'standard' 
simulation. The basal traction coefficient C values are calculated based on bedrock elevation 
and sediment coverage. The domain was divided into three different types of sediment 
coverage: bare bedrock, sediment-covered and submerged bare bedrock in the Hudson Strait 
(highlighted in blue in panel (b), C = 80 Pa m-1 a). The outermost 35 grid cells along both axes 
are initialised with a high basal traction coefficient (C = 450 Pa m-1 a) to avoid ice flow reaching 
the edges of the domain. 
 
(RC1.12) - Figure 2: in panel (a) caption, you say that colours are yellow, dark blue and green. 
I can only see yellow, purple and a very tiny portion in light blue/purple. In both panels, it is 
difficult to identify the geographic locations. You could add a map outline (again, like in 
Figure 3) and maybe the ICE-6G and GLAC1d ice sheet extent at 10 ka.  
(AR1.12) The panel from Figure 2 has been replotted with a different colour scheme and 
included as panel b in Revised Figure 1 (see above). A Revised Figure 2 now has a panel 
showing a map of the ICE-6G_c ice thickness at 10 ka with coast lines plotted in the same 
style as Figure 3.  
(AE1.12) Revised figures 1 and 2 are now included in the manuscript. The panel from 
Figure 2 has been replotted with a different colour scheme and included as panel b in 
Revised Figure 1 (see above). A Revised Figure 2 now has a panel showing a map of the 
ICE-6G_c ice thickness at 10 ka with coast lines plotted in the same style as Figure 3. 
 
(RC1.13) - Table 2: you could insert one or multiple last rows with some estimates from 
geological records, so that the reader can get an idea of whether individual simulations do a 
good/bad job in reproducing the peak in freshwater fluxes by looking at this Table.  
(AR1.13) There is unfortunately no direct geological evidence that constrain the duration 
and amplitude of the peak of freshwater. Records of freshening of the Labrador Sea are 
difficult to interpret and have large age uncertainties. Lines of reasoning combining 
climate proxy records and model outputs could be used, but this would require substantial 
work to review the evidence available. There are also sea level records that could be used 
to derive estimates of volume of sea level rise, but uncertainties in the records, 
contributions from background melt of other ice sheets and isostatic sea level changes 



complicate the interpretation of the records. We are working on this in the long run, but 
such work is not possible at this time and falls outside the scope of this study, which 
focuses on the technical considerations of modelling the Hudson Bay Saddle collapse with 
the BISICLES model.  
(AE1.13) No edits done in response to this comment.  
 
(RC1.14) - Line 17 in Section 4.2: I think you should make more clear (not only here, but in 
the whole manuscript) when you refer to GIA-modelling reconstructions (ICE6G, GLAC1d) or 
to fully empirical reconstructions (Dyke 2004, Margold 2018). You use sometimes just 
‘reconstruction’.  
(AR1.14) This will be clarified in the manuscript. 
(AE1.14) This has been clarified in the manuscript in places where there were unclear 
references to reconstructions, e.g.: P10L7, P10L11 and P17L4. 
 
(RC1.15) - Line 21 in Section 4.4: you say that the basal melting rate from the geothermal 
heat flux is negligible and you set it to 0 m/a. This is fine, but how about frictional heating? 
You should distinguish between geothermal and frictional heat fluxes, otherwise the reader 
could think that both contributions to basal melting are set to 0 m/a.  
(A1.15) Indeed, frictional heating induces basal melt in our simulations. We will revise this 
sentence to clarify this.  
(AE1.15) P11L11-13: We have clarified that neither frictional or basal heat flux result in 
basal melt in this version of BISICLES, but that these affect the ice flow through affecting 
the temperature, which in part determines the effective viscosity at the base. The text has 
been modified to the following: “While basal and frictional heat fluxes do not directly 
result in ice melt at the base in these simulations, they do affect the ice flow through 
changing the effective viscosity at the base of the ice sheet as discussed in Section 2.1.” 
 
(RC1.16) - Line 25 in Section 4.4: you should also mention what is happening in terms of 
oceanic circulation (AMOC strength, warm subsurface Atlantic water export in the North 
Atlantic) and what are the possible implications for the marine-based sectors of the LIS.  
(AR1.16) We will add a sentence on the changes on ocean circulation within the period of 
interest and how it might have affected the LIS. Even at present day it is difficult to relate 
changes in ocean circulation to sub-shelf melt rates. We therefore chose to assess the 
model sensitivity to a large range of values for the sub-shelf melt rates (2-45 m/a), to 
which the model setup showed little sensitivity (see section 5.5, Impact of varying the sub-
shelf melting rate). 
(AE1.16) P23L6-L18: We have expanded the discussion of further model development 
related to the sub-shelf melting rate in Section 4.6 (Impact of varying the sub-shelf melt 
rate), to include the potential minor impact of changes in the AMOC and the associated 
heat transport.  
 
(RC1.17) - Line 37 in Section 4.4: it is true that 1 degree resolution in ocean models does not 
allow to resolve coastlines and shelf cavities. However, simple 2eqs. and 3eqs. subshelf 
melting formulations are forced with far-field ocean temperatures (so, away from the shelf 
cavities and coastlines). I think it is ok to force your simulations with constant values, but it’s 
not necessarily true that it is a better approach then using transient curves or transient 
ocean properties based on GCM simulations.  



(AR1.17) Existing equations that relate sub-shelf melt to ocean temperature (often off the 
shelf) are simple and need to be calibrated for specific basins in Antarctica and Greenland 
for example. Whether such equations would capture the circulation within the Hudson 
Straight when it was influenced by marine terminating glaciers is unclear. We expect that 
glacier melt would have strongly influenced the density, temperature and circulation of 
waters within the straight, making it difficult to relate sub-shelf melt within the straight to 
ocean temperatures in the Labrador Sea. This is why we chose to simply represent sub-
shelf melt as constant through time. We will clarify our reasoning in section 4.4 of the 
manuscript.  
(AE1.17) P11L4-L26: We have separated the discussion of relating the sub-shelf melt rate 
with sea surface temperatures into its own paragraph to subsection 3.4 (Basal fluxes). 
 
(RC1.18) - You could include one or two tables with values for the ice sheet extent/volume at 
different time slices in ‘standard’, ICE-6G and GLAC1d, Dyke et al. 2004.  
(AR1.18) The comparison of ice sheet volume with ICE-6G_c and GLAC-1D is already 
available in Figures 4 and 6. Since we do not intend to validate our results against 
observations (it is not the purpose of the manuscript), the tables suggested above would 
be redundant. We feel this would crowd the manuscript, deviating from the Technical 
Manuscript category that it is submitted under, and therefore prefer not to add them. 
(AE1.18) No edits done to the manuscript in response to this comment.  
 
(RC1.19) - To increase readability, I suggest to use the same unit for simulated years and 
dates (in ka). It is difficult to read (for instance) year 1400 and then think that corresponds to 
8.6 ka.  
(AR1.19) We will follow this suggestion. 
(AE1.19) We have followed this suggestion. 
 
(RC1.20) - To increase readability, I think the English language needs to be improved. 
(AR1.20) Reviewer 2 particularly highlighted that the manuscript is ‘well written’ and we 
agree with this general assessment, noting that we will follow Reviewer 2’s suggested 
structural edits (RC2.7). We have spotted and will also correct a few typographical errors 
in the manuscript to improve the readability in those places. 
(AE1.20) We have corrected a few typographical errors, see our responses to RC2.12, 
RC2.13, RC2.14, RC2.24, RC2.28 for examples of specific edits. Other very minor edits have 
been made to correct spelling and grammar errors; see tracked changes version of the 
article to see where. 

Comments from Reviewer 2, Alexander Robinson (RC2) 
 
General comments: 
(RC2.1) This manuscript presents a numerical study of the Laurentide deglaciation between 
10- 8 kyr ago in the region of Hudson Bay, with a specific focus on the 8.2 kyr event. The 
authors use an innovative approach, by applying the BISICLES ice-sheet model with an 
adaptive mesh that provides high resolution in dynamic regions. Transient climatic forcing is 
obtained by interpolating from GCM snapshots through the deglaciation. The experiments 
successfully reproduce a meltwater pulse with reasonable timing resulting from the 
separation of two ice domes and increased ablation and ice discharge. I believe that it is 



quite an interesting study worthy of publication. But I do have trouble seeing the relevance 
to GMD. Furthermore, significant revisions are needed to improve the manuscript. 
(AR2.1) Thank you for the constructive feedback and comments. Please see answers to 
specific comments below including the relevance to GMD.  
 
(RC2.2) Relevance to journal. I am surprised to see this manuscript submitted to GMD. The 
main focus of the work seems to be on the scientific results, namely studying the plausibility 
of the saddle-collapse in Hudson Bay and quantifying rates of FWF and uncertainties. 
Personally, as it is written now, I would see this paper fitting much better in a journal such as 
Climate of the Past or even The Cryosphere. 
(AR2.2) We disagree. This is a Technical Manuscript that specifically pertains to describing 
how the BISICLES ice sheet model is used in a new palaeo setting (including the sensitivity 
of uncertain parameter choices, usually calibrated to directly observed ice behaviour, in this 
context). This is initial, technical work to setup further study of the 8.2 kyr event and we do 
not propose that we have found the scientific answers to explain the event. This fits within 
the category of “Development and technical papers” as highlighted by the executive editor 
comment SC1 in the interactive discussion. The sensitivity study and initial results regarding 
the rates and timing of FWF release demonstrate the usefulness of the model setup for 
studying the Hudson Bay Saddle collapse and 8.2 kyr event. Understanding the sensitivity of 
the results to choices in modelling setup for such novel, palaeo applications is an important 
technical step for eventually being able to reach a better understanding of the events 
through further modelling work (e.g. to quantify the range of plausible rates of meltwater 
fluxes). Such additional investigation that builds on the work presented here would, we 
hope, constitute an excellent Climate of the Past or Cryosphere type manuscript. However, 
in the meantime, it exceeds the purpose of the present study. We will edit the Introduction 
to clarify the technical framing of the work and emphasise the fit to GMD ‘development and 
technical papers’.  
(AE2.2) P3L34-P4L3: We have clarified this in the last part of the introduction as follows: 
“This technical manuscript presents the model configuration and its sensitivity to the 
aforementioned model parameters. Understanding the sensitivity of the results to choices 
in modelling setup for such novel, palaeo applications is an important technical step for 
eventually being able to reach a better understanding of the recorded events through 
further modelling work; for example, to quantify the range of plausible rates of meltwater 
fluxes, which would then provide a powerful (hitherto elusive) test for climate model 
performance (Schmidt and Legrande, 2005, DOI: 10.1016/j.quascirev.2005.01.015).” 
 
(RC2.3) Spin-up time versus experiment. It is clear that significant adjustment occurs in the 
experiment at the start around 10 kyr. The initialization using ice temperatures from a 
previous experiment can be seen to have worked reasonably well, as the adjustment seems 
to complete within just 500 yr or so. Likely this is partly a result of the climatic forcing driving 
the simulation in the right direction, which is quite interesting in itself. But what is 
considered part of the experiment itself (that is worth analyzing in terms of volume and 
distribution, etc.) versus what is just removing inconsistencies due to initialization is not 
clear from the text and figures. I was surprised to see the detailed figures of just 50 yr of run 
time, and no figures of the “realistic” ice sheet at, e.g., 8.5 kyr when the authors consider 
the model to be spun-up.  
(AR2.3) We note that this comment is in line with a comment from Reviewer 1 who 
requested a more in-depth analysis of the effects of initialization (RC1.4). We will add a new 



section to the manuscript describing these results. To clarify the evaluation of these results, 
we have labelled the first thousand years of the simulation (10-9 ka) the spin-up phase and 
will describe the adjustments in terms of ice surface, extent and velocity during this phase 
and the subsequent transient-experiment phase. As stated above (see response to RC1.7) 
our revised Figure 3 provides further plots of the ice sheet after the spin-up phase.  
(AE2.3) We have added the revised Figure 3 showing plots of the ice sheet and its velocity 
distribution at 9.95, 9.0, 8.5 and 8.0 ka. A new section 4.1 (‘LIS evolution during the initial 
adjustment period’) has been added to discuss the evolution of the ice sheet over the first 
1000 years. 
 
(RC2.4) Given the unprecedented resolution of the model, it would be nice to see velocity 
distributions before during and after the pulse too. I would therefore suggest revising the 
results section significantly along these lines.  
(AR2.4) The new Figure 3 shows ice velocity at 9 ka, at 8.5 ka and 8.0 ka as suggested and 
we plan to add a discussion of ice velocity and a comparison to proxy data in the subsection 
discussing the ice sheet evolution in the ‘standard’ simulation (currently Section 5.1). After 
further revision, we will include a new figure at 8.3 ka showing the integrated ice velocity 
and grounding line location with different levels of mesh refinement. Draft of the figure is 
currently under comment RC1.9. 
(AE2.4) In addition to the two new figures (Figures 3 and 7) that combined show the velocity 
distribution at 9 ka, 8.5 ka, 8.3ka and 8.0 ka, we have added a new paragraph P13L21-P15L5 
discussing the ice velocities and a comparison with a reconstruction of ice stream locations. 
See also our response to another comment in line with this one (RC 1.8). 
 
(RC2.5) Also, note, switching between model years and years is confusing, so I would suggest 
sticking to just years, which allows comparison with data.  
(AR2.5) This was also suggested by Reviewer 1 (RC1.19). As suggested, we will change the 
text from referring to model years to the respective timing in ka when discussing specific 
times in the simulation (see also our response to RC1.19).  
(AE2.5) We have changed the references from model years to respective timing in ka. 
 
(RC2.6) Model resolution. A big emphasis is given to the unparalleled high resolution of the 
current approach. However, it seems that the authors would have achieved essentially the 
same results with the Ω0 setup with no mesh refinement (Fig. 6a). This is touched upon 
briefly in the text, but the overall feeling from the work is that the authors believe the higher 
resolution is needed. If this is true, it should be demonstrated more convincingly. For 
example, I am not convinced that the Ω1 setup with no isostatic rebound is more realistic 
than would be an Ω0 setup with isostatic rebound.  
(AR2.6) This comment discusses similar concerns to comment RC1.10 by reviewer 1, and 
will be addressed by expanding the discussion of the impact of the resolution and adaptive 
mesh refinement level in former sections 5.5 and 6 (AR1.10). The key message is that the 
low resolution in these simulations (10 km grid size) is sufficient for the large-scale 
evolution of the ice sheet, but the individual processes such as ice streams, the grounding 
line migration and timing of the peak of the FWF would benefit from further refinement of 
the mesh due to e.g. the diverging peak FWF timing between AMR levels 0&1 and 1&2. 
(AE2.6) We have added figure 7 (also shown in this document under RC1.9) to clarify our 
points made in the text (P17L27-31 and P26L23-32), discussing the importance of the 



higher resolution for detailed quantification of the saddle collapse and resulting meltwater 
pulse, as opposed to providing a first-order estimate with the low resolution. 
 
(RC2.7) Organization. The Introduction, Discussion and Conclusions are clear and well 
written. However, the remaining structure of the paper is somewhat hard to follow. In 
particular, there seems to be some redundancy between the model description and the 
experimental setup that could be eliminated (e.g., Section 3 versus Section 4.4).  
(AR2.7) Thank you for pointing this out. Section three originally included a longer 
description of the surface mass balance and how it is implemented in the model setup. 
Contents from current section 3 will be moved under the model description (to create a new 
subsection 2.4). The current subsection 4.4 will be split between two updated subsections 
describing basal fluxes (3.4) and Surface mass balance (3.5). 
(AE2.7) We moved the contents from current section 3 under the model description (to a 
new subsection 2.4). We split the current subsection 4.4 between two updated subsections 
describing basal fluxes (3.4) and Surface mass balance (3.5). 
 
(RC2.8) Figures. The quality of figures needs to be improved. Some are not legible (eg, Fig. 
9), some contain unexplained features (white rectangles?), etc. Also, for the time series, I 
would recommend separating the volume and FWF curves into different panels, since these 
are important curves for the work and difficult to understand as currently plotted. 
(AR2.8) We will improve all the figures in the manuscript as guided (e.g. see Revised Figures 
1-3). Legends in Fig. 9 will be enlarged and moved to the outer edge of the figure. Key panels 
from Figures 1 and 2 have been combined and redrawn according to the suggested edits 
from both reviewers (see Revised Figures 1 and 2). The white rectangles outside of the ice 
sheet area in Figure 1 underlie the figure legends so that they are readable, but they do not 
obscure the plot. Figure 3 has been redrawn to show the integrated ice velocities at different 
time steps as suggested. We will clarify the time series figure by removing the first 500 years 
of the simulation and separating the evolution of the ice sheet volume and the freshwater 
flux into individual panels for each parameter.  
(AE2.8) Figures 1-3 and 9 (currently Figure 10) have been modified. Graticules have been 
added to figures 1, 2, 3, 5, 8, 9 and 10. The resolution of Figures 8 and 9 has been improved 
and clear coastlines have been added to both figures and figure 10. We have not updated 
the timeseries plot (fig. 6) because we feel that the figure is actually easier to interpret with 
both the volumes and freshwater flux curves in the same figure. 
 
Specific comments:  
(RC2.9) P1L17: This statement sounds a bit strange: “The new model configuration 
presented here provides future opportunities to quantify the range of plausible amplitudes 
and durations of a Hudson Bay ice saddle collapse meltwater pulse and its role in forcing the 
8.2 ka event.” <= Is this not done in this manuscript directly?  
(AR2.9) This manuscript presents the model configuration and the key sensitivities of this 
model setup to varying different model parameters. While we do present the amplitude and 
the duration of the meltwater pulse in our set of simulations, further development of the 
experimental setup and further comparisons with observations are needed to reliably 
quantify these. This framing will be clarified in the revised manuscript (also see our 
responses to RC1.8, RC1.13 and RC2.2, above).  
(AE2.9) P3L34-P4L3: We clarified this in the last paragraph of the introduction: ‘This 
technical manuscript presents the model setup and its sensitivity to the aforementioned 



model parameters. Understanding the sensitivity of the results to choices in modelling setup 
for such novel, palaeo applications is an important technical step for eventually being able 
to reach a better understanding of the events through further modelling work (e.g. to 
quantify the range of plausible rates of meltwater fluxes).’ 
 
(RC2.10) P2L2: Ice Sheet => ice sheet 
(RC2.11) P2L9: did fully => did not fully  
(RC2.12) P2L15: kilometre => kilometre-scale [in many places] 
(RC2.13) P3L6: snow accumulation, ablation => snow accumulation and ablation  
(RC2.14) P3L26: dynamical => dynamic  
(RC2.15) P5L15: Define ‘r’ in flotation equation. 
(AR2.10-15) We will implement these changes. Thank you for pointing these out. 
(AE2.10) P2L2: Changed as suggested.  
(AE2.11) P2L9: Changed as suggested. 
(AE2.12) P1L9, P2L15, P4L11&P4L12, P26L29: Changed as suggested. 
(AE2.13) P3L6: Changed as suggested. 
(AE2.14) P2L27, P3L7, P3L26, P3L7&L16, P15L7, P23L7, P26L10+L14: Changed as suggested. 
(AE2.15) P5L18: ‘r’ has been defined: “where r is bedrock elevation”. 
 
(RC2.16) P5L20: The imposed geothermal heat flux sounds more like an experimental setup 
parameter rather than part of the model description. I would note that this is also already 
described again later in that section.  
(AR2.16) The description of the imposed flux will be removed from the text here, as it is 
indeed already described in 4.4 and fits better under the experimental setup. 
(AE2.16) P11L4-L13: The description of the imposed flux has been removed from the model 
description and is now in subsection 3.4 (Basal fluxes) in the experiment design section. 
 
(RC2.17) Figure 1: The saturated color scale is difficult to see. Consider adding some 
contours as well. Panels (a) and (b) would perhaps be easier to see if plotted on a projection. 
Also, please label the x- and y-axes. 
(AR2.17) We have done this in our Revised Figure 1. 
(AE2.17) Revised figure 1 is now included in the manuscript.  
 
(RC2.18) P8L26: I believe the lack of isostatic rebound could be far more important than 
indicated. Were any tests performed even with a simpler ice sheet model turning on and off 
isostasy to quantify its impact? Also, it is quite impressive that including isostatic rebound 
results in 90% computational slowdown – can you explain why?  
(AR2.18) We did not perform tests with a simpler ice sheet model with isostasy. The 
slowdown was due largely to technical inefficiency of the code. A newer version of the 
isostatic module is currently under development to solve this.  
(AE2.18) No edits were done to the manuscript in response to this comment. 
 
(RC2.19) P8L26: Add UniCiCles reference, or rephrase. 
(AR2.19) We will remove the reference to ‘UniCiCles’ which is confusing here. UniCiCles 
refers to the coupling code between the UKESM and BISICLES, but the part that relates to 
isostatic adjustment is unpublished and untested. Instead we will revise the sentence to 
mention other ongoing code developments to include a Glacial Isostatic adjustment model 
within the BISICLES model. 



(AE2.19) P8L32-33: We have removed the reference to ‘UniCiCles’ from the text and 
revised the sentence to discuss ongoing code development within the BISICLES model. 
 
(RC2.20) P9L8: my experiment => our experiment  
(AR2.20) We will correct this in the revised manuscript. 
(AE2.20) P10L3: We have corrected this in the revised manuscript. 
 
(RC2.21) Figure 2: Quality needs to be improved significantly. Color scale in panel (a) makes 
it difficult to distinguish regions. Can you also explain the border rectangular region? I 
assume this is outside of the domain of the simulation and therefore should not appear 
here.  
(AR2.21) We have done this in Revised Figures 1 and 2 by merging panel (b) from Fig. 2 
with Panel (c) from Fig. 1. The colour scale has been changed to black and white with 
discreet changes every 100 (Pa m-1 a). An explanation of the border region has been added 
to the caption. The outermost 35 cells along each axis were set to the bedrock value for 
the basal traction coefficient to prevent ice flow to the edges of the domain, which could 
have caused instabilities. The border regions are outside of the ice sheet, and this change 
does not affect the dynamics of the LIS.  
(AE2.21) Revised figures 1 and 2 are now included in the manuscript, with the changes 
described in our response above (AR2.21). 
 
(RC2.22) P10L5: inversed => inverted 
(AR2.22) We will correct this in the revised manuscript.  
(AE2.22) P11L1: We have corrected this in the revised manuscript. 
 
(RC2.23) P11L24: Which range? One value was specified?  
(AR2.23) This referred to the range of contemporary sub-shelf melt rates observed at 
Antarctic ice shelves. We will change the wording at the start of the paragraph to not refer 
to a range of values, but to discuss the value itself and reasons for choosing it.  
“A value of 15 m a-1 was chosen for the sub-shelf melt rate in the 'standard' simulation. 
The orbital configuration of the Earth approaching the Holocene Climatic Optimum 
conditions post 10 ka (Kaufman et al., 2004), and the associated increase in radiative 
forcing could have resulted in substantial heat absorption to the lake and sea water 
adjacent to the ice sheet. The chosen value is comparable to areas of high sub-shelf melt in 
the modern-day Antarctic Ice Sheet, where the rates have been estimated to be up to 43 
m a-1 (Rignot et al., 2013).” 
(AE2.23) P11L14-16: We have updated the text as the following: “A value of 15 m a-1 was 
chosen for the sub-shelf melt rate in the 'standard' simulation. The chosen value is 
comparable to areas of high sub-shelf melt in the modern-day Antarctic Ice Sheet, where 
the rates have been estimated to be up to 43 m a-1 (Rignot et al., 2013).” See also our 
response to RC1.16. 
 
(RC2.24) P11L32: adn => and  
(AR2.24) We will correct this in the revised manuscript. 
(AR2.24) The sentence has been removed from the manuscript. 
 
(RC2.25) P12L5: First sentence of this paragraph is unnecessary. 
(AR2.25) We will remove this sentence.  



(AE2.25) P12L19: We have removed the sentence. 
 
(RC2.26) P12L7: ‘standard’ could either be in italics, or in quotes, but both is perhaps not 
necessary. 
(AR2.26) We will correct this throughout the manuscript and ensure consistency. 
(AE2.26) This has been corrected throughout the manuscript. 
 
(RC2.27) P12L15-20: Details of this adjustment do not seem important and could be omitted.  
(AR2.27) We will decrease the level of detail in this paragraph by removing the sentences 
describing the values for ice thickening rate, ice velocities and surface mass balance during 
this adjustment. We will also remove former Figure 3 and replace it with a figure showing 
the modelled ice velocities at 500 year intervals (Revised Figure 3). 
(AE2.27) P12L29: We decreased the level of detail in this paragraph by removing the 
sentences describing the values for ice thickening rate, ice velocities and surface mass 
balance during this adjustment. We also removed former Figure 3 and replaced it with a 
figure showing the modelled ice velocities at 500 year intervals (Revised Figure 3). 
 
(RC2.28) P15L8: Typo “reconsutrction”  
(AR2.28) We will correct this in the revised manuscript. 
(AE2.28) P16L9: The typo has been corrected. 
 
(RC2.29) P19L2-5: Check units!  
(AR2.29) This will be changed to mm (d K)-1 both here and in Table 1. 
(AE2.29) P21L8-L10 and Table 1: Units changed to mm (d K) -1 for clarity. 
 
(RC2.30) Figure 9: Legends too small. 
(AR2.30) The legend size will be increased to 170% and moved out of the first panel 
(AE2.30) Figure 10: The legend size has been increased to 170% and it has been moved out 
of the first panel 
 
(RC2.31) P23L25: than the => than that of the 
(AR2.31) This will be clarified.  
(AE2.31) P25L21-22: The sentence has been reworded to: “The 3.8 m ka-1 volumetric 
change over the 10--8 ka period in the 'standard' simulation is smaller than the eustatic 
SLR of ~15 m ka-1 for 11.4-8.2 ka based on sea level records (Lambeck et al., 2014).”  
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Abstract. Simulating the demise of the Laurentide Ice Sheet covering the Hudson Bay in the early Holocene (10-7 ka) is

important for understanding the role of accelerated changes in ice sheet topography and melt in the ’8.2 ka event’, a century

long cooling of the Northern Hemisphere by several degrees. Freshwater released from the ice sheet through a surface mass

balance instability (known as the saddle collapse) has been suggested as a major forcing for the 8.2 ka event, but the temporal

evolution of this pulse has not been constrained. Dynamical ice loss and marine interactions could have significantly accelerated5

the ice sheet demise, but simulating such processes requires computationally expensive models that are difficult to configure

and are often impractical for simulating past ice sheets. Here, we developed an ice sheet model setup for studying the Laurentide

Ice Sheet’s Hudson Bay saddle collapse and the associated meltwater pulse in unprecedented detail using the BISICLES ice

sheet model, an efficient marine ice sheet model of the latest generation, capable of refinement to kilometre-scale resolution

and higher-order ice flow physics. The setup draws on previous efforts to model the deglaciation of the North American Ice10

Sheet for initialising the ice sheet temperature, recent ice sheet reconstructions for developing the topography of the region and

ice sheet, and output from a general circulation model for a representation of the climatic forcing. The modelled deglaciation is

in agreement with the reconstructed extent of the ice sheet and the associated meltwater pulse has realistic timing. Furthermore,

the peak magnitude of the modelled meltwater equivalent (0.07-0.13 Sv) is compatible with geological estimates of freshwater

discharge through the Hudson Strait. The results demonstrate that while improved representation of the glacial dynamics15

and marine interactions are key for correctly simulating the pattern of early Holocene ice sheet retreat, surface mass balance

introduces by far the most uncertainty. The new model configuration presented here provides future opportunities to quantify

the range of plausible amplitudes and durations of a Hudson Bay ice saddle collapse meltwater pulse and its role in forcing the

8.2 ka event.
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1 Introduction

A centennial-scale meltwater pulse produced by the collapse of an Ice Sheet
::
ice

:::::
sheet

:
that once covered Hudson Bay has

been shown to be the possible driver of the most pronounced climatic perturbation of the Holocene, the 8.2 ka event (Matero

et al., 2017), supported by recent geochemical evidence (Lochte et al., 2019). This so-called Hudson Bay Saddle Collapse

resulted from an acceleration in melting as the region connecting the Keewatin and Labrador ice domes became subject to5

increasingly negative surface mass balance (SMB) through a positive feedback with surface lowering (Gregoire et al., 2012).

Gregoire et al. (2012) simulated an acceleration of melt lasting about 800 years and peaking at 0.2 Sv, which produced a 2.5

m contribution to sea level rise in 200 years caused by the separation of three ice sheet domes around Hudson Bay. While

the saddle collapse mechanism described in this study is robust, the detailed evolution of the ice sheet did
:::
not fully match

empirical reconstructions, with the separation of the Labrador, Keewatin and Baffin domes not occurring in the order suggested10

by geological evidence (Dyke, 2004). This mismatch between model results and geological evidence could have impacted the

duration and amplitude of the simulated meltwater pulse. In addition, the deglaciation of the ice saddle could have been further

accelerated through dynamic ice sheet instabilities such as grounding line destabilisation, ice streaming and increased calving

at the marine terminus (Bassis et al., 2017). Contemporary continental ice sheets with marine margins are highly sensitive to

these localised features and require up to kilometre
::::::::::::
kilometre-scale

:
resolution to resolve them properly (Durand et al., 2009;15

Cornford et al., 2016). High-resolution ice sheet modelling simulations of these processes have not been previously conducted

for the early-Holocene Laurentide Ice Sheet (LIS), and as a result a detailed model representation of the LIS saddle collapse

and the resulting meltwater pulse remain knowledge gaps to be filled.

It is important to constrain the evolution of the saddle collapse in order to better understand the major forcing of the 8.2 ka

event, as both the modelled regional climate responses and the ocean circulation are sensitive to the duration and magnitude20

of the meltwater pulse (Matero et al., 2017). Changes in topography may play a secondary role, for example by modifying

atmospheric circulation and thereby influencing North Atlantic Gyre circulation, but in this instance they are likely to be a

much weaker forcing for climate change than freshwater released by the melting ice (Gregoire et al., 2018). Accurately repre-

senting the dynamical processes at marine margins of ice sheets has previously been challenging for studies of
:::
the deglaciation

of continental-scale ice sheets, which takes place over several millennia, due to the high computational cost of the models.25

Application of Adaptive Mesh Refinement (AMR) is a pragmatic approach towards solving this problemby , operating at a fine

resolution in the dynamical
:::::::
dynamic regions, while keeping a coarser resolution where the ice is quiescent. AMR has been

applied for simulating contemporary Antarctic and Greenland ice sheets
::
Ice

::::::
Sheets

:
in high detail in studies with

:::::
using the

BISICLES ice sheet model (Cornford et al., 2013, 2015; Favier et al., 2014; Lee et al., 2015; Nias et al., 2016), and through

good fit with observed deglaciation and migration of the grounding line, these studies have demonstrated the usefulness of30

the model. They showed that the movement of the grounding line, overall mass loss and evolution of fast-flowing ice streams

are all sensitive to increasing the mesh resolution and features in bed geometry (Cornford et al., 2015; Lee et al., 2015). A

recent study applied BISICLES in a palaeo setting, focussing on simulating part of the British and Irish ice sheet
::
Ice

:::::
Sheet, and

highlighted the importance of marine interactions and marine ice sheet instability during the last deglaciation of the British

2



Isles (Gandy et al., 2018). However, applications of the BISICLES ice sheet model to simulating past ice sheet evolution have

so far been limited to small ice sheets and have used idealised climate forcings. The present study addresses this directly,

applying the
:::::::::
developing

:::
the

::::::
model

::::
setup

::::::::
required

::
to

:::::
apply

:::
the

:
BISICLES ice sheet model to simulating the demise of the

Laurentide Ice Sheet in the early Holocenein order to better understand its late history and provide ,
::::::::
providing

:
a useful model

for
::
(a)

::::::::::::
understanding

:::
the

:::
late

::::::
history

:::
of

:::
this

:::
ice

:::::
sheet

:::
and

:::
(b) improving constraints on meltwater, surface energy balance and5

topographic forcing of climate around this time.

Ice sheets experience mass fluctuations as a result of the interplay between snow accumulation ,
:::
and ablation at the surfaces

of the ice sheet and dynamical
::::::
dynamic

:
ice loss through calving (Bauer and Ganopolski, 2017). Representing the modes of

ice loss in palaeo settings is challenging due to a lack of observational data for constraining the SMB as well as ice flow.

The evolution of a simulated palaeo ice sheet cannot be directly compared with observations of SMB or ice flow, but instead10

reconstructions of the evolution LIS extent and the positions of ice streams provide end-member constraints with which to

compare and evaluate the results of the simulations. Two of the most recent LIS reconstructions are the commonly used

ICE-6G_c (VM5a) reconstruction (henceforth “ICE-6G_c” Peltier et al., 2015) and the North American component of the

GLAC-1D reconstruction (Tarasov et al., 2012). The ICE-6G_c reconstruction is based on Glacial Isostatic Adjustment (GIA)

modelling and constrained by GPS observations of vertical motion of the crust, ice margin chronologies (Dyke, 2004), sea15

level rise (SLR) data and space-based gravimetric measurements (Peltier et al., 2015). The global GLAC-1D reconstruction is

combined from multiple sources (described in Ivanovic et al., 2016), of which the North American component is based on a

dynamical ice sheet model constrained with relative sea level data (Tarasov et al., 2012, and references therein) and ice sheet

extent from Dyke (2004). The evolution of the extent of LIS over the early-Holocene has been reconstructed from the timing

of when individual locations became ice-free with an estimated error of ~500–800 years (Dyke, 2004; Margold et al., 2018).20

In terms of ice volume, the reconstructions estimate that in the early Holocene (10 ka), LIS held ~11–18 m (GLAC-1D) and

~12.5 m (ICE-6G_c) global mean sea level rise equivalent, having already lost more than 80% of its Last Glacial Maximum

mass.

We built a configuration of the BISICLES ice sheet model (Cornford et al., 2013) to simulate the early-Holocene LIS

deglaciation based on information from the reconstructed evolution of the Laurentide Ice Sheet
::
ice

:::::
sheet (ICE-6G_c and GLAC-25

1D) and a previous experiment that encompassed the deglaciation (Gregoire et al., 2012). The model setup was developed

with the
:::::::
ultimate aim of improving knowledge of the Hudson Bay saddle collapse through simulating the deglaciation with

an updated climate forcing, finer spatial resolution and a more sophisticated representation of dynamical
:::::::
dynamic ice flow

(including ice streams) compared to previous modelling studies of the time period (Marshall et al., 2002; Tarasov et al., 2012;

Gregoire et al., 2012). As part of the setup, a selection of key parameters are varied individually to assess their role in model30

performance. The key parameters affecting ice flow are basal traction and the internal temperature structure of the ice sheet,

and the key parameters affecting SMB are the Positive-Degree-Day (PDD) factors defining the amount of snow and ice melt

in response to the climate forcing (the SMB is represented through a PDD scheme, Rutt et al., 2009). In addition to these

parameters and the mesh resolution, the effect of scaling the precipitation field is also evaluated as part of the sensitivity study,

because the palaeo precipitation field from a single general circulation model (GCM) can exhibit significant regional biases35
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(Knutti et al., 2010; Braconnot et al., 2012).
:::
This

::::::::
technical

:::::::::
manuscript

:::::::
presents

:::
the

::::::
model

:::::::::::
configuration

:::
and

::
its

:::::::::
sensitivity

::
to

:::
the

:::::::::::::
aforementioned

:::::
model

::::::::::
parameters.

::::::::::::
Understanding

::::
the

::::::::
sensitivity

:::
of

:::
the

:::::
results

:::
to

::::::
choices

::
in
:::::::::

modelling
:::::
setup

:::
for

::::
such

::::::
novel,

:::::
palaeo

:::::::::::
applications

::
is

::
an

:::::::::
important

::::::::
technical

:::
step

:::
for

:::::::::
eventually

:::::
being

:::::
able

::
to

:::::
reach

:
a
::::::

better
::::::::::::
understanding

::
of

:::
the

::::::::
recorded

:::::
events

:::::::
through

::::::
further

::::::::
modelling

:::::
work;

:::
for

::::::::
example,

::
to

:::::::
quantify

:::
the

:::::
range

::
of

::::::::
plausible

::::
rates

:::
of

::::::::
meltwater

::::::
fluxes,

:::::
which

::::::
would

:::
then

:::::::
provide

:
a
::::::::
powerful

:::::::
(hitherto

:::::::
elusive)

:::
test

:::
for

:::::::
climate

:::::
model

:::::::::::
performance

:::::::::::::::::::::::::
(Schmidt and LeGrande, 2005)

:
.5

2 The BISICLES ice sheet model

BISICLES is a vertically integrated ice flow model based on the ’L1L2’ dynamical scheme devised by Schoof and Hindmarsh

(2010), described in detail by Cornford et al. (2013). It has 10 vertical layers, which increase in thickness from 2% of ice

thickness near the base to 15% of ice thickness near the surface. Ice in the model is assumed to be in hydrostatic equilibrium,

with the weight of the ice mass being balanced by a pressure gradient at the lower surface. Sufficient changes in thickness at or10

near the grounding line thus define the movement of the grounding line as a result of transition between grounded and floating

ice. This movement of grounding line is an important feature in determining the evolution of marine ice sheets, and has been

shown to require up to kilometre
::::::::::::
kilometre-scale resolution to resolve adequately (Favier et al., 2014; Cornford et al., 2016).

Numerical modelling of entire continental-scale ice sheets with kilometre
:::::::::::::
kilometre-scale resolution and higher-order physics

is currently unfeasible due to the high computational cost required. Therefore, to address the need for high resolution in specific15

parts of the ice sheet while simultaneously limiting the computational cost, BISICLES includes a block-structured adaptive

mesh refinement (AMR) method. Using the AMR, the model automatically refines, maintains or coarsens the horizontal reso-

lution in regions as necessary. Resolution can be refined based on stress-balance equations and adjacency to the grounding line

and shear margins (Cornford et al., 2013; Favier et al., 2014). The computational efficiency of the model is further enhanced

with the capability for MPI-based parallel computing.20

The ice thickness h and horizontal velocity vector u satisfy a mass conservation equation for vertically integrated transport

of incompressible material, which can be expressed as:

δh

δt
=−5· [uh] +Ms−Mb, (1)

in which Ms is the surface mass balance rate and Mb is the basal melting rate and 5· [uh] represents horizontal advection

of mass.25

2.1 Ice flow

The model describes an ice mass evolving through three-dimensional, shear-thinning flow driven by gravity using a depth-

integrated ice flow model devised by Schoof and Hindmarsh (2010). The deviatoric stresses and the strain rates are related

through a stress balance equation:

5· [ϕhµ(2ε̇+ 2tr(ε̇)I] + τ b = ρigh5 s, (2)30
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in which ε̇ is the horizontal strain rate tensor and I is the identity tensor. τb is the basal traction (see sections 2.2 and ??
:::
3.3).

ϕhµ is the vertically-integrated effective viscosity, and is calculated from the vertically varying effective viscosity µ derived

from Glen’s flow law, and the stiffening factor ϕ (Cornford et al., 2015; Nias et al., 2016). The vertically-integrated effective

viscosity varies spatially, mainly depending on whether the ice is grounded or not, the basal traction, the ice temperature and

how fractured the ice is.5

The stiffening factor coefficient ϕ accounts for variations in several factors including temperature and minor fractures in the

ice. For contemporary ice sheets, the stiffening factor is typically solved based on surface ice velocities using inverse methods

and is used in the model as an additional tuning parameter when calibrating ice flow to match observations (e.g. Cornford

et al., 2015). Due to the lack of direct observations of ice surface velocities for the early-Holocene LIS. We use the default

value of ϕ= 1 for the entire ice sheet. Given the standard Glen’s flow law exponent of n= 3, µ satisfies10

2µA(T )(4µ2ε̇2 + |ρig(s− z)5 s|2) = 1, (3)

where z is the depth and A(T) is a rate factor that depends on the ice temperature T through the Arrhenius law (Hooke,

1981).

2.2 Basal processes

Boundary conditions at the base of the ice vary between different parts of the ice sheet. Where the ice is floating, there is no15

basal traction and the normal stress at the base matches the hydrostatic water pressure. Elsewhere the ice is in contact with

either bedrock or glacial sediments, of which neither allow flow normal to the base. Following equation 2, the basal traction τb

is a major controlling factor of the ice flow speed in the model. For ice in contact with bedrock, it can be expressed as:

τ b =−C|µ|m−1u, (4)

with h( ρiρw )>−r as the flotation criteria,
::::::
where

:
r

:
is

:::::::
bedrock

::::::::
elevation. C is the basal traction coefficient, which can be set20

to a spatially varying field and used as a tunable model parameter. τb is assumed to satisfy either a non-linear power law, where

m= 1/3, or a linear viscous relation, where m= 1 (with m= 1 used in this study). C is typically solved based on the surface

ice flow speed using inverse methods for contemporary ice sheets, but for the study presented here, a parametrised field is used

based on the abundance and thickness of glacial sediments and bedrock elevation (see section ??
:::
3.3).

A uniform geothermal heat flux
::::
Basal

::::
heat

::::
flux

::::
only

::::::
affects

:::
the

::::::::::
temperature

:
of 0.05 Wm−2 is applied at the base of the25

ice sheet in all of the simulations, with the value based on a geothermal map of North America (Blackwell and Steele, 1992),

indicative of a fairly homogeneous geothermal heat flux under the modelled area at present-day (the same value was also used by Gregoire et al., 2012)

. In the model, the basal heat flux only affects the temperature of the ice,
:
in

:::
the

::::::
model,

:
which can impact the ice flow by chang-

ing the effective viscosity µ (eq. 3). This is a simplification of the subglacial hydrology, which comprises several processes that

can alter the dynamics of ice flow on different time scales (Clarke, 2005; Gladstone et al., 2014). The motion of the base of an30
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ice sheet can be due to (typically plastic) deformation of the underlying sediment or the base of the ice sheet actually sliding on

top of the underlying substrate (Gladstone et al., 2014). The sliding is facilitated by the presence and distribution of liquid water

at the base, and the yield stress of the deformation of the till is strongly dependent on effective pressure (Iverson, 2010). The

conditions at the ice-bed interface (melting or non-melting), availability of liquid water and mechanical properties of the till

(soft or hard) thus control the processes that can be activated. These processes are the subject of ongoing developments of the5

BISICLES model, but are
:
A
::::::
simple

:::::::::
hydrology

::::::
scheme

:::
has

:::::::
recently

::::
been

::::::
added

::
to

:::::::::
BISICLES

::
to

:::::
allow

::
for

:::
the

::::
self

:::::::::
generation

::
of

::
ice

:::::::
streams

::
by

:::::::::::
representing

::::
basal

::::::
sliding

::::
with

:
a
::::::::
coulomb

:::
law

::::::::
sensitive

::
to

::
the

::::::::
presence

::
of

:::
till

::::
water

:
[
:::::
Gandy

::
et

::
al.].

::::::::
However,

::::
this

::::::
scheme

:
not included in the version of BISICLES used here. Instead, we emulate

::::::
capture the effect of these processes through

::
by

:
imposing a spatially variable map of the Basal

::::
basal

:
traction coefficient C.

Basal traction does not impact the flow of floating ice. However, the ice shelves can have a buttressing effect on the ice10

flow upstream of the grounding line if the shelves are laterally bounded (e.g. Dupont and Alley, 2005). The melting rate under

floating ice sheets can thus have a major impact on the flow of ice streams by influencing the buttressing effect (Schoof, 2007).

The contemporary Antarctic floating glaciers have been estimated to undergo melt rates in the range of 0–43 ma−1 (Rignot and

Jacobs, 2002; Rignot et al., 2013). The sensitivity of the modelled ice sheet and the Hudson Strait ice stream to varying rates

for this parameter is discussed in section ??
::
4.6.15

2.3 Calving

BISICLES can represent calving in different ways. Here, we use the crevasse calving model of Taylor (2016), which defines the

calving front as being where surface or basal crevasses result in a full-thickness fracturing of the terminus. The model calculates

the depth of crevasse penetration for the entire domain at both grounded and floating termini. The equations that calculate the

penetration depth of both surface and basal crevasses were developed based on earlier studies on calving of tidewater glaciers20

and marine outlets (Benn et al., 2007a; Nick et al., 2010). A full description of the BISICLES Benn calving model is available

in the PhD Thesis of Taylor (2016).

3 Surface mass balance and climate inputs

2.1
::::::

Surface
:::::
mass

:::::::
balance

::::
and

::::::
climate

::::::
inputs

We simulate the surface mass balance of the Laurentide ice sheet
::
Ice

:::::
Sheet with a PDD surface mass balance model (Rutt et al.,25

2009) driven by climatological means from a GCM following the same methodology as (Gregoire et al., 2012, 2015, 2016)
:
a

::::::
similar

:::::::::::
methodology

::
to

::::::::::::::::::::::::::::
(Gregoire et al., 2012, 2015, 2016)

:
,
:::
but

::::
with

:::
the

::::::::
following

:::::::::
differences. We drive the PDD model with

monthly temperature and precipitation from a series of HadCM3 GCM palaeoclimate ’snapshots’ (i.e. equilibrium simulations)

run at 1-ka intervals for 26-21 ka and 500-year intervals for 21-0 ka. They are the same simulations used and described in more

detail by Morris et al. (2018), Swindles et al. (2018) and Gandy et al. (2018). The snapshots represent a refinement from30

earlier HadCM3 simulations (Singarayer et al., 2011; Singarayer and Valdes, 2010), and have been updated according to
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boundary conditions provided for the Palaeoclimate Model Intercomparison Project Phase 4 protocol for simulations of the

last deglaciation (version 1; Ivanovic et al., 2016), using the ICE-6G_c reconstruction (Peltier et al., 2015).

For the purpose of this work,
::
we

::::::
scaled

:::::
down the climate model output was scaled down to a resolution 0.5 × 0.5 degrees

using a bivariate spline interpolation method. The downscaled resolution is approximately equal to 50× 50 km at mid-latitudes.

To generate a transient climate forcing, we linearly interpolate between the climate means calculated from the last 50 years of5

each 500-year snapshot performed for the early Holocene.

3 Model setup and experimental design

Figure 1.
::
(a)

:::
The

::::::
’ETOPO

:::
10

::
ka’

:::::::::
topography

::::
map

:::::
centred

::
at
::::::
Hudson

::::
Bay

::
on

:
a
::
10

:::
km

::::
grid.

:::
The

::::
basal

:::::::::
topography

::
in

::
the

:::::::
northern

:::
part

::
of

:::
the

:::
grid

:::::::::
(Greenland

:::
and

:::::::
Canadian

::::::::::
archipelago)

:
is
:::
set

::
to

:::::
-1000

::
m

:
to
:::::

avoid
:::
ice

::::
sheet

:::::::
formation

::
in
:::::

these
::::::
regions.

:::
The

:::::
black

::::
lines

::::
show

:::::::
contours

::::
every

:::
400

:::
m.

::
(b)

::::
Basal

::::::
traction

::::::::
coefficient

::::
map

::::
used

::
in

:::
the

:::::::
’standard’

:::::::::
simulation.

:::
The

:::::
basal

::::::
traction

::::::::
coefficient

:::
(C)

:::::
values

:::
are

::::::::
calculated

::::
based

::
on

:::::::
bedrock

:::::::
elevation

:::
and

:::::::
sediment

:::::::
coverage.

::::
The

:::::
domain

::::
was

::::::
divided

:::
into

::::
three

:::::::
different

::::
types

::
of

:::::::
sediment

:::::::
coverage:

::::
bare

:::::::
bedrock,

:::::::::::::
sediment-covered

:::
and

::::::::
submerged

::::
bare

::::::
bedrock

::
in

::
the

::::::
Hudson

::::
Strait

::::::::::
(highlighted

:
in
::::
blue,

::
C
::
=

::
80

::
Pa

:::
m-1

::
a).

::::
The

:::::::
outermost

::
35

::::
grid

:::
cells

:::::
along

:::
both

::::
axes

::
are

::::::::
initialised

::::
with

:
a
::::
high

::::
basal

::::::
traction

::::::::
coefficient

::
(C

::
=

:::
450

::
Pa

:::
m-1

:
a
:
)
::
to

::::
avoid

:::
ice

:::
flow

:::::::
reaching

:::
the

::::
edges

::
of

:::
the

::::::
domain.

By the early Holocene, the LIS has significantly retreated from its Last Glacial Maximum position and is far from being at

equilibrium with the climate. Thus, we chose to initialise the geometry of the ice sheet, its thickness and the bedrock topography

based on an available ice sheet reconstruction. We used the ICE-6G_c which has been reconstructed
::::::::::::
reconstruction,

::::::
which

::
is10

:::::::
designed

:
to be consistent with geological records of ice sheet extent, sea level and measurements of modern rates of isostatic

adjustment (Peltier et al., 2015). Ice
:::::::
However,

:::
ice

:
thickness in this reconstruction is known to be inconsistent with fundamental
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ice sheet dynamics (Stuhne and Peltier, 2017) and is also likely inconsistent with the early Holocene climate simulated by

HadCM3 because the climate and ice sheet were not generated in fully (i.e. two-way) coupled framework (e.g. HadCM3 used

ICE-6G_c as a boundary condition, but the ice sheet was not able to subsequently evolve depending on the resulting climate).

To account for this inconsistency between
::::
Thus,

:::
to

:::::
allow the ice sheet and climate, we started our simulations at

::::::::
geometry

:::
and

:::::::
velocity

::
to

:::::
adjust

:::
to

:::
the

:::::
model

:::::::
physics

:::
and

:::::::
climate

:::::::
forcing,

:::
we

::::
start

:::
our

::::::::::
simulations

::::
with

:
a
:::::::
spin-up

:::::
phase

::::
from

:
10 ka to5

allow approximately 1500 years for adjustment of the ice sheet geometry and flow prior to the estimated timing of
:::
9.0

::
ka

::::
and

:::::::
continue

:::
the

::::::::::
simulations

::::
over

:::
our

::::::
period

::
of

:::::::
interest

::
9

:
-
::
8

::
ka

::::::
during

::::::
which the separation of the Labrador and Keewatin ice

domes (Ullman et al., 2016), which is the focus of this study
::::::
occurs

:::::::::::::::::
(Ullman et al., 2016).

Several parameters are needed to initialise the model, and they are generally poorly constrained by observations for palaeo

ice sheets. Ice thickness data ho(x,y), together with surface mass balance Ms(t,x,y) and basal melt ratesMb(t,x,y) are required to10

initialise the model for solving the equation for conservation of mass (eq. 1). These, together with a map of bedrock elevation

b(x,y), ice temperature field T(x,y,z), basal traction coefficient C(x,y) and an ice stiffening factor Φ(x,y) allow for solving the

equation of ice flow (eq. 2). The methods used to produce these
:::
the initial conditions are described in the following subsections

:
,

:::
and

:::
the

:::
ice

:::::::
velocity

:
is
:::::::
initially

::
0

::
m

:::
a−1.

3.1 Model domain and basal topography15

Illustration of the generation of the initial topography. The colour bar indicates the elevation in relation to sea level in

metres (m). (a) The ETOPO1 present day topography relief model of the area around Hudson Bay (adapted from data from

Amante and Eakins, 2009). (b) The difference between the 10 ka and present-day basal topographies in the ICE-6G_c (VM5a)

reconstruction (Peltier et al., 2015). (c) The resulting “ETOPO 10 ka” topography map. The basal topography in the northern

part of the grid (Greenland and Canadian archipelago) is set to -1000 m to avoid ice sheet formation in these regions. The20

coordinates in panels a and b show the grids in the original datasets, and the coordinates in panel c show the model domain

with a 5 km grid.

The model domain at the coarsest level Ω0 consists of a grid of 384 × 384 rectangular cells of 10 × 10 km horizontal

resolution centred on the Hudson Bay .
:::
(fig.

:::
1).

:
The projection used is the Lambert Azimuthal Equal Area (LAEA) with a

point of origin at 45◦ N, 95◦ W, and false easting and northing of 1648.38 km and 202.32 km respectively. The resolution is25

comparable to what is typically applied in long-term simulations of the modern-day Greenland ice sheet
::
Ice

:::::
Sheet using regular

equidistant grids (5-20 km; Goelzer et al., 2017), and what has been used as the base resolution in earlier continental-scale ice

sheet simulations using BISICLES (8 km for the Antarctic Ice Sheet in Cornford et al., 2016; 4 km for Greenland in Lee et al.,

2015). This base resolution was chosen after initial test runs (not shown here), in which doubling the base resolution to 5 km

did not result in significant changes in the ice sheet geometry when keeping the finest resolution allowed in the simulation at30

5 km, but resulted in a three-fold increase in the computation cost with the early model setup. The maximum resolution that it

is feasible to run the model over this domain for the duration of 2000 years with the current setup is Ω2 = 2.5 km. An average

run speed of 396 model years per day is reached with 96 processors on Tier 3 (ARC3, University of Leeds) high performance
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computing facilities, whereas test runs with one more level of refinement Ω3 = 1.25 km slowed the initial run speed to less than

10 model years per day.

To produce the bedrock elevation b(x,y), a rectangular bivariate spline interpolation method is used to combine a high-

resolution (1 arc-minute resolution) present-day basal topography relief model (fig. ??a, adapted from Amante and Eakins, 2009)

::::::::::::::::::::::
(Amante and Eakins, 2009) with the difference between the 10 ka and present-day basal topographies from the ICE-6G_c re-5

construction(fig. ??b).
:
. Initial tests were run using the basal topography from the 10 ka time slice of the ICE-6G_c reconstruc-

tion, which quickly highlighted the need for finer resolution than the native horizontal grid of the reconstruction (1◦ × 1◦).

This was because the blocky structure of the base in ICE-6G_c resulted in unrealistically steep vertical gradients in the surface

elevation s(t,x,y). The resulting high-resolution basal topography map is resampled from the swath dataset and projected onto

the model grid using a nearest neighbour method to produce the “
:
’ETOPO 10 ka”

:
’ topography map used for initialising the ice10

sheet model (fig. ??c
::
1a). The basal topography for the regions of Canadian archipelago and Greenland included in the domain

are set to -1000 m to avoid ice sheet build-up in these regions. These areas lack relevance to this study and were excluded in

order to save computational cost by avoiding computing the ice velocities there.

The transient isostatic rebound of the crust is not included in the simulations . This feature is available in the UniCiCles

model, but including the isostatic rebound in the current model setup reduced the computational performance significantly. As a15

consequence, the run speed of the model was slowed down by up to 90 % (with Ω1), making running multiple millennial-scale

simulations operationally infeasible
::
as

:::
this

::::::
feature

::::
was

:::
not

::::::::
available

:::::
when

::::
this

::::
work

::::
was

::::::
carried

::::
out. The maximum crustal

uplift between 10 ka and the present day in the region has been estimated to be
::
is of the order of ~500 m based on

::
in the

ICE-6G_c reconstruction(fig. ??b; the bedrock under the locations of Labrador and Keewatin ice domes). This
:
.
:::::::::
Therefore,

:::
not

::::::::
including

:::::::
isostatic

:::::::
rebound

::
in

:::
our

::::::::::
simulations could have resulted in the simulated deglaciation being artificially accelerated

:
a20

:::::
minor

::::::::::::
overestimation

::
of

:::
the

::::::::
simulated

::::::
surface

:::::::::::
temperatures

:
in some regions , as including the crustal uplift would have resulted

in the base of the ice sheet being elevated up to 500 m higher altitudes over the model period
:::
due

::
to

:::
the

::::::::::
temperature

:::::
lapse

::::
rate.

::::
This

:::::
effect

:
is
::::::::
however

::::::::
estimated

::
to

::
be

:::::
small

:::
(<

:
1
:::
K)

:::::::
because

:::
the

:::::::
majority

::
of

:::
the

::::::::::
post-glacial

:::::::
rebound

:::::::::
happening

::::
after

:::
the

::::
LIS

::::::::::
deglaciation

::::::::::::::::
(Peltier et al., 2015).

3.2 Ice thickness and temperature25

The thickness of the ice sheet
:::
(fig.

:::
2a)

:
is initialised from the 10 ka time slice of the ICE-6G_c reconstruction using a similar

approach to that used for generating the initial topography. The thickness data is first interpolated from low to high resolution

(from 1◦ to 1 arc-minute resolution) using a rectangular bivariate spline interpolation method, and then resampled to the model

grid using a nearest neighbour method.

The initial temperature T(x,y,z
::::::
volume

::::
and

::::
area

::
of

::::
the

:::
LIS

:::
in

:::
the

:::::::::
ICE-6G_c

::
at
:::

10
:::

ka
:::
do

:::
not

::::::::
conform

::
to

:::
the

:::::::::
empirical30

:::::::::
relationship

:::
of

::::::
volume

:::
to

:::
area

::::::
ratios

::
of

::::::::::::
contemporary

:::
ice

:::::
sheets

:::::::::::::::::::::::::::::::::::::
(fig. 4 in Ullman et al., 2016; Paterson, 2016).

::::::::::
According

::
to

:::
this

::::
ratio,

:::
the

:::::::
volume

::
of

:::
the

::
ice

:::::
sheet

:::::
would

::::
have

::::
been

:::::::::
~11.7·106

::::
km3

:::::
±12%

:::::
based

:::
on

:::
the

:::::::::::
reconstructed

::
10

::
ka

::::
area

::
in

:::::::::
ICE-6G_c

::
of

:::::::
6.08·106

::::
km2

:::::::::::::::::
(Peltier et al., 2015).

::::
This

:::::::
volume

:::::
would

:::
be

:::::::::
equivalent

::
to

:::::
~29.6

::
m

::
of

:::::::
eustatic

:::::
SLR,

:::::
which

::
is

::::::
higher

::::
than

:::
the

:::::::::
volumetric

:::::::
estimate

::
of

:::
LIS

::
at

::
10

:::
ka

::::::::
equivalent

::
to
::::
~9.3

::
m
::
of
:::::::
eustatic

::::
SLR

::
in

:::::::::
ICE-6G_c

::
10

::
ka

::::
time

::::
slice

:::::::::::::::::
(Peltier et al., 2015).

::
It

::
is
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Figure 2.
::
(a)

::::
Initial

:::
ice

:::::::
thickness

:::::
(based

::
on

::::::::
ICE-6G_c

::
10

::
ka

::::
time

::::
slice;

:::::::::
Peltier et al.

:
,
:::::
2015),

::::
with

::
the

:::::::
coastline

:::::
shown

::
in

:::::
black.

::
(b)

::::
Initial

:::
ice

:::::::::
temperature

:
at
:::
the

:::::
lowest

::::
level

::
of

:::
the

::
ice

::::
sheet

:::::
(based

:::
on

:
9
::
ka

::::
time

::::
slice

::
of

::
the

::::::::
simulation

::
by

:::::::::::
Gregoire et al.

:
,
:::::
2012).

:::::::
uncertain

::
if
:
a
:::::::
volume

::
to

::::
area

::::
ratio

:::::
based

::
on

::::::::::::
contemporary

:::::
stable

:::
ice

:::::
sheets

::::
and

::::::
glaciers

::
is

:::::::
directly

::::::::
applicable

:::
for

::
a

::::::::::
deglaciating

::
ice

::::::
sheet,

:::
but

:::
the

:::::
large

::::::::::
discrepancy

:::::::
between

:::
the

:::::::::
volumetric

:::::::::
estimates

:::::::
suggests

::::
that

:::
the

:::
ice

::::::
volume

:::
in

::::::::
ICE-6G_c

:::
at

::
10

:::
ka

::
is

:::::
likely

::::::::::::
underestimated

::
as

:::
the

::::
LIS

::::
area

::
is

:::::
better

:::::::::
constrained

::::
than

:::
its

::::::
volume

:::
for

:::
this

::::
time

::::::
period.

:

:::
The

:::::
initial

:::::::::::
temperature

:::
(fig.

:::
2b) of the ice sheet is taken from

::::
based

:::
on the 9 ka time-slice of a previous LIS deglaciation

simulation using the GLIMMER-CISM ice sheet model (Gregoire et al., 2012). The original data is on a LAEA grid with a5

common point of origin with my
:::
our experiment (45◦ N, 95◦ W), but with a larger domain covering most of North America

(the GLIMMER-CISM study examined the evolution of the whole North American Ice Sheet over the last glacial cycle). The

data is interpolated to the smaller domain and higher resolution using the rectangular bivariate spline interpolation method.

The 9 ka time slice of the previous study was chosen because it presents a close fit to the extent of the ICE-6G_c ice sheet at

10 ka, which is the starting point of the transient simulations presented here. The two do not match exactly, and for grid cells10

where the reconstruction
::::::::
ICE-6G_c indicates that ice should be present but the GLIMMER-CISM simulation is ice-free, the

temperature is initialised to 0 ◦C for all vertical levels . This was chosen to encourage melting
:
to

::::::
rectify

:::
the

::::::::::
discrepancy.

::::
Due

::
to

::::
using

:::
the

:::::
PDD

:::::
model

:::::::
(section

::::
2.1)

::
for

:::::::::
modelling

:::
the

::::::
surface

:::::
mass

:::::::
balance,

:::
this

::::
does

:::
not

::::::
impact

:::
the

:::::::
ablation

:::
rate

:::::::
directly

::
in

:::
the

:::::
areas,

:::
but

:::::::::
encourages

:::::::
melting

:::
due

::
to

:::::::::
promoting

:::
ice

:::
flow

::::
(eq.

::
2)

:
of the extensive thin areas of the initial ice sheet. The empirical

relationship of area to volume ratios of contemporary ice sheets (fig. 4 in Ullman et al., 2016; Paterson, 2016) suggests that the15

LIS in ICE-6G_c at 10 ka is likely too extensive at 6.08·106 km2, which is significantly larger than the area expected based on

the reconstructed volume (6.81·105 km2).
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3.3 Basal tractionand ice stiffening factor

Panel (a) shows the domain divided into three different types of sediment coverage: bare bedrock, sediment-covered and

submerged bare bedrock in the Hudson Strait, with the grid cells coloured yellow, dark blue and green respectively. The

division is based on the geological map of North America presented by Reed et al. (2005). (b) Basal traction coefficient map

used in the ’standard’ simulation, for which the basal traction coefficient (C) values are calculated based on bedrock elevation5

and sediment coverage.

Basal traction is a major factor determining the ice flow in BISICLES (eq. 2), and one of several factors that have been

identified as potential controls for ice flow and streaming locations in ice sheets (Winsborrow et al., 2010; Stokes et al., 2016).

The presence of water and thickness of subglacial sediments have an influence on the basal traction, as till deformation can

accelerate basal flow. This has been shown to be important for the ice dynamics in earlier modelling studies of the LIS (Marshall10

et al., 2002; Tarasov and Peltier, 2004) . The
:::
and

::
is

:::
key

::
to

::::::
enable

:::
ice

::::::
stream

::
to

:::::::::::
self-generate

::::::::::::::::::::::::::
(Payne and Dongelmans, 1997)

:
.
::::::::
Recently,

::
A

:::::
simple

:::::
basal

::::::
sliding

:::::::
scheme

:::
has

::::
been

::::::
added

:::
into

::::::::::
BISICLES.

::::
The

::::::
scheme

::::
uses

::
a
::::::::
Coulomb

::::::
sliding

:::
law

::::::::
sensitive

::
to

:::
the

:::::::
presence

::
of

:::
till

:::::
water

::::
and

:
is
::::
able

::
to
::::::::
simulate

::::
well

:::
the

:::
ice

::::::
streams

::
of
:::

the
::::::

British
::::

and
::::
Irish

:::
Ice

:::::
Sheet

:::::::::::::::::
(Gandy et al., 2019)

:
.
::::::::
However,

:::
the

:
version of BISICLES we used here does not yet include

::::
these

:
processes of basal hydrology that are needed

to generate ice streams. We thus adjust the basal traction coefficient C(x,y) to account for these effects as is typically done in15

simulations of modern ice sheets. To represent this dependency of basal traction on subglacial properties and to determine the

basal traction coefficient C(x,y)for these simulations, the domain was divided into three different types of grid cells according

to sediment coverage . The division was
:::
with

:::
the

:::::::
division

:
based on a geological map of North America by Reed et al. (2005),

and shown in fig. ??a.
:
.

In addition to the underlying substrate, Basal topography and topographic troughs are a major factor influencing the gen-20

eration and positioning of ice streams (Paterson, 2016; Winsborrow et al., 2010). This effect was incorporated by relating the

basal traction coefficient C for the regions of bare bedrock as a function of bedrock elevation b using:

C(x,y) = b(x,y)Ci +Csl, (5)

where Ci is the increment of the basal traction coefficient with elevation (0.3 m−1 in the ’standard
:::::::
standard’ simulation), and

Csl is the value for bedrock at sea level (C = 500
:::
400 Pa m−1 a in ’standard

:::::::
standard’).25

A fixed value is used in areas with a sediment coverage (figure ??
::
fig.

:::
1b). The range of C -values chosen for the initialisation

was based on values from modern-day simulations of the West Antarctic Ice Sheet using BISICLES (with the same linear

viscous relation ofm= 1 as in this study), for which basal traction coefficients were inversed
:::::::
inverted from ice surface velocity

data (Cornford et al., 2015). These values are detailed in Section ??
::::::
section

::
4.

3.4
::::

Basal
::::::
fluxes30

:::
The

:::::
basal

::::
heat

::::
flux

::
is

:::
set

::
to
::

a
::::::::
constant

::
50

:::::
mW

::::
m−2

:::::::::
following

:::
the

:::::::::::
methodology

:::
of

::::::::::::::::::
Gregoire et al. (2012),

::::::
which

:::::::
ensures

:::::::::
consistency

::::
with

:::
the

:::::
initial

:::
ice

::::::::::
temperature

:::::
fields

::::
(also

:::::
taken

::::
from

:::
the

:::::
same

:::::
study).

:::::
They

:::::
chose

:::
the

:::::
value

:::::
based

::
on

:
a
::::::::::
geothermal

11



:::
map

:::
of

:::::
North

:::::::
America

::::::::::::::::::::::::
(Blackwell and Steele, 1992),

::::::
which

:
is
:::::::::
indicative

::
of

:
a
:::::
fairly

:::::::::::
homogeneous

:::::::
modern

:::::::::
geothermal

::::
heat

::::
flux

:::::
under

:::
the

:::::::
modelled

:::::
area.

:::
The

:::::
value

::
is

::
of

::::::
similar

:::::::::
magnitude

::
to

::::::::::
modern-day

::::::::::
geothermal

::::
heat

:::
flux

:::::
under

:::
the

::::::::
Antarctic

:::
Ice

::::::
Sheet,

:::::
which

:::
has

:::::::
recently

::::
been

:::::::::
suggested

::
to

::::
vary

:::::::
between

::::::
42–180

:
mWm−2

:
,
::::
with

:
a
:::::
mean

::
of

:::
68

::::
mW

::::
m−2

:::::::::::::::::
(Martos et al., 2017).

::
If
:::
all

::
of

:::
the

:::::::
available

::::
heat

:::::
from

:::
the

:::::
basal

::::
heat

:::
flux

:::
of

::
50

::::
mW

:::::
m−2

:::::
would

:::::
result

::
in
:::

ice
:::::
melt,

:::
the

:::
ice

::
at

:::
the

::::::
bottom

::::::
would

::::
melt

::
at

::
a

:::
rate

::
of

:::
~5

:::
mm

::::
a−1.

:::::
Since

::::
this

::::
value

::
is

::::
2–3

:::::
orders

::
of

:::::::::
magnitude

::::::
smaller

::::
than

:::
the

::::::
surface

:::::
melt

::::
rates,

:::
we

::::::
assume

:::
for

:::
the

::::::::
purposes5

::
of

:::
this

:::::
study

:::
that

::
it
::
is

:::::::::
negligible

:::
and

:::
the

:::::
basal

::::::
melting

::::
rate

::
is

::
set

::
to
::
0
::
m

::::
a−1

::
in

::
all

:::::::::::
simulations.

:::::
While

:::::
basal

:::
and

::::::::
frictional

::::
heat

:::::
fluxes

::
do

:::
not

:::::::
directly

:::::
result

::
in
:::

ice
::::
melt

:::
at

:::
the

::::
base

::
in

:::::
these

::::::::::
simulations,

::::
they

:::
do

:::::
affect

:::
the

:::
ice

::::
flow

::
by

::::::::
changing

:::
the

::::::::
effective

:::::::
viscosity

::
at

:::
the

::::
base

::
of

:::
the

:::
ice

:::::
sheet,

::
as

::::::::
discussed

::
in
:::::::
Section

:::
2.1.

3.5 Surface mass balance and basal fluxes

:::
We

:::::
chose

::
to

::::::
impose

::::::::
sub-shelf

::::
melt

::::
rates

:::
as

:
a
:::::::
constant

::::
that

::
is

:::::::
uniform

::
in

:::::
space

:::
and

:::::
time.

::
A

:::::
value

::
of

::
15

:::
m

:::
a−1

::::
was

::::::
chosen

:::
for10

::
the

::::::::
sub-shelf

:::::
melt

:::
rate

:::
for

:::
the

:::::::::
’standard’

:::::::::
simulation.

::::
The

::::::
chosen

:::::
value

::
is

::::::::::
comparable

::
to

:::::
areas

::
of

::::
high

::::::::
sub-shelf

:::::
melt

::::::
around

::::::::::
modern-day

::::::::
Antarctic

::
Ice

::::::
Sheet,

:::::
where

:::
the

::::
rates

::::
have

::::
been

::::::::
estimated

::
to
:::
be

::
up

::
to

::::
~43

::
m

:::
a−1

:::::::::::::::::
(Rignot et al., 2013).

:::::
Using

::
a

:::::
single

::::::
uniform

::::
and

:::::::
constant

:::::
value

:::
for

:::
the

::::::::
sub-shelf

::::
melt

::::
over

:::
the

::::::
whole

:::::
model

::::::
period

::
is

:
a
::::::::::::

simplification
::
of

:::
the

:::::::
process,

::::::::
whereas

::
in

:::::
reality

:::
the

::::::::::
temperature

::
of

:::::
water

::
in

::::::
contact

:::::
with

::
the

:::
ice

:::::
shelf

:::::
likely

:::::::::
underwent

:::::::
changes

::::
over

:::
the

::::
10–8

::
ka

:::::::
period.

::::::::
Sub-shelf

::::
melt

::::
rates

::::
have

::::
been

::::::
shown

::
to

::
be

:::::::
strongly

::::::::
positively

::::::::
correlated

::::
with

:::::::::
increasing

:::::
ocean

:::::::::::
temperatures,

::::
with

:
a
::::::::::
relationship

::
of

::::
~10

::
m

::::
K−115

::::::::
estimated

::::
from

:::::
radar

::::::::::::
interferometry

::::::
-based

::::::::::
observations

:::
of

::::
basal

::::
melt

:::::
rates

:::::::
seaward

::
of

::::::::
Antarctic

:::::::::
grounding

::::
lines

::::
and

::::::
nearby

:::::
in-situ

:::::
ocean

::::::::::
temperature

::::::::::::
measurements

::::::::::::::::::::::
(Rignot and Jacobs, 2002).

::
It
:::
is,

:::::::
however,

:::::::
unclear

:
if
:::

the
::::::::::
relationship

::::::::
between

:::
the

:::
sea

::::::
surface

::::::::::
temperature

::
in

:::
the

::::::::
Labrador

:::
Sea

:::
and

::::::::
sub-shelf

::::
melt

::::
rate

:::::
could

::::::
capture

:::
the

:::::::::
circulation

::
at

:::
the

::::
main

::::::
marine

:::::::
margin

::
of

:::
the

:::
LIS

::
at

:::
the

:::::
time,

::
as

:::
the

:::
ice

::::
sheet

::::
melt

:::::
likely

::::
had

:
a
::::::
strong

:::::::
influence

:::
on

:::
the

:::::
water

:::::::
density,

::::::::::
temperature

:::
and

:::::::::
circulation

::::::
within

:::
the

::::::
Hudson

::::::
Strait.

:::::
There

::
is

:::
still

::::::
limited

::::::::
scientific

::::::::::::
understanding

::
of

::::
how

::::::::
sub-shelf

::::
melt

::::
rates

::::
vary

:::
as

:
a
:::::::
function

::
of

::::::::
location,

::::::
shapes20

::
of

::::::
cavities

:::::
under

::::
the

::::::
shelves,

::::::
ocean

:::::::::
circulation

:::
and

::::::
ocean

:::::::::::
temperatures.

:::
To

:::::::
account

::
for

:::::
these

:::::
large

:::::::::::
uncertainties,

:::
we

:::::
tested

::
a

::::
wide

:::::
range

::
of

::::::
values

:::::
(2–45

::
m

::::
a−1)

:::
for

:::
the

::::::::
sub-shelf

::::
melt

:::
rate

::
as

::::
part

::
of

:::
the

:::::::::
sensitivity

:::::
study.

3.5
::::::
Surface

:::::
mass

:::::::
balance

The model defines the SMB using the PDD scheme described in section ??
:::
2.1. Values of 4.5 and 12 mm d−1 ◦C−1 were chosen

respectively for the PDD factors of snow and ice while setting up the ’standard
:::::::
standard’ simulation. These values are 50%25

higher than the typically used values of 3 and 8 mm d−1 ◦C−1, and were chosen by manual tuning for the ’standard
:::::::
standard’

as a stronger ablation is necessary for the LIS to deglaciate in accordance with the reconstructed ice extent (Dyke, 2004).

The need for higher PDD factors was apparent as the ice sheet underwent substantial growth in the early simulations that

employed the typical PDD factors, and the total volume of the ice sheet was still higher than the initialised ice volume after

1500 years of simulation. Using the PDD method has
:::
This

::::
may

:::
in

:::
part

:::
be

::::::
related

::
to

:::::::::
BISICLES

:::::::::
correcting

:::
the

::::
fact

::::
that

:::
the30

:::::
initial

::
ice

:::::
sheet

::::::
(which

:::::::
follows

:::::::::
ICE-6G_c)

::
is

:::
too

:::::
small

::
in

::::::
volume

:::
for

::
its

:::::::::
respective

:::::
aerial

:::::
extent

::::
(see

::::::
section

::::
3.2).

::::::::
However

:::
the

::::
main

:::::
driver

:::
for

:::
the

::::::
growth

::
is
:::
the

:::::
PDD

:::::::
method,

:::::
which

:::
has

:::::::::
previously

:
been highlighted as challenging for modelling the SMB

of palaeo ice sheets (Bauer and Ganopolski, 2017; Charbit et al., 2013; Van de Berg et al., 2011), with one major problem
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being that the method does not explicitly account for the absorption of shortwave radiation (e.g. Van de Berg et al., 2011).

The fixed PDD factors also do not take into account the temporal and spatial variability in insolation, cloud optical properties,

snow properties, snow density, water content in snow and changes in albedo, among other assumptions (Charbit et al., 2013).

Following this, recent research has suggested that using the standard values is unlikely to predict the melt rates correctly under

climatic conditions that differ from those in present-day Greenland (Bauer and Ganopolski, 2017; Charbit et al., 2013; Van de5

Berg et al., 2011). Bauer and Ganopolski (2017) recently compared the use of a physically-based surface energy balance

method and the PDD method for simulating the North American Ice Sheet over the last glacial cycle, and found
:::
that

:
PDD

factors of 9 and 16 mm d−1 ◦C−1 respectively for snow and ice to produce the best results for 15 ka conditions (the study

did not provide an estimate for a time period closer to the timing of the Hudson Bay saddle collapse). Moreover, exactly what

the ’best’ values for the PDD factors are is dependent on the model setup, which highlights the importance of assessing this10

parametric uncertainty through a sensitivity study.

The
:::::::::
temperature

:
lapse rate γ is set to 5 ◦C km−1 following the experimental setup of Gregoire et al. (2012). The value is

based on the numerical modelling work of Abe-Ouchi et al. (2007) who found it more appropriate for the North American ice

sheet
::
Ice

:::::
Sheet than the typically used range of 6–8 ◦C km−1.

The basal heat flux is set to a constant 50 mW m−2 following the methodology of Gregoire et al. (2012), which ensures15

consistency with the initial ice temperature fields (also taken from the same study). They chose the value based on a geothermal

map of North America (Blackwell and Steele, 1992), which is indicative of a fairly homogeneous modern geothermal heat flux

under the modelled area. The value is of similar magnitude to modern-day geothermal heat flux under the Antarctic ice sheet,

which has recently been suggested to vary between 42–180 , with a mean of 68 mW m−2 (Martos et al., 2017). If all of the

available heat from the basal heat flux of 50 mW m−2 would result in ice melt, the base of the ice would melt at a rate of20

~5 mm a−1. Since even this extreme value is 2–3 orders of magnitude smaller than the surface melt rates, we assume for the

purposes of this study that it is negligible and the basal melting rate is set to 0 m a−1 in all simulations.

For the sub-shelf melt rate, we chose a standard value -15 m a−1. This is comparable to areas of high sub-shelf melt

around modern-day Antarctic Ice Sheet, where the rates have been estimated to be up to ~43 m a−1 (Rignot et al., 2013). The

higher end of this range was chosen due to the orbital configuration of the Earth approaching the Holocene Climatic Optimum25

conditions post 10 ka (Kaufman et al., 2004), and the associated increase in radiative forcing could have resulted in substantial

heat absorption to the lake and sea water adjacent to the ice sheet. Sub-shelf melt rates have been shown to be strongly positively

correlated with increasing ocean temperatures, with a relationship of ~10 m K−1 estimated from radar interferometry-based

observations of basal melt rates seaward of Antarctic grounding lines and nearby in-situ ocean temperature measurements

(Rignot and Jacobs, 2002). Using a single value for the sub-shelf melt over the whole model period is a simplification of the30

process, whereas in reality the temperature of water in contact with the ice shelf likely underwent changes over the 10–8 ka

period. Accurately estimating the sub-shelf melt rate at the marine margin of the LIS over time is, however, challenging due

to a lack of quantified adn spatially detailed proxy records of Sea Surface Temperatures (SSTs) and the location of the ice

margin being uncertain over time due to limited records constraining the retreat (Dyke, 2004). An alternative approach would

have been to estimate the sub-shelf melt using the above relationship between the melt rate and the SST from the climate35
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model output. The modern-day Antarctic melt rates were preferred due to the low horizontal resolution of the climate model

simulations we use (1.25 × 1.25 degrees in the ocean and 3.75 × 2.5 degrees in the atmosphere). The oceanic grid cells

adjacent to the ice margin at 10 ka cover an area of ~0·104 km2 of the Labrador Sea, and are thus not representative of the SST

at the comparatively narrow ice margin.

4 Ice sheet sensitivity to model parameters5

The evolution of ice sheet thickness, volume and melt in the model is dependent on the choices of input model parameters. To

gain a better understanding of which parameters control the rates of LIS deglaciation and the magnitude, duration and timing of

the Hudson Bay saddle collapse, a series of sensitivity simulations were performed. The simulation labelled ’standard
:::::::
standard’

is used as the starting point for varying individual parameters, and the parameters are varied systematically, one at a time. This

approach allows for examining the effects of adjusting individual parameters while keeping the rest constant. This is particularly10

important because BISICLES has not previously been used in a palaeo context for the Laurentide Ice Sheet, where
::
for

::::::
which

these values cannot be obtained using direct observations or inverse methods. Two simulations were run to assess the sensitivity

to each of the 5 model parameters, resulting in a total of 11 simulations with the model parameters and their respective ranges

shown in Table 1. To evaluate the impact of the transient climate and the spin-up adjustment period, a ’control’ simulation with

a constant 10 ka climate and ’standard
:::::::
standard’ set of parameter values was also included.15

Table 1. Model parameters varied in the study and their ranges, with ’standard’ values (as discussed in section ??3) shown in brackets.

Parameter Symbol Value (’standard’) Unit Reference

Levels of refinement Ω0−2 10–2.5 (5) km (grid size) 4.1
::
3.1

:

Basal traction C 1-6× ’standard’
::::::::
’standard’ Pa m−1 a 4.3

::
3.3

:

PDD factor for snow αs 3–6, (4.5) mm (d ◦C
::
K)−1 4.4

::
3.5

:

PDD factor for ice αi 8–16 (12) mm (d ◦C
::
K)−1 4.4

::
3.5

:

Sub-shelf melt rate Mss 2–45 (15) m a−1 4.4
::
3.4

:

Precipitation P 0.5–1× ’standard
::::::
standard’ kg m−2

:::
d−1 3.2

::
2.4

:

4.1 Laurentide Ice Sheet
:::
LIS evolution in ’Standard’ and ’control’ simulations

:::::
during

::::
the

:::::
initial

::::::::::
adjustment

::::::
period

This subsection describes how the ice sheet evolves
:::
This

::::::
section

::::::::
describes

:::
the

:::::::
changes

:
in the ’standard’ simulation . Figure ??

shows the ice sheet at model year 50 as it is still adjusting to the initial conditions. The ice thickening rate (fig. ??b) has a mean

of -0.20 m/a and a range of -94.25–37.26 m/a, and the modelled ice velocityfield (fig. ??c) shows velocities of up to ~5 km/a

at the mouth of the Hudson Strait and the modern Ungawa Bay region. The initial adjustment period is dynamic and results in20
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a substantial reorganisation of ice, which is largely a result of
:::::::
standard’

:::::::::
simulation

::::::
during

:::
the

::::::
initial

:::::::::
adjustment

::::::
period

::::
over

::::
10–9

:::
ka.

::::
This

::::::
spinup

::::::
period

::::::
results

::
in
::::::::::

substantial
:::::::
changes

::
in

:::
ice

:::::
sheet

::::::::::
topography

:::
and

:::::::::::
adjustments

::
to

:::
ice

:::::::
velocity.

:::::
This

::
is

::::::
largely

::::::
because

:
the chosen initial ice thickness field from ICE-6G_c not being

::
is

:::
not physically consistent with the dynamical

BISICLES ice sheet model,
:
as discussed in section ??

:::
3.2. The ICE-6G_c includes “unphysical geometric details” (Stuhne and

Peltier, 2017), because the reconstruction is built from glacial isostatic adjustment (GIA)
::::::::::::
measurements, LIS extent data (Dyke,5

2004), a model of viscoelasticity (VM5a) and eustatic sea level record
::::::
relative

:::
sea

::::
level

:::::::
records for estimating the volumetric

distribution of the ice mass (Peltier et al., 2015). Therefore, this adjustment of our
::::
This

:::::::::
adjustment

::
of

:::
the

:
simulated ice sheet is

:::::::
therefore

:
both necessary and expected. The

:::::::::::
heterogeneous

::::::
pattern

::
of

::::::::::::::
depth-integrated

:::
ice

::::::::
velocities

::::
after

::
50

:::::
years

::
of

:::::::::
simulation

:::
(fig.

:::
3b)

:::::::::
illustrates

:::
this

:::::::
ongoing

::::::::::
adjustment.

Figure 3.
::::::::
Comparison

:::
of

:::::::
modelled

:::
and

:::::::
observed

:::
ice

:::::
stream

::::::
activity.

::::::::::::
Reconstruction

::
of

:::
LIS

:::
ice

:::::
stream

::::::
activity

::
at
::::
10.1

::
ka

::
a
:::
and

:::
8.9

::
ka

::
d

::::::
(adapted

::::
from

:::::
Figure

::
5

::
in

::::::::::
Margold et al.

:
,
:::::
2018).

:::
The

:::
ice

:::::
streams

::::
that

::::
were

::::
active

::
at

:::
the

:::::::
respective

:::::
times

::
are

::::::
shown

:
in
::::
light

::::
blue,

:::
ice

::::::
streams

:::
that

:::::::
’switched

:::
off’

::
in

:::
the

:::::::
preceding

::::
1000

:::::
years

::
are

:::::
shown

::
in
::::
grey

:::
and

::::
those

:::
that

::::::::
’switched

:::
on’

:::::
shown

::
in

:::
dark

::::
blue.

:::::
Panels

::
b,
::
c,
:
e

::
and

::
f
::::
show

::
the

::::::::
magnitude

::
of

::::::::::::
depth-integrated

::::::::
velocities

::::::
(ma−1)

::
in

:::
the

:::::::
’standard’

::::::::
simulation

::
at
::::
9.95

::
ka,

::::
9.00

:::
ka,

::
8.5

::
ka

::::
and

:
at
:::
the

:::
end

::
of

:::
the

::::::::
simulation

::::
(8.00

::
ka)

::::::::::
respectively.

::
In

::
the

:::::
panels

:::::::
showing

:::
the

:::::::
simulated

:::
ice

:::::::
velocities,

::::::
modern

::::::::
coastlines

::
are

:::::::
indicated

:::
by

::
the

:::::
black

::::::
contour.

:::
The

:::::::
numbers

:
1
::
&

:
2
::
in

:::::
panel

:
b

::
and

:::::::
numbers

:
3
::
&

::
4

:
in
:::::

panel
:
e

:::
show

:::
the

::::::::::
approximate

:::::::
locations

::
of

:::
four

:::::
major

::::::::::
reconstructed

:::
ice

::::::
streams,

:::
and

:::::::::
correspond

::
to

::::::
locations

::::::::
numbered

:::
24,

:::
16,

:::
179

:::
and

::
33

::
in

:::
fig.

:
5
::
in

::::::::::::::::
Margold et al. (2018)

:::::::::
respectively.
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::::::::
Consistent

:::::
with

:::
the

::::::::::::
reconstruction

::
it

:::
was

:::::::::
initialised

:::::
from,

:::
the

:::
ice

:::::
sheet

:::::
starts

:::
off

::::
with

::
a
:::::
small

::::::
volume

:::::::::
compared

::
to

:::::
what

:::::
would

:::
be

:::::::
expected

:::::
based

:::
on

:::
the

:::::::
mapped

::::::
extent

::::
(see

::::::
Section

:::::
3.2).

:::
The

::::::::
majority

::
of

:::::
these

::::::::
extensive

::::
parts

:::
of

:::
the

:::
ice

:::::
sheet

:::
are

::::::::
initialised

::
at

:
0
:::::::
degrees

:::::::
Celsius,

:::::
which

::
is
::
a

::::
very

::::
high

::::::::::
temperature

:::
for

:::
ice

:::
(fig.

:::
2).

::::
This

::::::::
promotes

:::
the

:::
ice

::::
flow

:::::::
through

:::
eq.

::
2,

:::
but

::::
does

:::
not

:::::
affect

::
the

:
surface mass balance is positive over the majority

::::
since

:::
the

:::::::::::
accumulation

:::
and

:::::::
ablation

:::
are

::::::
defined

:::::::::
separately

::::
using

:::
the

:::::
PDD

:::::
model

:::::::::::::::::::::::::
(Section 2.1; Rutt et al., 2009)

:
.
:::
The

::::
thin

::::::::
extensive

::::
parts

:
of the ice sheet (fig. ??d) , with a mean of 0.255

m/a and a range of -11.52–1.29 m/a .
::::::
Figures

::
2;

:::::::::
difference

:::::::
between

::::::
panels

::
b

:::
and

::
c

::
in

:::
fig.

::
3)

::::::
retreat

::::::
within

:::
the

::::
first

:::::::
hundred

::::
years

::
of

:::::::::
simulation

::::
due

::
to

:::
the

:::
ice

:::::
either

:::::::
reaching

:::::::
flotation

::::
and

::::::
calving

::
or

::::::::
melting,

::
or

:::
the

:::
low

::::::
surface

::::::::
elevation

:::::::
leading

::
to

::::
high

::::
melt

::::
rates.

:::::
This

::::
may

::
be

:::
an

::::::::
indication

::::
that

:::
the

:::::::::::
reconstructed

:::
ice

::
in
:::::

these
:::::::
regions

::
is

:::
too

::::
thin.

:::
As

:
a
::::::
result,

:::
the

:::::
extent

:::::::::
decreases

::
by

::::
~37

::
%

::::
from

::::::::
6.08·106

::::
km2

::
to

::::::::
3.86·106

::::
km2

:::::
during

:::
the

:::::::
spin-up

:::::
phase

:::::
(10-9

::::
ka).

:
It
::

is
::::::
worth

:::::
noting

::::
that

:::
the

::::::
climate

:::::::
forcing

::::
used

::
in

:::::
these

::::::::::
simulations

:::::
shares

:::
the

::::
ice

::::
mask

:::::
with

:::
the

:::::::::
ICE-6G_c

::::::::::::
reconstruction

:::::::::::::::::::::::::::
(Section 2.1; Peltier et al., 2015),

::::
and

::::
thus10

::
the

:::::::::
simulated

:::::
extent

::
is
::::::
mostly

::
in

:::::::::
agreement

::::
with

:::
the

:::::::::::::
reconstruction,

::
as

::::
will

::
be

:::::::::
discussed

::
in

::::::
Section

::::
4.2.

::::
The

::::::::
evolution

::
of

:::
ice

::::::
volume

::
in

:::::::::
’standard’

::::::::
undergoes

::::
less

:::::::
relative

::::::
change

::::
than

:::
the

:::::
extent

::::::
during

:::
the

:::::::
spinup,

::::
with

:::
the

:::
ice

:::
loss

:::::::
through

:::::::
ablation

::::
and

:::::::
dynamic

:::
ice

:::::
export

::::::
mostly

:::::
being

::::::::
balanced

:::
by

:::::::::::
accumulation.

:::
In

::::
other

::::::
words,

:::::
while

:::
the

::::
thin

::::::::
marginal

::::
parts

::
of

:::
the

:::
ice

:::::
sheet

:::
are

::::::::
retreating,

:::::
some

:::::
parts

::
in

:::
the

::::::
interior

:::
of

:::
the

:::
ice

::::
sheet

:::::::
thicken

::::::
during

:::
the

:::::::
spin-up.

::::
This

::
is

::::::::::
particularly

:::::::::
noticeable

::
in

:::
the

::::::
saddle

:::::::
between

:::
the

::::::::
Keewatin

:::
and

::::::::
Labrador

:::::
dome

::::
over

:::::::
Hudson

::::
Bay.

:::
By

::
9

::
ka

:::
the

::::::::
simulated

::::
LIS

::::::
volume

::::::
above

:::::::
flotation

::::::::
decreases

:::
by15

::::::::::::
approximately

:
7
:::
%.

4.2
:::::::::

Laurentide
:::
Ice

:::::
Sheet

:::::::::
evolution

::
in

:::::::::
’standard’

::::
and

::::::::
’control’

::::::::::
simulations

::::
This

::::::::
subsection

::::::::
describes

::::
how

:::
the

:::
ice

:::::
sheet

::::::
evolves

::
in

:::
the

:::::::::
’standard’

:::::::::
simulation,

:::::::
focusing

:::
on

:::
the

:::
9–8

:::
ka

::::::
period.

:::
The

:::::::::
simulated

::
ice

::::
flow

:::
by

:::
9.0

:::
ka,

:::
8.5

::
ka

::::
and

:::
8.0

::
ka

:::::::
follows

:
a
::::::
pattern

::::
with

:::::::
smaller

::::::::
velocities

::
at

:::
the

:::
ice

::::::
domes,

:::
and

::::::::::::
faster-flowing

:::
ice

::::
over

:::
the

:::::
central

:::::::
Hudson

::::
Bay,

::
at

:::
the

::::::
marine

:::::::
margins

:::
and

:::::::
towards

:::
the

:::::
edges

::
of

:::
the

:::
ice

::::::
domes

::::
(fig.

:::
3c,

:
e
::
&

::
f).

::
A
::::::::::::
reconstruction

::
of

::::
LIS

:::
ice20

:::::
stream

::::::::
locations

::::
and

::::
their

::::::::
estimated

:::::::
timings

::::
(fig.

::
3a

::::
and

::
d;

::::::::::::
Margold et al.,

:::::
2018)

::::::
allows

:::
for

::::::::::
comparison

::
of

:::
the

:::::::::
simulated

:::
ice

::::
flow

::::
with

::::
data.

::::
The

::::::::
locations

::
of

:::::::::::
reconstructed

:::
ice

:::::::
streams

::
at

:::
the

::::::
mouth

::
of

:::::::
Hudson

:::::
Strait

:::
and

:::
the

::::::::
Ungawa

:::
Bay

::::::::::::
(approximate

:::::::
locations

:::::::::
numbered

::::
with

::
1

:::
and

::
2
::::::::::
respectively

::
in
::::

fig.
:::
3b)

:::::
stand

:::
out

::
in

:::
the

::::::::::
simulations

::::
with

:::
ice

:::::::::
velocities

::::::::::
consistently

::::::
higher

:::
than

::::
100

::::::
ma−1

::::
until

:::
the

::::::
region

::
in

::::::::
question

::::::::::
deglaciates.

::::
The

:::::::::::
southwestern

::::
part

::
of

:::
the

:::
ice

:::::
sheet

:::::::
becomes

:::::::::::
dynamically

:::::
more

:::::
active

::
as

:::::
more

::
of

:::
the

:::
ice

::::
sheet

::::::::
becomes

:::::
afloat

:::
and

:::
the

:::
ice

:::::
sheet

::::::
recedes

::::
over

:::
the

:::::
softer

:::::::::
sediments

::
in

:::::::
Hudson

::::
Bay.

::::
This

::::::
agrees25

:::
well

:::::
with

:::::::::::
contemporary

:::
ice

::::::
shelves

::::::::
typically

::::::
flowing

:::::
faster

::::
than

::::::::
grounded

:::
ice

::::
(e.g.

:::::::::::
Rignot et al.,

::::::
2011).

:::
The

:::::::::
simulated

::::::
pattern

::
of

:::
ice

::::
flow

::
is

:::
less

:::::::::
organised

::
in

:::::
clear

:::
ice

::::::
streams

::::
over

::::
the

:::::::::::
southwestern

:::::::
Hudson

::::
Bay

::::
than

::
in

::::::::::::::::::
Margold et al. (2018),

::::::::
although

::
the

:::::::
highest

:::
ice

::::::::
velocities

:::
do

:::::::
coincide

::::
with

:::
the

::::::::::::
reconstructed

:::::
Hayes

:::::
Lobe

::::
and

:::::
James

::::
Bay

:::
ice

:::::::
streams

:::::::::::
(approximate

::::::::
locations

::::::::
numbered

::::
with

::
3

:::
and

::
4

::
in

:::
fig.

:::
3e).

::::
The

::::::::
simulated

:::
ice

::::::::
dynamics

:::
are

:::::::::
potentially

::::::::::::
overestimated

::
at

:::
the

:::::::::::
southwestern

::::
lake

:::::::
margin,

:::
but

:::::::::::::::
geomorphological

:::::::
evidence

::
of

:::
ice

:::::::
streams

::
in

:::
the

:::::
region

:::::
could

::::
also

::
be

::::
less

::::
clear

::::
than

::::
over

:::::::
bedrock

:::
due

::
to

:::
the

:::
ice

::::
flow

:::::
being30

:::::::
partially

:::::::
detached

:::::
from

::
the

::::
base

::::
and

:::
the

:::::
softer

::::::::
sediments

:::::
being

:::::
more

::::
prone

::
to
:::::::::
reworking

:::
by

::
the

:::::::::
lacustrine

:::
and

::::::
marine

::::::::
influence

::::
after

:::
the

:::
ice

::::
sheet

:::::::
receded

::::::
further

:::::::
towards

::::::
central

:::::::
Hudson

::::
Bay.

::::
The

::::
large

::::::::
coverage

::
of

::::::::::
fast-flowing

:::::
parts

::
of

:::
the

:::
ice

:::::
sheet

::::
over

::
the

:::::::::
simulation

::::
(fig.

::
3)

:::::::::
highlights

:::
the

:::::::::
importance

::
of

:::
ice

::::::
export

::::
over

:::
the

:::::::::::
deglaciation.
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Figure 4. ’Standard’ simulation at model year 50. Panels show (a)
:::::::

Evolution
:
of
:
ice thickness with 300 m contour lines, (b) ice thickening rate

dh
dt :::

sheet
::::::
volume

::
in

:::::
metres

::
of
:::
sea

::::
level

:::
rise

::::::::
equivalent

:
(m/a

:::::
dashed

:::
line) , (c) magnitude

::
and

::::::::
freshwater

::::
flux

:::::
(FWF)

::::::::
equivalent

::
in

::::::::
Sverdrups

::::
(solid

:::::
lines).

:::
The

::::::::
volumetric

::::
SLR

::::::::
equivalent of the vertically integrated ice velocity (m/a)

::::
sheet

:
is
::::::::
calculated

::::
from

::
the

::::::
volume

:::::
above

::::::
flotation,

(d) surface mass balance (accumulation - ablation; m/a
:::
and

:::
the

::::
FWF

::::
from

:::
the

:::
total

:::::::::
volumetric

:::::
change

:::::::
between

:::::
model

::::
years. )

:::
The

::::::
volume

:::
and

::::
FWF

::
in

::
the

::::::::
’standard’

::::::::
simulation

:::
are

:::::
shown

::
in

::::
blue,

:::
and

::
for

:::
the

:::::::
’control’

::::::::
simulation

::
in

::::
black.

::::
The

::::
black

:::
and

:::::::
magenta

::::::
markers

::::
show

:::
the

:::::
volume

::
in
:::::
metres

::
of
::::::::
equivalent

::::
SLR

::
in

:::
the

:::::::
ICE-6G_c

:::::::::::::::::::::
(VM5a; Peltier et al., 2015),

:::
and

:::
the

::::::::
GLAC-1D

::::::::::::::::
(Tarasov et al., 2012)

::::::::::::
reconstructions.

The volumetric loss and the elevated freshwater flux (FWF) over the first ~100 years in both ’control
:::::
control’ and ’standard

:::::::
standard’

simulations (fig. ??) simulations
::
4) is a result of the modelled ice sheet undergoing dynamical

::::::
dynamic

:
reorganisation after

initialisation and initially high ice melt rate of the extensive parts of the ice sheet, mainly on the southern and northwestern

parts of the simulated LIS (fig. ??
:
5). The subsequent increase in ’control

:::::
control’ ice volume shows that the ice sheet is not in

equilibrium with the 10 ka climatic forcing. The evolution of the volume above flotation in the ’standard
:::::::
standard’ simulation5

differs from the negative trend in the volumetric evolution of the LIS in the two reconstructions shown in fig. ??
:
4, where the

’standard
::::::
standard’ simulation is compared to the ICE6G_c and GLAC-1D reconstructions. The volumetric change over 10–8

ka in the ICE-6G_c and GLAC-1D reconstructions are on average 0.34 m per 100 years and 0.50 m per 100 years respec-

tively, and indicative of a continual decrease in volume over the time period. The evolution of the ice volume in the ’standard’

simulation is indicative of the ablation and dynamic export of ice being balanced by accumulation for the first 1000 model10

years, during which the simulated LIS volume above flotation decreases by approximately 7%.

Evolution of ice sheet volume in metres of sea level rise equivalent (dashed line) and freshwater flux (FWF) equivalent in

Sverdrups (solid lines). The volumetric SLR equivalent of the ice sheet is calculated from the volume above flotation, and the

FWF from the total volumetric change between model years. The volume and FWF in the ’standard’ simulation are shown in

blue, and for the ’control’ simulation in black. The black and magenta markers show the volume in metres of equivalent SLR15

in the ICE-6G_c (VM5a; Peltier et al., 2015), and the GLAC-1D (Tarasov et al., 2012) reconstructions.

The total volumetric change in the ’standard
::::::
standard’ simulation converted into FWF (solid blue line in fig. ??

:
4), shows

a period of accelerated melt from model year 1321 onwards
::::
8.679

:::
ka

:::::::
onward, with the melting defined as accelerated in the

simulation over periods when the FWF value is higher than 0.05 Sv (the value used for the background meltwater flux in Matero

et al., 2017). The FWF reaches its peak value of 0.106 Sv during a 200 -year period of acceleration from model year 163720
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Figure 5. Ice sheet thickness evolution in the ICE-6G_c (VM5a; Peltier et al., 2015) reconstruction in panels (a)–(e), the ’standard’ simulation

in panels (f)–(j) and the GLAC-1D reconstruction (Tarasov et al., 2012) in panels (k)–(o). The ice thickness in each series is plotted in 500

year intervals. The coastlines plotted in panels f–j are based on the “ETOPO 10 ka” topography described in section ??
::
3.1.

onwards
::::
8.363

:::
ka

::::::
onward, and corresponds to the separation of the Labrador and Keewatin ice domes. The simulated separation

of the ice domes occurs at a similar time to the scenarios in Matero et al. (2017), in which the peak FWF was released at a

time corresponding to approximately 8.25 ka. This is close to the timing that freshening signals from North Atlantic sediment

cores suggest that the largest release of meltwater from the LIS would have taken place (~8.49 ka or ~8.29 ka, Ellison et al.,

2006; ~8.38 ka, Kleiven et al., 2008; ~8.5 ka, Lochet et al., 2019). The timing and duration of the modelled saddle collapse in5

’standard
::::::
standard’ are thus similar to some of our scenarios in Matero et al. (2017). However, the total SLR equivalent of the

released FWF in ’standard
:::::::
standard’ over the 200 -year period is 1.57 m, which is approximately 46% of the 3.39 m attributed

to the saddle collapse period in the 4.24m_200yr scenario in Matero et al. (2017). Nonetheless, the simulated volumetric ice

loss is close to the rate of volumetric change in the GLAC-1D ice sheet reconstruction over a wider 500-year window; 3.3 m

of SLR equivalent from 8.5 to 8.0 ka (fig. ??
:
4).10

The major changes during the first 1000 model years in ’standard
:::
over

:::::
10–9

::
ka

:::
in

::::::::
’standard’ are a ~37 % decrease in the

ice extent from 6.08·106 km2 to 3.86·106 km2, and a reorganisation of the ice mass resulting in thickening of the ice sheet

at the ice saddle and Labrador ice dome, and a thinning of the Keewatin ice dome (fig. ??
:
5f–j). It is also interesting to note

that by model year 1000 (corresponding to 9 ka), the modelled ice sheet in ’standard
:::::::
standard’ adjusts itself to resemble the

GLAC-1D reconstruction more than the ICE-6G_c reconsutrction
:::::::::::
reconstruction

:
in terms of volumetric evolution (fig. ??

:
4),15
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shape and extent (fig. ??
:
5), despite the simulation initially being set up using the ICE-6G_c configuration. This is likely due

to the climatic influence on ice sheet evolution and the dynamical aspects of the BISICLES and GLAC-1D models, suggesting

that these are important components for accurate representation of palaeo ice sheets.

One feature that particularly stands out as being different between the simulated ice sheet (fig. ??
:
5h) and the ICE-6G_c

reconstruction (fig. ??
:
5c) by model year 1000 (9 ka ) is the thickness of ice over central Hudson Bay, which is the ice saddle5

connecting the Labrador and Keewatin ice domes. The GIA-based
::::::::
ICE-6G_c reconstruction indicates that the ice sheet would

have deglaciated ’inside out’, with the central part being free of ice before the surrounding regions. This pattern of deglaciation

is not reproduced in any of the BISICLES simulations or the GLAC-1D reconstruction (fig. ??
:
5m). The difference in the vol-

umetric change between the simulated ice sheet and the ICE-6G_c reconstruction (fig. ??
:
4) is largely a result of differences in

reconstructed and modelled
::::::::
modelled

:::
and

:::::::::::
reconstructed

:
ice thickness over the Labrador and Foxe ice domes. These differences10

are clearest between year
:::::::
between

:::
the

:::::::::
ICE-6G_c

::::::::::::
reconstruction

:::
and

:::
the

::::::
model

:::
are

::::::
clearest

:::
at 8 ka in the reconstruction (fig.

??e ) and model year 2000 (fig. ??j
::::::
(figures

:::
5e

:::
and

::
5j

::::::::::
respectively), with the modelled ice thickness having a maximum of

2188 metres at the Labrador dome and
::::::::
compared

::
to

:
just over 1200 metres for ICE-6G_c.

4.3 Impact of varying the mesh resolution
:::::::::
refinement

::::
level

This subsection describes the results of increasing and decreasing the level of refinement of the adaptive mesh. Simulation15

’AMR_0
::::::
AMR_0’ had 0 levels of refinement (10 × 10 km resolution, Ω0), ’standard

:::::::
standard’ had 1 level of refinement (up

to 5 × 5 km resolution, Ω1) and ’AMR_2
::::::
AMR_2’ had 2 levels of refinement (up to 2.5 × 2.5 km resolution, Ω2). Running

the current setup with 3 levels of refinement proved infeasible computationally, as run speeds decreased dramatically from

~50 model years per hour (2 levels of refinement) to 1 model year per day (3 levels of refinement), and thus this part of the

sensitivity study was limited to 2 levels of refinement.20

Increasing the level of refinement of the AMR from Ω0 to Ω2 does not have nearly as big an impact on the long-term rates

of change in volume (fig. ??
:
6a), as has been reported in a study of the West Antarctic Ice Sheet using BISICLES (Cornford

et al., 2016), for example. Cornford et al. (2016) used a base resolution of 8 km, and increasing the refinement to 4 km or

2 km grid size resulted in distinct rates of change (see fig. 2 in Cornford et al., 2016), highlighting the necessity for using

high resolution for simulating marine ice sheets. Based on these initial simulations
:
, it seems that such high resolution is not25

as critical between these levels of refinement for the LIS deglaciation, which is
:::::::
possibly

:::::::
because

::
it has a smaller marine or

lake-terminating margin than West Antarctica (fig. ??
:
6a). These results do not, however, preclude the potential for differing

patterns of deglaciation with further refinement (and alternate boundary conditions). Increasing the level of refinement from

Ω1 to Ω2 results in the peak FWF occurring 19 years earlier, and decreasing the level of refinement from Ω1 to Ω0 results in the

peak FWF occurring 4 years later. The durations and peak values in the discharge are similar between the three simulations,30

at 0.107, 0.107 and 0.106 Sv for ’AMR_0
::::::
AMR_0’, ’standard

:::::::
standard’ and ’AMR_2

:::::::
AMR_2’ respectively. The timing of the

peak FWF in these simulations differs mainly between model years 1550 and 1890
::::::::
8.45–8.11

:::
ka, which coincides with the

deglaciation of the part of the ice sheet connecting the Keewatin and Labrador domes over Hudson Bay (the saddle collapse).

At model year 1700,
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Figure 6. Effects of varying (a) adaptive mesh resolution, (b) basal traction coefficient C, (c) PDD (positive-degree-day coefficients), (d)

sub-shelf melting rate and (e) precipitation on simulated ice sheet volume in meters of sea level rise equivalent, and freshwater flux equivalent

in Sverdrups. The black and magenta markers show the volume in metres of equivalent sea level rise (SLR) in the ICE-6G_c (VM5a; Peltier

et al., 2015), and the GLAC-1D (Tarasov et al., 2012) reconstructions.
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Figure 7.
::::::::
Magnitude

::
of

:::::::
vertically

::::::::
integrated

::
ice

:::::::
velocity

::
(m

::::
a−1)

::
at

:::::
model

:::
year

::::
1700

::::
with

::
the

::::::::
grounding

:::
line

:::
and

::::::::
coastlines

:::::
shown

::
in

:::::
black.

:::
The

::::
three

:::::
panels

:::::
follow

:::
the

::::
scale

:::::
shown

::
in

:::::
panel

:
a.
:::

(a)
::
The

:::::::
velocity

:::
over

:::
the

:::::
whole

::::::
domain

::
in

:::
the

:::::::
’standard’

:::::::::
simulation.

:::
(b)

:
A
:::::::::

zoomed-in

:::
view

::
of
:::
the

:::
ice

:::::
saddle

::
in

::::::::
’standard’,

:::
and

::
(c)

:
in

:::::::
’AMR_2’

::::::::::
simulations.

:::
Fig.

::
7

:::::
shows

:::
the

::::::
impact

::
of

:::::::::
increasing

::
the

:::::
level

::
of

:::::::::
refinement

::
of

:::
the

:::::::
adaptive

:::::
mesh

:::::
during

:::
the

::::::::
simulated

::::::
saddle

:::::::
collapse

::
at

:::
8.3

::
ka.

::::
The

::::::
highest

::::
level

:::
of

::::::::
refinement

::::
(2.5

:::
km

::::
grid

::::::::
resolution

::
in

:::::::::
’AMR_2’)

::
is

:::::::::::
automatically

:::::::
applied

::
for

:::
the

:::::
most

:::::::
dynamic

:::::::
regions,

:::::
which

::
in

:::::
figure

:::
7c

:
is
::::::::
apparent

::::
over

:::
the

:::::
centre

::
of

:::
the

:::
ice

::::::
saddle

:::
and

:::
the

:::
ice

:::::::
shelves.

:::
The

::::::
overall

:::
ice

::::
flow

::
in

:
the ice flow on both

sides of the ice saddle is faster
:::::::::
accelerated in the ’AMR_2

::::::
AMR_2’ simulation compared to the ’standard’, and

:::::::::
’standard’,

::::
with

::
the

:::::::::::::
fastest-flowing

::::::
regions

:::::::
(shown

::
in

:::
red

::
in

:::
fig.

::
7)

::::
also

:::::
being

:::::
more

::::::::
extensive.

::::
The

:::::
faster

::::
flow

::::::
results

::
in

:::::::::
accelerated

:::
ice

::::::
export5

::::::
towards

:::
the

:::::::
calving

:::::
fronts

:::
and

::
at
::::

8.3
::
ka

:
the grounding line on the northeastern side

:::
both

:::::
sides

::
of

:::
the

:::
ice

::::::
saddle has retreated

approximately 41
::
40

:
km further towards the centre of the ice saddle. After model year 1890 the rate of change returns to similar

values
:
in

:::::::::
’AMR_2’

::::::::
compared

::
to

:::::::::
’standard’,

::::::::
extending

:::
the

:::
ice

::::::
shelves

:::
on

::::
both

:::::
sides.

:::::
There

::
is

:::
no

::::
clear

:::::::::
difference

:::
in

:::
the

:::::::::
magnitude

:::
of

:::::::::
volumetric

:::::::
change between the simulations, suggesting that the high

resolution is more important for the more dynamical periods of the LIS deglaciation (such as the saddle collapse
::
and

::::
the10

::::::::
difference

::
in

::::::
timing

::
of

:::
the

::::
peak

:::::::::
meltwater

:::
flux

::::::::
between

:::
the

:::::::::
’AMR_0’,

::::::::
’standard’

:::
and

:::::::::
’AMR_2’

::::::::::
simulations

:
is
:::::

small
::::
(fig.

:::
6a).

This is in contrast to periods of deglaciation mainly driven by surface ablation.

Increasing the model resolution results in a faster retreat of the
::::::
suggests

::::
that

:::::
even

:::
the

::::::
lowest

:::::::::
resolution

::::
with

:::
no

:::::
mesh

:::::::::
refinement

::::
(Ω0)

::
is

::::::::
sufficient

:::
for

:::::::
making

::
a
:::::::::
first-order

:::::::::
evaluation

::
of

:::
the

:::::::::
associated

:::::::::
meltwater

::::::
pulse,

:::
due

:::
to

:::::::
majority

:::
of

:::
the

::::::::::
deglaciation

::::
over

:::
the

::::
10–8

:::
ka

:::::
period

:::::
being

::::::
driven

:::
by

:
a
::::::
surface

:::::
mass

:::::::
balance

:::::::
feedback

::
in
:::
the

:::::::::::
simulations.

::::::
Further

::::::::::
refinement,15

::::
such

::
as

:::::::::
simulating

:
a
:::::::
realistic

::::::::
meltwater

::::
flux

::::
with

::
up

::
to

::::::
decadal

::::::::
temporal

::::::::
resolution

::::
does

::::
rely

::
on

:::::::::
producing

:
a
:::::::
realistic

:::::::::
simulation

::
of

::
the

:::::::::
movement

::
of

:::
the

:
grounding line and has an impact on the timing of the peak FWF, with the differences in timing diverging

with higher levels of refinement
::::::
surface

::::::::
elevation

:::
that

::::
both

::::::
depend

::
on

::::::::
accurate

:::::::::::
representation

::
of

:::
ice

::::::::
dynamics. The resolution of
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the mesh is thus an important parameter to investigate in terms of understanding the saddle collapse. Increasing
:
,
::
as

:::::::::
increasing

the level of refinement could further alter the deglaciation pattern of the ice saddle and ice streams.

4.4 Impact of varying the basal traction coefficient

The basal traction coefficient C in the ’standard
::::::
standard’ simulation is defined as shown in fig. ??

:
1b, and C-values are set to

50 Pa m−1 a for the sediment-covered regions, and to 80 Pa m-1
::

−1
:
a for the regions with submerged bedrock at the mouth5

of Hudson Strait. The C-values for the bedrock regions are defined as 400 Pa m-1
::

−1
:

a at sea level (z=0 m), and increase

with the elevation of the bed at a rate of 150 per 500 Pa m−1 a
:::
per

::::
500

::
m. In the ’btrc_4x

::::::
btrc_4x’ simulation the C-values

and rate of change with elevation of the bed are quadrupled from the ’standard
:::::::
standard’ values (and multiplied by 6 in the

’btrc_6x
::::::
btrc_6x’ simulation). The resulting C-ranges in the three simulations are 0–939 Pa m−1 a, 0–3756 Pa m−1 a and

0–5634 Pa m−1 a for ’standard
:::::::
standard’, ’btrc_4x

::::::
btrc_4x’ and ’btrc_6x

::::::
btrc_6x’ respectively. The effect of halving the basal10

traction coefficient values from ’standard
:::::::
standard’ was also tested. This effectively makes the ice sheet base very slippery and

causes the model to crash after 15 years due to extreme ice velocity acceleration that becomes unsolvable.

Increasing the basal traction between the simulations results in a near-uniform deceleration of the ice flow shortly after

initialisation, which in turn slows down the export of ice from the domes and the transport of ice towards the ice margins.

This, in combination with the high accumulation rates in the simulations, initially results in glaciation instead of deglaciation15

for the ’btrc_4x
::::::
btrc_4x’ and ’btrc_6x

::::::
btrc_6x’ simulations (red and black lines in fig. ??

:
6b). The peak freshwater flux in

’btrc_4x
::::::
btrc_4x’ also occurs 50 years later (and 250 years later in ’btrc_6x

::::::
btrc_6x’) with smaller magnitudes and longer

durations for the elevated meltwater flux compared to the ’standard
::::::
standard’ simulation. Panels a–c in fig. ??

:
8
:
show the ice

thickness at model year 1750
::::
8.25

::
ka

:
in each of the simulations, demonstrating that increasing the basal traction coefficient

value results in thicker and more extensive ice domes.20

The resulting ice velocities are, however, high in ’standard
:::::::
standard’ compared to modern velocities for the Antarctic ice

sheet
::
Ice

:::::
Sheet (e.g. Rignot et al., 2011, 2008; Rignot and Kanagaratnam, 2006) and in Greenland (Rignot and Kanagaratnam,

2006). This is likely a result of the basal traction coefficient values in ’standard
:::::::
standard’ being smaller than those solved using

inverse methods for use with BISICLES for the modern West Antarctic Ice Sheet (Cornford et al., 2015). These earlier studies

and the fact that the ice velocities in ’standard
:::::::
standard’ are approaching the threshold of unrealistic ice velocities, suggest that25

the basal traction coefficient values used in these simulations could have been set to be too low to compensate for the high

rates of ice accumulation. Another reason for the high velocities could be high stress and strain rates that result from the initial

shape and surface slope gradients of the ice sheet being at least initially too steep, having been initialised from the GIA-based

ICE-6G_c reconstruction.

At modelyear 1000
::
In

:::
the

::::::
model, there is still fast-flowing ice present at all three domes

::
at

:
9
:::
ka, with integrated velocities in30

the range of 102 m /a
:::
a−1. This magnitude is more characteristic for contemporary outlet glaciers in the Greenland Ice Sheet

(Rignot and Kanagaratnam, 2006), but the LIS was experiencing rapid deglaciation at the time, and it is feasible that the ice

flow rates towards the periphery were high. The presence of meltwater during the melting season has been shown to accelerate

ice flow in the Greenland ice sheet
::
Ice

:::::
Sheet

:
(the “Zwally effect”; Zwally et al., 2002), and meltwater was likely extremely
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Figure 8. Modelled ice thickness and rate of change of thickness (m /a
::

−1) at model year 1750
:::
8.25

:::
ka in (a) the ’standard’ simulation, (b)

the btrc_4x
::::::
’btrc_4x simulation in which the standard basal traction coefficient field is quadruple, and (c) btrc_6x

:::::::
’btrc_6x’

:
in which the

standard basal traction coefficient field is multiplied by 6.

abundant during the surface-melt driven retreat of the LIS (Carlson et al., 2009). For comparison, the background FWF used

in Matero et al. (2017) to represent the melting of the LIS outside the saddle collapse period was ~16 times the freshwater flux

of 0.003 Sv from the contemporary Greenland ice sheet
::
Ice

:::::
Sheet

:
(Shepherd and Wingham, 2007), and this does not include

the meltwater pulse from the Hudson Bay ice saddle collapse.

4.5 Impact of varying the PDD factors5

The PDD factors in the ’standard
:::::::
standard’ simulation are set to αs = 0.0045 mm d

::
(d

::
K)−1 ◦C−1 for snow and to αi = 0.012

mm d
:
(d

:::
K)−1 ◦C−1 for ice. Simulation ’low_PDD

::::::::
low_PDD’ has lower PDD factors of αs = 0.003 mm d

:
(d

:::
K)−1 ◦C−1 and αi

= 0.008 mm d
::
(d

:::
K)−1◦C−1, and for simulation ’high_PDD

:::::::::
high_PDD’ these were set to αs = 0.006 mm d

::
(d

::
K)−1 ◦C−1 and

αi = 0.016 mm d
:
(d

:::
K)−1◦C−1.

Since the other climatic parameters are the same between the simulations, the initial impact of changing the PDD factors was10

expected to be fairly straightforward, with higher values resulting in more pronounced melting, which fig. ??
:
6c demonstrates.

The surface melt rates in simulations with higher PDD factors include two important positive feedbacks for individual locations.

Firstly, faster melting of the snow cover due to an increase in αs has the compounded effect of accelerating the total surface

melt once the snow cover melts completely due to αi having a larger value than αs. Secondly, surface melt leads to lowering

of the surface, which further accelerates the melting through local increase in the surface air temperature in accordance with15

the SAT lapse rate Γ.

The higher PDD factors in ’high_PDD
::::::::
high_PDD’ compared to the ’standard

:::::::
standard’ result in the peak freshwater flux and

the saddle collapse occurring 225 years earlier (fig. ??
:
6c), with a lower magnitude (0.07 Sv and 0.11 Sv respectively, fig. ??

:
6c).
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The separation of the Keewatin and Labrador ice domes in ’low_PDD
::::::::
low_PDD’ is delayed by over 275 years compared to the

’standard
::::::
standard’ simulation, and fig. ??

:
9a shows the ice sheet at the end of the simulation.

Figure 9.
:::::::
Laurentide

:
Ice sheet

::::
Sheet

:
at the

:::::::::
approximate

:
time of the peak freshwater flux in the (a) ’low_PDD’ simulation, (b) ’standard’

simulation, (c) ’high_PDD’ simulation. The separation of the Keewatin and Labrador domes in the ’standard’ and ’high_PDD’ simulations

is at a more advanced stage at the time of peak freshwater flux compared to the ’low_PDD’ simulation. The freshwater flux in ’low_PDD’

would likely have increased as the separation of the ice domes would have continued if the simulation was run for longer than 2000 model

years.

The different PDD factors between the simulations cause distinctly different patterns for the evolution of the ice volume

above flotation in the simulations (fig. ??
:
6c). Over the first 1000 model years

::::
years

::
of

::::::::::
simulation, the volume

:
of

::::
the

:::
ice

::::
sheet

::::::::::
(calculated

:
in meters of sea level rise equivalent

:
)
:
increases by ~8% in ’low_PDD

::::::::
low_PDD’, decreases by ~8% in5

’standard
::::::
standard’ or decreases by 30% in the ’high_PDD

:::::::::
high_PDD’ simulation, making the model setup highly sensitive

to the value chosen for this parameter. ’high_PDD
:::::::::
high_PDD’ is the first of the simulations presented here that is approaching

a rate of volumetric change that is comparable to that of ICE-6G_c, in which the LIS volume decreases by an average of ~0.33

metres of SLR equivalent every 100 years for the period between 10 ka and 8 ka (0.28 m of SLR equivalent per 100 years

in ’high_PDD
:::::::::
high_PDD’). In GLAC-1D, the average volumetric loss over the 2000 year period is approximately 0.50 metres10

of SLR equivalent per 100 years, which is 80% larger than the ice loss rate in ’high_PDD
::::::::
high_PDD’. It is worth noting that

the two are not directly comparable due to the different initial ice sheet geometries and ice volumes. The initial ice volume

in ’high_PDD
:::::::::
high_PDD’ is approximately two thirds of the volume in GLAC-1D at 10 ka, with the GLAC-1D ice sheet be-

ing thicker over a comparable extent (figures ??f & ??
::
5f

::
&

::
5k). Both reconstructions indicate a more rapid fractional loss

over the period than the BISICLES simulations presented here (fig. ??
:
6c), and in all three of our simulations, the Labrador15

dome is a stable feature and a constant store of freshwater by model year 2000
:
8
:::
ka (~3.71 m, 4.50 m and 4.58 m of SLR for

’high_PDD
:::::::::
high_PDD’, ’standard

:::::::
standard’ and ’low_PDD

::::::::
low_PDD’ respectively).
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4.6 Impact of varying the sub-shelf melting rate

Three values for sub-ice shelf melting rate (Mss) were tested in order to evaluate the sensitivity of the early-Holocene LIS

deglaciation to this parameter: 5 m /a(
:::
a−1

::::::::::::
(’low_ss_melt’low_ss_melt’), 15 m /a

:::
a−1

::::::::
’standard’ standard’ and 45 m /a

:::
a−1

:::::::::::
’high_ss_melt’high_ss_melt’. Representing the sub-shelf melt with a single value over a 2000 -year period

::::
10–8

::
ka

:
is a sim-

plification, as it is a process varying both in time and space even for individual ice shelves. An example of the possible spatial5

variability is a study by Rignot and Steffen (2008), who found the sub-shelf melt rate under Petermann Glacier in Northern

Greenland to be highly channelised along the flowline, reaching between 0–25 m /a
:::
a−1

:
over the 2002–2005 period. Seasonal

variability, and whether the ice front at the marine terminus is an extensive ice shelf or a vertical calving front also has an

impact on submarine melt rates. Indeed, individual tidewater glaciers have been estimated to undergo periods of extremely

high summer melt at 3.9 ± 0.8 m /day
:::::
day−1

:
in Western Greenland (Rignot et al., 2010) and up to 12 m /day

:::::
day−1

:
at the10

Leconte Glacier in Alaska (Motyka et al., 2003). A source of uncertainty in these simulations is treating the lacustrine front on

the southwestern side of the LIS (i.e. Lake Agassiz) with the same values for basal ice sheet melt as the marine margins. The

Lake Agassiz sub-shelf melt is currently difficult to constrain due to both the volume and extent of the lake being uncertain

over time (Leverington et al., 2002; Clarke et al., 2004) and no studies have been published on the potential heat budget of the

lake and its interactions with the LIS.15

The time series of change in volume between
:::::::
evolution

:::
of

::
ice

:::::::
volume

::
in the two simulations with larger sub-shelf melt values

(’standard
:::::::
standard’ and ’high_ss_melt’) are similar until model year 1650

::::::::::::
high_ss_melt’)

:
is
:::::::
similar

::::
until

::::
8.35

::
ka, when larger

regions of the ice saddle connecting the Labrador and Keewatin domes thin sufficiently to become afloat (fig. ??
:
6d). Following

this, the deglaciation of the central Hudson Bay in ’high_ss_melt’ becomes accelerated
:::::::::::
high_ss_melt’

:::::::::
accelerates in comparison

to ’standard
:::::::
standard’, resulting in a peak meltwater flux of 0.124 Sv that occurs 24 years earlier than the peak flux of 0.107 Sv20

in ’standard
:::::::
standard’. The difference in timing of the peak meltwater discharge between the ’low_ss_melt

:::::::::::
low_ss_melt’ and

’standard
::::::
standard’ simulations is larger (101 years), but the values of peak discharge between the two simulations are very

similar. In addition to being delayed, the saddle collapse meltwater pulse in ’low_ss_melt
::::::::::
low_ss_melt’ has a longer duration.

For the majority of the 2000 -year simulation the rate of volumetric change of the LIS is not sensitive to varying the

sub-shelf melt, but the parameter becomes
:::::
more important during the more dynamical

:::::::
dynamic

:
part of the deglaciation25

once parts of the ice sheet over Hudson Bay thin sufficiently to begin to become afloat
::::
float. The rate of meltwater flux in

’low_ss_melt
::::::::::
low_ss_melt’ starts to deviate from that of the two simulations with higher sub-shelf melt rates after model year

~1280
:::::
~8.72

::
ka, which is likely due to the ice shelves in ’low_ss_melt

::::::::::
low_ss_melt’ exerting a stronger buttressing effect on

the ice flow and export across the grounding lines at the marine margins. An interesting piece of future work could be to study

the importance of sub-shelf melt rates together with increasing the model resolution to sub-kilometre grid cell size, and to30

examine the changes in the Hudson Strait ice stream and movement of the grounding line there.
:::::::
Another

:::::::
potential

:::::::::::
development

::::
could

:::
be

::
to

:::::
allow

:::
for

::::::::
temporal

::::::::
evolution

::
of

:::
the

::::::::
sub-shelf

::::
melt.

:::
At

:::
the

::::
time

::
of

:::
the

::::
LIS

::::::
demise,

:::
the

::::::
orbital

:::::::::::
configuration

:::
of

:::
the

::::
Earth

::::
was

::::::::::
approaching

:::
the

::::::::
Holocene

::::::::
Climatic

::::::::
Optimum

:::::::::
conditions

:::
post

:::
10

::
ka

:::::::::::::::::::
(Kaufman et al., 2004).

::::
The

:::::::::
associated

:::::::
increase

::
in

:::::::
radiative

:::::::
forcing,

::::::::
together

::::
with

:::::::
changes

::
in
::::::::

Atlantic
:::::::::
Meridional

:::::::::::
Overturning

::::::::::
Circulation

:::
and

:::::::::
associated

::::::::::
meridional

::::
heat

25



:::::::
transport

:::::::::::::::::
(Ayache et al., 2018)

:
,
:::::
could

::::
have

::::
had

::
an

::::::
impact

:::
on

:::
the

::::
heat

:::::::::
absorption

::
to

:::
the

::::
lake

:::
and

:::
sea

:::::
water

::::::::
adjacent

::
to

:::
the

:::
ice

::::
sheet

::::
over

:::
the

::::::::
modelled

::::::
period.

:::::
Their

::::::
impact

::::::
would,

::::::::
however,

:::::
likely

::
be

::::::
minor

:::
due

::
to

:::
the

::::
low

::::::::
sensitivity

::::::
shown

::
in

::::::::
response

::
to

::
the

:::::
large

:::::
range

::
of

::::::::
sub-shelf

::::
melt

:::::::::
parameters

:::::
tested

::
in
::::
this

:::::
study.

4.7 Impact of varying the precipitation rates

The input climatologies to the ice sheet model contain significant uncertainty as there are no observations for precipitation5

and temperature over the ice sheet. For practicality, precipitation values for the ’standard
::::::
standard’ run were taken directly

from the HadCM3 deglaciation snapshots
::::::
(section

::::
2.1), but this is the output from only one climate model. Indeed, the current

generation of GCMs (Taylor et al., 2012)
:::::::::::::::::::
(e.g. Taylor et al., 2012) shows large regional variability in the climatic response to

mid-Holocene settings (Harrison et al., 2015), and the GCMs participating in the second phase of the Palaeoclimate Modelling

Intercomparison Project (PMIP2 Braconnot et al., 2007) indicated a wet bias for eastern North America (Braconnot et al.,10

2012). At the time of setting up this study, other climate model output was available and at similar spatial resolution, (e.g.

Liu et al. (2009)), but the HadCM3 results are currently the only climate fields produced using the latest boundary condi-

tions for the period, including the ICE-6G_c reconstruction that we initialised our ice sheet from. In fact, HadCM3 has been

shown to perform well at simulating the period (see discussion within Morris et al., 2018, Supporting Information), yet even

with the latest protocol, there is uncertainty in the model boundary conditions used to run the climate simulations (e.g. see15

Ivanovic et al., 2016). Ice sheet topography in the GCM simulations (ICE-6G_c) is likely to be a particular source of error,

with precipitation being negatively correlated with elevation (Bonacina et al., 1945). For context, the LIS in ICE-6G_c and

GLAC-1D reconstructions have distinctly different topographies at 10 ka (fig. ??
:
5), with the three domes and the ice saddle

being considerably lower in ICE-6G_c. However, the choice of using ICE-6G_c in the climate simulations is most consistent

with our approach of initialising the ice sheet simulations from ICE-6G_c). A possible source of temporal uncertainty in the20

precipitation is that, and again for practical purposes, our forcing assumes smooth interpolation between the climate means

spaced at 500-year intervals, which is unlikely to accurately represent the detailed evolution of North American climate even if

it does capture the large-scale glacial-interglacial trends. Nevertheless, it is interesting to see how the ice sheet model responds

to the gradual nature of the forcing and more detailed temporal precipitation fields from climate models using the latest and

most physically robust boundary conditions are not yet available.25

Any biases in the input precipitation can affect the surface mass balance, for example through anomalous accumulation of

snow that transforms to ice, and the smaller PDD factor of snow compared to that of ice resulting in excessive snow cover

slowing down surface melt. Thus, it is valuable to gain a more rigorous understanding of the impact of the input precipitation

fields on our simulated ice sheet evolution. Fig. ??
::
10

:
shows the evolution of the ice sheet thickness in three simulations with

different precipitation fields P(t,x,y). For ’precip_0.75
:::::::::
precip_0.75’ the P field in ’standard

::::::
standard’ is multiplied by 0.75 (25%30

reduction), and for ’precip_half
:::::::::
precip_half’ the P field is halved while other model parameters are kept constant.

Scaling the input precipitation while keeping the temperature constant can be considered unphysical because the two fields

are cliamatologically
:::::::::::::
climatologically interdependent, with precipitation usually increasing with temperature (Trenberth and

Shea, 2005; Harrison et al., 2015). However, it is useful to separate out the role of the two fields since they are not linearly
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Figure 10.
::::::::
Laurentide

:
Ice sheet

::::
Sheet thickness evolution in the three simulations with varying precipitation fields in 500 -year intervals.

(a)–(e) ’standard’, (f)–(j) ’precip_0.75’ (P field in ’standard’ multiplied by 0.75), and (k)–(o) ’precip_half’(P field in ’standard’ halved).

related, and hence one of the objectives of this study is to assess the sensitivity of the model setup to individual parameters. Sep-

arating temperature from precipitation in this idealised way allows for better understanding of the impact that the precipitation

boundary condition has on simulated ice sheet evolution.

As described in the previous subsections, the accumulation of ice results in the growth of the Foxe and Labrador domes over

the majority of the simulations. Decreasing the input precipitation results in
:::::::
produces

:
a
:
faster deglaciation of the southwestern5

parts of the ice sheet, namely the Keewatin dome and the modern southern Hudson Bay region.

The importance of the precipitation field is highlighted by the time series describing the volumetric changes of LIS over

time (fig. ??
:
6e). The modelled separation of the Keewatin and Labrador domes and peak freshwater fluxes in simulations

with smaller P occur approximately 400 and 700 years earlier than in ’standard
::::::
standard’ for ’precip_0.75

:::::::::
precip_0.75’ and

’precip_half’
:::::::::::
precip_half’,

:
respectively. The rate of change in the total volume of the ice sheet

:::
ice

::::
loss also changes sig-10

nificantly as a result of decreasing the precipitation (dashed lines in fig. ??e), as already by model year 1000
:::
6e);

:::::::
already

::
by

::
9

:::
ka,

:
approximately 65% (42%) of the total initial volume of ice has deglaciated in ’precip_half

::::
gone

:::
in

::::::::::
’precip_half’

(’precip_0.75
:::::::::
precip_0.75’), as opposed to approximately 15% of volumetric loss in ’standard

::::::
standard’. Thus ,

:::
we

:::
can

:::::::
surmise

:::
that LIS is extremely sensitive to variations in the precipitation field and the resulting changes in surface mass balance.
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5 Discussion

The simulated early-Holocene deglaciation of the LIS in ’standard
::::::
standard’ is in agreement with the sequence of parts of the

ice sheet becoming ice-free and their timing is mainly within the reported error estimate of ~500–800 years with the
::::::::
empirical

ice extent reconstruction of the North American Ice Sheet (Dyke, 2004, fig. ??)
::::::::::::::::
(Dyke, 2004, fig. 5). The rate of overall LIS ice

loss differs from the GLAC-1D and ICE-6G_c reconstructions for the 10–9 ka period (fig. ??
:
4), but the simulated decrease in5

ice volume over the 9–8 ka period is close to the GLAC-1D reconstruction. The area covered by 8 ka, is within 20% of the

reconstructions with extents of 2.36·106 km2, 2.25·106 km2 and 2.01·106 km2 respectively for ICE-6G_c, GLAC-1D and the

’standard
::::::
standard’ simulation. The ice is thickest at 8 ka in ’standard

::::::
standard’, with the majority of the difference

:::::::::
differences

arising from the simulated Labrador Dome
:::::
dome ice volume (1.99 m, 2.63 m and 4.50 m of sea level rise equivalent respectively

in ICE-6G_c, GLAC-1D and ’standard
:::::::
standard’). The Labrador Dome

::::
dome

:
ice volume at ~8.2 ka has recently been estimated10

at 3.6 ± 0.4 m of eustatic SLR after (Ullman et al., 2016).

The 3.8 m ka−1 volumetric change over the 10–8 ka period in the ’standard
::::::
standard’ simulation is smaller than the eustatic

SLR
::
of

:::
~15

::
m

:::::
ka−1 for 11.4–8.2 ka based on sea level records (~15 m ka−1; Lambeck et al., 2014)

::::::::::::::::::
(Lambeck et al., 2014). The

majority of the SLR in the early Holocene has been attributed to the LIS, with Antarctic contribution estimated at
::
an

::::::::
estimated

:::::::
Antarctic

:::::::::::
contribution

::
of 0.25–0.3 m ka−1 (Briggs and Tarasov, 2013). The simulated ice loss over the modelled period is also15

smaller than the estimated volumetric change in GLAC-1D & ICE-6G_c reconstructions (~5 m ka−1 LIS contribution over

10–8 ka). The simulated ice volume in SLR equivalent at 8 ka ishowever
:
,
:::::::
however,

:
nearer the estimated Labrador Dome

:::::
dome

volume at ~8.2 ka (Ullman et al., 2016) than the ICE-6G_c estimate. This, together with the higher ice volume in GLAC-1D

through 10–8 ka
::
and

:::
the

:::::::::
discussed

:::
low

::::::::::::
volume:extent

::::
ratio

:::::::
(section

::::
3.2), suggests that the initial ice volume in the simulations

could be underestimated.20

A major feature that differs in the pattern of deglaciation between the ICE-6G_c and ’standard
:::::::
standard’ is the thickening of

the three ice domes and the ice saddle over 10–9 ka in the simulation, which results in a comparable ice volume by 9 ka (8.89 m

SLR equivalent) with GLAC-1D (9.24 m SLR equivalent), both significantly higher than the ICE-6G_c estimate (4.84 m SLR

equivalent). Another pattern that is not present in ’standard
::::::
standard’ is the opening of the Tyrell Sea at ~9 ka in ICE-6G_c

(figures ??c and ??
::
5c

:::
and

::
5h). Instead of the unrealistic opening of a hole in the middle of the ice sheet (which is how the25

Tyrell Sea opens in ICE-6G_c), BISICLES simulates accumulation and ice flow from the surrounding regions, resulting in

thickening of the part of the ice sheet covering the Hudson Bay. At 8 ka, i.e. after the model has integrated for 2000 years (fig.

??
:
5j), the simulated ice sheet is more similar to the GLAC-1D reconstruction (fig. ??

:
5o) than the ICE-6G_c reconstruction (fig.

??
:
5e). This similarity likely results from both the GLAC-1D reconstruction and these BISICLES simulations being based on

dynamical ice sheet modelling and driven by a climate forcing, suggesting that having a dynamical component with a climate30

forcing is important for accurately reconstructing and modelling the LIS in order for the shape of the ice sheet to be physically

consistent with ice dynamics.

::::::::
Reaching

:
a
:::::
better

::::::::::::
understanding

::
of
::::

the
:::
role

:::
of

:::
ice

::::::::
dynamics

::
in

:::
the

::::
LIS

::::::::::
deglaciation

::::
and

:::
the

:::::::
resulting

:::::::::
freshwater

::::
flux

::::
was

::
the

::::::::::
motivation

::
for

::::::
setting

:::
up

:::
the

:::
set

::
of

::::::::::
experiments

::::::::
presented

::
in

::::
this

:::::
study.

::
In

:::::::::
’standard’,

:::
the

::::::::::
distribution

::
of

:::
the

:::
ice

:::::::::
undergoes
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::::::::
significant

::::::::
dynamic

::::::
change

::::
over

:::
the

::::::
spinup

::::::
-period

:::::
(10–9

:::
ka;

::::::
figures

::
3

::
&

::
5),

:::::
while

:::
the

:::::::
volume

::
of

:::
the

:::
ice

::::
sheet

:::::
only

::::::::
decreases

::
by

::::
7%.

::::
This

::::::::::::
reorganisation

::
is

::::
most

:::::::::
prominent

::
in

:::
the

::::::::
extensive

::::
thin

::::
areas

:::
of

:::
the

:::
LIS

:::
as

::::
well

::
as

::
in

:::
the

::::::
interior

:::
of

:::
the

:::
ice

:::::
sheet,

:::::
which

::
is

:::::
being

:::::::
reshaped

::::
into

:::::
three

::::
main

::::::
domes

::::::
around

:::
the

:::::::
Hudson

::::
Bay

::::
with

:::
the

:::
ice

:::::
saddle

::
in

::::::::
between.

::::
The

::::::
surface

::::::::
elevation

::
in

:::
the

::::::
interior

::
of

:::
the

:::
ice

::::
sheet

::::
also

:::::::::
undergoes

:::::::
change,

::::::::::
transforming

:::::
from

:
a
::::::
patchy

::::::::
structure

:::
(fig.

:::
5f)

::::
into

:
a
::::::::
smoother

:::::
shape

::::
that

:
is
:::::
more

:::::::::
consistent

::::
with

:::
ice

::::
sheet

:::::::
physics

::::
(fig.

:::
5h).

::::
The

::::::::
dynamic

:::
ice

:::
loss

::::::::
balances

:::
the

:::
ice

::::::
growth

:::::::
through

::::
snow

::::::::::::
accumulation5

:::
over

:::
the

::::::
course

::
of

:::
the

::::::::::
simulation,

::
as

:::::::::::
demonstrated

:::
by

:::
the

:::::
higher

:::::
basal

:::::::
traction

:::::::::
coefficient

::
in

::::::::
’btrc_6x’

::::::::
compared

::
to

:::::::::
’standard’

:::::::
resulting

::
in

:::
the

:::
ice

:::::::
volume

:::::::
growing

::::
until

:::::
~8.7

::
ka

:::::::
(figures

::
8a

:::
&

:
c
::::
and

:::
6b).

::::
The

:::::
main

:::
ice

:::::
export

::::::
occurs

::
at
:::
the

:::::::
calving

::::::
fronts,

:
at
:::

the
:::::::::

lacustrine
::::
edge

::
of
::::

the
::
ice

::::::
saddle

::::
and

:::
the

::::::
defined

:::
ice

:::::::
streams

::
at

:::::::
Ungawa

::::
Bay

:::
and

::
at
:::
the

::::::
mouth

::
of

:::::::
Hudson

::::::
Strait.

:
It
::::

has

::::
been

::::::::
proposed

:::
that

:::
the

::::::::::
deglaciation

:::
of

:::
LIS

::::
was

::::::
mainly

:::::
driven

:::
by

:::::::
negative

::::::
surface

:::::
mass

::::::
balance

:::::::::::::::::::::
(e.g. Carlson et al., 2009)

:
,
:::
but

:
it
::
is

:::::::::
important

::
to

::::
note

::::
that

:::
the

::::::::
dynamics

::::
have

:::
an

::::::::
important

::::
role

::::
too,

::::::::
reshaping

:::
the

::::::
domes

:::
as

:::
the

::::
areas

:::::
with

:::::
lower

::::::::
elevation10

:::::
ablate

::::
more

:::::::
rapidly

:::
due

::
to
:::

the
::::::

effect
::
of

:::
the

:::::
lapse

::::
rate.

:::
The

::::::::::
importance

::
of

:::
the

:::
ice

::::::
export

:::
and

::::::
having

::
a
:::::
good

:::::::::::
representation

:::
of

::
ice

:::::::
streams

:::::::
through

::::::::::
high-enough

:::::::::
resolution

:::
and

:::
the

::::::::
inclusion

:::
of

:::::::::
membrane

::::::
stresses

:::
(as

::
in

::::::::::
BISICLES)

:::
are

:::::
likely

:::::::::
important

::
in

:::::::::
adequately

::::::::::
representing

:::
the

::::::::::
deglaciation

::::
and

:::::::
eventual

::::::
demise

::
of

::::
LIS

::::::::::::::::
(Gandy et al., 2019)

:
.

:::
The

::::::::::
application

::
of

:::
the

:::::::
adaptive

:::::
mesh

::::::
allows

:::
for

::::::::::::
unprecedented

::::::
spatial

:::::::::
resolution

::
at

::::::
regions

:::
of

::::::
interest

::
in

::::::::::::::
millennial-scale

::::::::::
simulations,

::::
such

::
as

:::
the

:::::::
moving

:::::::::
grounding

::::
line

:::
and

:::
ice

::::::::
streams.

:::::::
Already

::
an

:::::::
increase

:::::
from

::::
one

::
to

:::
two

::::::
levels

::
of

::::::::::
refinement,15

:::::::::::
corresponding

:::
to

:
a
:::::::
smallest

::::
grid

::::
size

::
of

::
5
:::
km

::::
and

:::
2.5

:::
km

:::::::::::
respectively,

::::::
results

::
in

:
a
::::
~40

:::
km

:::::::::
difference

::
in

:::
the

:::::::
location

:::
of

:::
the

::::::::
grounding

::::
line

:::
and

:::::
more

::::::::
extensive

::
ice

:::::::
shelves

::
on

::::
both

:::::
sides

::
of

:::
the

:::
ice

:::::
saddle

:::
by

:::
8.3

::
ka

::::
(fig.

::
7).

:::::::::
Increasing

:::
the

::::
level

:::
of

:::::
AMR

::
in

:::
our

:::::::::
simulations

::::::
results

::
in

::
a

::::::::
divergent

:::::::
response

::
in

:::
the

::::::
timing

::
of

:::
the

::::::
saddle

:::::::
collapse

::::
(fig.

:::
6a),

:::::::::
suggesting

::::
that

::::::
further

:::::::::
refinement

::
of

:::
the

:::::
mesh

:::::
could

:::::
result

::
in

:::
the

:::
ice

::::::
saddle

::::::::
reaching

:::::::
flotation

::::::
earlier,

::::
with

:::::::::
knock-on

:::::
effects

:::
on

:::
the

:::::::::
dynamics

::
of

:::
the

::::::::
collapse.

:::
We

:::
did

:::
not

:::::
reach

:::
the

::::::::::::::
aforementioned

:::::::::::::
kilometre-scale

::::::::
resolution

:::::::::
suggested

::
as

::::::::::
potentially

:::::::
required

:::
for

::::::::::
adequately

::::::::
resolving20

::::::
marine

::::::::
interfaces

::
of

:::::::::
continental

:::
ice

::::::
sheets

::::::::::::::::::::::::::::::::::
(Favier et al., 2014; Cornford et al., 2016)

:::
due

::
to

:::
the

::::
high

::::::::::::
computational

::::
cost

::
of

:::
the

::::::::::
simulations,

::::::::::
particularly

::::::
during

:::
the

::::
early

::::::
stages

::
of

:::
the

::::::::::
adjustment

::::::
period

::::
(first

:::::
1000

:::::
years

::
of

:::
the

::::::::::
simulation).

::::
The

::::::::
potential

::::::::
long-term

::::::
impact

::
of

::::::
higher

:::::
levels

::
of

:::::::::
refinement

:::::
could

::
be

::
an

:::::::::
interesting

::::
and

::::::::
important

:::
part

:::
of

:::::
future

:::::::::::
development

::
of

:::
this

:::::
setup.

:

The opening of the Hudson Bay by an ice saddle collapse is a feature of particular interest due to its potential role as a

major forcing for the 8.2 ka event (Matero et al., 2017), and understanding the dynamical changes and resulting freshwater25

flux motivated setting up this experiment. The modelled opening in
:
of

:::::::
Hudson

::::
Bay

::
in

::::::::
’standard’ standard’ occurs at model

year 1736, which corresponds to 8.26 ka,
:::::
which

::
is

:
close to the timing in GLAC-1D (8.2–8.1 ka) and coeval with ICE-6G_c

(between 8.5–8.0 ka; fig. ??
:
5d). These dates are based on the opening of a completely ice-free corridor between the two domes.

Exchange of water masses between the Tyrell Sea and Lake Agassiz likely commenced earlier, as soon as the ice saddle thinned

sufficiently to reach flotation (~500 m, assuming the modelled Hudson Bay basal topography and that water level was at sea30

level on both sides of the ice saddle).

:::
Out

::
of

:::
the

:::::::
studied

::::::::::
parameters,

:::
the

::::
most

:::::::::
significant

::::::::::
differences

::
in

:::::
terms

::
of
::::

rate
::
of

::::::::::
volumetric

::::
loss

::::
arose

:::::
from

:::::::
varying

:::
the

::::
basal

:::::::
traction

::::::::::
coefficients,

:::::
PDD

::::::
factors

:::
and

::::
the

::::::
amount

:::
of

:::::::::::
precipitation.

:
The model setup is most sensitive to perturbations

related to the surface mass balance (Table 2), which highlights the importance of carefully defining the atmospheric boundary

conditions. Higher basal traction coefficients generally result in slower deglaciation (section ??
::
4.4) due to less transport of35
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Table 2. Peak FWF duration, amplitude and timing (model years since the start of the simulation
:

ka) in each simulation. The peak is defined as

ongoing when the amplitude is greater than the background flux of 0.05 Sv (as defined in section ??
::
4.2). The ’n/a’ for simulations ’btrc_6x’

& ’low_PDD’ indicates
::

that
:
the peak and

::
of the saddle collapse

::::
does not occurring

::::
occur

:
prior to the end of analysed period of 2000 model

years
:
8

::
ka.

Parameter Duration
::
(a) Amplitude

:::
(Sv) Timing

:::
(ka) Reference

’standard’ 690 0.11 1724
::::

8.276 5.1
::
4.1

:

’AMR_0’ 726 0.11 1729
::::

8.271 5.2
::
4.2

:

’AMR_2’ 690 0.11 1704
::::

8.296 5.2
::
4.2

:

’btrc_4x’ 334 0.07 1798
::::

8.202 5.3
::
4.3

:

’btrc_6x’ n/a n/a n/a 5.3
::
4.3

:

’low_PDD’ n/a n/a n/a 5.4
::
4.4

:

’high_PDD’ 301 0.07 1480
::::

8.520 5.4
::
4.4

:

’low_ss_melt’ >705 0.11 1824
::::

8.176 5.5
::
4.5

:

’high_ss_melt’ 693 0.13 1697
::::

8.303 5.5
::
4.5

:

’precip_075’ 408 0.08 1418
::::

8.582 5.6
::
4.6

:

’precip_half’ 1198 0.09 778
::::
9.222

:
5.6

::
4.6

:

ice towards lower altitudes where melting is more pronounced because of the temperature-elevation feedback, as well as less

dynamical
:::::::
dynamic

:
ice loss at the marine and lacustrine margins. Higher PDD factors (section ??

::
4.5) or alternatively less

accumulation through lower precipitation (section ??
:::
4.7) result in a more negative surface mass balance. Out of the studied

parameters, the most significant differences in terms of rate of volumetric loss thus arose from the PDD factors and varying the

amount of precipitation.5

Note,
:
that the importance of each parameter cannot be directly compared in a quantifiable way, as the ranges used for the

sensitivity analysis represent something different for each parameter, and were choices based on previous studies. For example,

changing the precipitation affects the whole domain, whereas varying the sub-shelf melt rate only affects the floating part of

the ice sheet. The sensitivity to different parameters is therefore unlikely to vary in a similar way as a response to halving or

doubling a specific model parameter, but their relative importance and interactions between the parameters can be examined.10

As a result of the SMB having such an important role in the simulations (see sections ?? and ??
:::
4.5

:::
and

:::
4.7), under- or

overestimating the precipitation or values for PDD-factors can have a big impact on the modelled behaviour of the ice sheet.

Accurately representing the climate in general circulation models for time periods different from the present is challenging,

and different GCMs project regionally heterogeneous patterns of precipitation and temperature for both the future (Knutti

et al., 2010) and different time periods during the last deglaciation (e.g. Braconnot et al., 2012). For the mid-Holocene, the15
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ensemble averages of GCMs participating in the second phase of the Palaeoclimate Modelling Intercomparison Project (PMIP2;

Braconnot et al., 2012) indicated a wet bias for eastern North America compared to reconstructions (fig. 1 in Braconnot

et al., 2012).
::::::
climate

:::::::::::::
reconstructions

:::::::::::::::::::::::::::
(fig. 1 in Braconnot et al., 2012).

:
While the fact that the models indicate wetter than

reconstructed conditions east of Hudson Bay for the mid-Holocene does not imply that the same is true for the early Holocene,

they do suggest that the model representation of precipitation from a single GCM includes significant uncertainty in the region.5

If the modelled precipitation rates are too high, this could have a knock-on effect resulting in other model parameters such as

basal traction and the PDD factors having been tuned to compensate for an unrealistically high accumulation rate.

The large proglacial Lake Agassiz and its interactions with the ice sheet and the climate are
:
is another source of uncertainty

for modelling the LIS deglaciation. The area and surface temperatures of the lake are poorly constrained, and refining its

representation in the climate forcing would affect the availability of moisture for precipitation. Additionally, the lake level is10

set to sea level in our model setup, whereas the lake could have been up to 770 m above sea level prior to its final drawdown

(Teller et al., 2002). The elevated water body could
:
,
::::::::
therefore,

:
have accelerated the ice melt at the southwest margin of the

ice sheet due to increased flotation subjecting a larger area of the ice sheet to sub-shelf melting. The
::::::::
However,

:::
the

:
model

does not, however, distinguish between freshwater and marine margins, and freshwater calving is typically about an order of

magnitude lower than for marine margins in comparable settings (Benn et al., 2007b, and references therein). Finally, Lake15

Agassiz potentially acted as a source of heat at the ice-water interface, as the bed of Lake Agassiz was sloped towards the ice

sheet and the density maximum of freshwater is above the freezing point (as opposed to seawater). Significant absorption of

shortwave radiation to the lake could thus have resulted in transport of heat towards the base of the ice sheet through a flow of

the warmest and densest water masses, and could have acted as an additional driver of retreat of the lacustrine ice front.

6 Conclusions20

This is the first application of the BISICLES ice sheet model (Cornford et al., 2013) in the new palaeo setting of North American

Ice Sheet deglaciation, and is an effort combining
:
to

::::::::
combine

:
data from multiple sources. The ,

::::::::::
recognising

::::
that

:::
the

:
input

datasets have their inherent uncertainties, as does the geological evidence used for evaluating the performance of the model

setup. As
::::::::::
Nonetheless,

:::
as a result of the

:::
this sensitivity study, a model setup with ranges for key model parameters for early-

Holocene LIS deglaciation experiments is established. The importance of accurately representing the LIS ice dynamics during25

the 10–8 ka period is highlighted by the ice flow in the simulations being highly sensitive to tuning the basal traction coefficient,

and the alternate representations of this parameter in the simulations result in the timing of the opening of the Hudson Bay

differing by 50–250 years. Accurately representing the model parameters influencing
:::
that

::::::::
influence the surface mass balance of

the ice sheet (PDD factors and ice topography) and input climatologies (surface air temperature and precipitation) is challenging

due to lack of constraining data , but
:::
over

:::
the

::::::
palaeo

:::
ice

:::::
sheet,

:::
but

::::
they

:::
are crucial for the model setup due to the deglaciation30

being largely driven by negative surface mass balance (e.g. Carlson et al., 2009).

The agreement of the pattern of deglaciation between simulations and the reconstructed extent (Dyke, 2004) suggests that the

model setup can be a useful tool for evaluating the evolution of the early-Holocene Laurentide Ice Sheet with unprecedented
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model resolution and representation of the ice dynamics. Recent ice sheet reconstructions (Tarasov et al., 2012; Peltier et al.,

2015) provide possible deglacial histories for the demise of the Laurentide Ice Sheet, but not in sufficient detail to evaluate the

meltwater flux resulting from a particular feature
::::::::
particular

:::::::
features

:
of interest,

::::
such

::
as the ice saddle collapse over Hudson

Bay (Gregoire et al., 2012). The meltwater pulse from this saddle collapse has been hypothesised as having been the primary

forcing of the 8.2 ka cooling event (Matero et al., 2017), and these initial simulations reproduce the collapse with a realistic5

timing between 8.5–8.0 ka (Dyke, 2004; Ullman et al., 2016).
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