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We thank our reviewers for their positive and constructive comments on our manuscript. Both 
reviewers raised the following main comments: 

 Initialisation and spin-up requires more discussion. We have updated Figure 3 and will 
add a new subsection describing the changes in the simulated ice sheet during the 
“spinup period” (first 1000 years of experiments). This will describe the features and 
changes that we consider artefacts from the initialisation and will show that our 
method provides adequate adjustment to initial conditions. 

 The role of resolution and ice dynamics needs further discussion. This will be added in 
sections currently labelled 5.2 and 6.  

 Several figures require improvements. We have started making these changes and 
have included some of our revised figures below.  

 
In addition, Executive Editor Astrid Kerkweg requested that we provide an archive of the 
model code (SC1). We have submitted the specific versions of the model code for archiving in 
the Research Data Leeds repository. We were informed that there are delays due to ongoing 
industrial action in the UK, and the repository entry is not yet finalised (i.e. “minted”). 
However, the entry has been allocated a DOI: https://doi.org/10.5518/778, which will be 
activated immediately once the registration process is complete (any day now!).  
 
Below we provide a point by point response to comments from each reviewer in turn. The 
comments have been numbered and labelled with (RC1) and (RC2) corresponding to the 
respective documents uploaded in the online discussion. Our responses are labelled with (AR) 
and in bold.  
 

Comments from Reviewer 1, Michele Petrini 
 
General comments:  
(RC1.1) In this manuscript, the authors use an advanced marine ice sheet model (BISICLES) to 
simulate the demise of the Laurentide Ice Sheet during the early Holocene (10-7 ka). In 
particular, the main goal is to simulate a surface mass balance instability event over the ice 
sheet (known as ‘saddle collapse’, .ca 8.2 ka) using an ice sheet model with unprecedented 
horizontal resolution/representation of ice dynamics and ice-ocean interaction at the ice 
sheet marine margins. The simulations’ initial conditions are based on the ICE-6G_c 
reconstruction (ice thickness, topography, bathymetry) and on a previous ice sheet 
modelling study as concerns the ice temperature. The transient climate forcing is derived 
interpolating between 500-year intervals climate snapshots simulated with the HadCM3 
GCM. The ice sheet sensitivity to different parameters concerning ice dynamics, sub-shelf 
melting and climate forcing is tested in individual simulations. A simulated deglaciation 
scenario in agreement with GIA-modelling (ICE_6G_c and GLAC-1d) and empirical 
reconstructions (Dyke et al. 2004) is presented. The associated meltwater flux magnitude 
and timing are analysed and compared with estimates based on geological records. Finally, 
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the authors highlight that the ice sheet demise and the associated freshwater fluxes are 
highly sensitive to the basal traction coefficient and the surface mass balance, with changes 
in sub-shelf melting and model resolution having a limited effect on timing and duration of 
the freshwater flux pulse. The simulations analysed in this manuscript present very advanced 
modelling features in terms of horizontal resolution (Adaptive Mesh Refinement) and 
representation of ice dynamics (higher-order approximation of Stokes flow, crevasse calving 
model). Moreover, this ice sheet model has never been applied before to continental-scale 
size ice sheets over paleo timescales. For this reason, I think that this manuscript has the 
potential to provide an essential contribution to the field of paleo-ice sheet modelling.  
(AR1.1) We thank the reviewer for these positive comments. 
 
(RC1.2) However, at this point there are some key aspects of this manuscript that need to be 
reviewed before it can be considered eligible for publication. I think there is need of a 
deeper analysis to assess the influence of the method used to initialise the simulations on 
the ice sheet deglaciation and dynamics. Moreover, this manuscript will largely benefit from 
a more detailed description and analysis of the simulated ice dynamics (evolution of fast-
flow areas, calving, grounding-line migration) and the impact of the Adaptive Mesh 
Refinement on these processes. These aspects represent the main source of innovation of 
this study and justify the use of a relatively expensive (in terms of computational time) ice 
sheet model. However, in both results and discussion sections very little/no space is 
dedicated to this. Therefore, I think this manuscript should be reconsidered after major 
revisions. 
(AR1.2) We have taken on board these constructive comments and describe below in our 
response to the specific comments how we plan to revise our manuscript to provide more 
discussion of initialisation/spinup, and ice dynamics and resolution, including additional 
figures.  
 
Specific comments:  
 
(RC1.3) - All the simulations are initialised starting from (a) ICE-6G_c ice thickness from 10 ka 
time slice (b) Gregoire et al., 2012 ice temperature from 9 ka time slice, plus 0 ◦C throughout 
the ice column outside the ice extent in Gregoire et al., 2012. It is not clear whether the ice 
velocity is initialised from 0, or a similar approach as for the temperature is used.  
(AR1.3) We will edit the manuscript text (current Section 4, describing the model setup) to 
clarify that ice velocities have been initialized to 0 m a-1 everywhere.  
 
 
(RC1.4) From the text, it seems that all the simulations are started at 10 ka without previous 
initialisation of the model thermodynamics. It is remarked in the text that the 2500 
simulated years-long ‘control’ simulation proves that the ice sheet is not in equilibrium with 
the 10 ka climatic forcing. The choice of not running an initialisation simulation seems to be 
justified in the text with the sentence “By the early Holocene, the LIS has significantly 
retreated from its Last Glacial Maximum position and is far from being at equilibrium with 
the climate”. I think that this choice and its implications on the evolution and dynamics of 
the Laurentide Ice Sheet between 10 and 7 ka deserves a deeper analysis – perhaps to be 
included in Supplementary Materials. Spin-up simulations are generally 100,000 years-long 
runs that are used to bring the ice thermodynamics in equilibrium with the climate. 
Transient simulations of the last deglaciation are generally done starting either from 



equilibrium-type spin-ups at 21 ka or transient spin-ups starting from the last interglacial 
(120 ka) and ending at 21 ka (like, for instance, is done in Gregoire et al., 2012). I understand 
that a similar approach is unfeasible with BISICLES, due to its large computational costs, and 
this manuscript focus on a shorter time interval (10-7 ka) during which the ice sheet is not in 
equilibrium with the climate. However, you should still ensure the reader that the method 
you are using is not producing model artefacts in your simulations due to (1) ice velocity 
initialisation (2) ice temperatures simulated in Gregoire et al. 2012 had different climate 
forcing than in this study.  
(AR1.4) We will extend the analysis of the adjustments to initial conditions in our 
manuscript. However, we prefer to keep this within the main manuscript rather than 
putting it in the supplementary materials. We have decided to label the first 1000 years of 
the simulations as the “Spin-up phase” and we will describe changes in ice velocity, 
temperature and surface elevation during this phase in greater detail, accompanied with 
new figures (see comments below).  
 
 
(RC1.5) It’s not fully clear to me whether your climate forcing is the same as in Gregoire et al. 
2012 – likely not, as it is PMIP4 – but anyway you take a ‘9 ka ice temperature’ and then you 
apply a ’10 ka’ forcing.  
(AR1.5) Correct, the climate forcing used to drive these experiments is not the same as in 
Gregoire et al. (2012) but uses more up to date climate simulations as described in P6L17-
28. This will be clarified in the manuscript.  
 
(RC1.6) Also, how areas starting from 0 ◦C are responding? Do you lose these areas? Perhaps 
you should include a figure where you show areas with different initialisation for the ice 
temperature. I also think you should provide more information on the ice temperature and 
velocity evolution, both 2D maps and averaged curves.  
(AR1.6) Initialising temperatures to 0 ◦C in some regions has the effect of promoting ice flow 
(through eq. 3). However, the areas where ice temperature was initialised at 0 ◦C degrees 
are also initialised with thin ice from the ICE-6G_c reconstruction. Thus, ice in these regions 
retreats within the first few hundred years of simulations because ice either reaches 
floatation point and eventually melts or calves or low surface elevation leads to high melt 
rates. We provide a Revised Figure 2 (see below) showing initial ice thickness and 
temperature to illustrate this. Unfortunately, the ice temperature output of the simulations 
was not saved as part of the archived data, and are no longer available. This work was done 
as part of a PhD study that finished in 2018 and we do not have any resources left for 
rerunning the simulations. Thus, we are unable to produce maps of ice sheet temperature 
at different times during the simulations. We have, however, produced new 2D maps of ice 
velocity and will expand the discussion of the effect of ice temperature initialisation in our 
manuscript, as detailed in our response to the next point below.  
 



 
Revised Figure 2: (a) Initial ice thickness (based on ICE-6G_c 10 ka time slice; Peltier et al., 
2015), with the coastline shown in black. (b) Initial ice temperature at the lowest level of the 
ice sheet (based on 9 ka time slice of the simulation by Gregoire et al., 2012). 
 
(RC1.7) In Figure 3, you show ice velocities at year 50; these velocities does not exhibit clear 
ice stream patterns, they only seems to be quite high in marine margins - which makes 
sense, considering how you treat the basal drag coefficient. But is this realistic compared to 
reconstruction (Margold et al. 2018)? Is this velocity pattern constant or there is a lot of 
change in fast flow pattern/magnitude? I think that analysing these things in the ‘control’ 
simulation might ensure the reader that the deglaciation pattern is 100% caused by changes 
in your forcing and not because the ice thermodynamics is still in the initialisation phase. 
(AR1.7) We have prepared a revised version of Figure 3 (see below) that shows modelled ice 
velocity at 9 ka, at 8.5 ka and 8.0 ka compared with the ice stream reconstruction of Margold 
et al., (2018; panels taken from their Figure 5). A paragraph discussing the ice dynamics in 
relation to the ice stream locations will be added to section 5.1 (Laurentide Ice Sheet 
evolution in ‘standard’ and ‘control’ simulations). We find that the locations of our main ice 
streams match at least four reconstructed major ice streams (Hudson Strait, Ungawa Bay, 
James Bay and the Hayes Lobe streams), but in general the ice streams are quite broad, 
particularly over Hudson Bay and surrounding the Labrador Dome. The new panels in Figure 
3 show that after 50 years of simulations, artificial patterns in ice velocity are present as a 
result of adjustments to the initial ice geometry, because the initial ice sheet surface is 
incompatible with ice dynamics. However, these artefacts disappear within the first 1000 
years of simulation as the ice is redistributed by BISICLES. In response to these comments, 
we plan to add a new section to the manuscript describing the initial adjustment and 
changes during the spinup phase, expanding on our analysis of the evolution of ice 
topography, extent and velocity and how these relate to the experimental design. 
 



 
Revised Figure 3: Reconstruction of LIS ice stream activity at 10.1 ka (a) and 8.9 ka (d) (adapted 
from fig 5. in Margold et al., 2018). The ice streams that were active at the respective times 
are shown in light blue and numbered in black, ice streams that 'switched off' in the preceding 
1000 years are shown in grey and those that 'switched on' shown in dark blue with numbering 
in red. Panels (b), (c), (e) and (f) show the magnitude (m a-1) of depth-integrated velocities in 
the 'standard' simulation at 9.95 ka, 9.00 ka, 8.5 ka and at the end of the simulation (8.00 ka) 
respectively (note, Greenland is not included in the simulations). Coastlines are shown with the 
black contour in the panels showing the simulated ice velocities. 
 
 
(RC1.8) - As stated in the manuscript, using BISICLES allow to simulate the Laurentide Ice 
Sheet evolution between 10 and 7 ka with high resolution (through the Adaptive Mesh 
Refinement) and advanced representation of ice dynamics (higher-order approximation of 
Stokes flow, crevasse calving model). However, I think that the results presented/discussed 
in this manuscript do not expand enough on this topic, showing mainly ice volume curves 
and ice thickness maps. I think that aspects of the ice dynamics for which BISICLES is known 
to be very good (evolution of fast-flow areas, calving, grounding-line migration) should be 
analysed more and should represent an important (if not central) part of the paper. In the 
way results are presented, it is hard to understand why it is important/necessary to use 
BISICLES for this study. The role played by simulated ice dynamics throughout the 
deglaciation is only assessed indirectly in the sensitivity tests where lower values of the basal 
traction are considered (with a quite straightforward results). However, there are many ice 
sheet models less advanced and computationally expensive than BISICLES including a basal 
drag coefficient – that would likely give the same result in sensitivity tests designed as in this 
study. Instead, you should try to show why it is really important to use BISICLES for this 
study, what we are learning from this advanced model. I think for instance that the 
freshwater flux evolution should be analysed by looking at individual contributions of 
different processes (sub-shelf melting, calving, runoff).  



(AR1.8) We appreciate that the reviewer is interested in the role of ice dynamics and the 
capabilities of the BISICLES model in the context of our work. We will extend the text to 
include more discussion of how the representation of ice sheet dynamics influences ice 
evolution in this context, answering some of the specific points raised here (see responses 
below). But first, we wish to remind the reviewer and reiterate to the editor that this is a 
‘Technical Manuscript’ for GMD (see response to RC2.1) and is not intended to analyse in 
detail the processes involved in the Hudson Bay Saddle collapse. Therefore, an in-depth 
analysis of the contribution to the freshwater flux from individual processes is not 
appropriate, falling beyond the scope of this study. It will instead form the basis of future 
work, for which this technical manuscript is the first step. 
 
 
(RC1.9) I think you should also include ice velocities maps throughout the deglaciation in the 
‘standard’ simulations (and in the sensitivity tests, perhaps as supplementary material), 
showing grounding line migration/ice shelves extent. This could be done for instance for 
specific snapshot close to the ‘saddle collapse’ event. 
(AR1.9) A new figure (the one below after further refinement) showing the ice velocity and 
grounding line position in the standard simulation and simulations with different levels of 
resolution will be added to the manuscript.   

 
Revised new figure: Magnitude of vertically integrated ice velocity at model year 1700 with 
the grounding line and coastlines shown in black. (a) The velocity over the whole domain in 
the ‘standard’ simulation. A zoomed-in view of the ice saddle (b) in ‘standard’, and (c) in 
‘AMR_2’. 
 
 
(RC1.10) Also the Adaptive Mesh Refinement should be discussed more: where, in the grid 
refinement simulations, the resolution is increased? What are the differences in terms of ice 
dynamics in these grid points? Looking at the overall volume and freshwater fluxes there is 
apparently no changes, but how about locally and how about individual processes (sub-shelf 
melting, calving, runoff)? And if there is still no differences, what we can learn from this 
experiment? Overall, I would like to see discussed in the paper why the BISICLES simulations 
performed here tell us more than simulation performed with less advanced ice sheet 
models. Which were the main dynamical processes occurring during the ‘saddle collapse’? If 
the reader would repeat the same study as in this manuscript with a less advanced model, 
would he obtain the same results? Why? 
(AR1.10) We will expand the discussion on the impact of resolution and the adaptive mesh 
refinement level in the section 5.2 (Impact of varying the mesh resolution) and in the 
Discussion. As already briefly highlighted in section 5.2 and section 5.5, increasing the 



resolution does affect the timing of the peak FWF and the grounding line migration, and we 
will expand on this. To give more thorough context, we will also discuss that the low 
resolution (10 km) is sufficient for making a first order evaluation of the meltwater flux 
associated with the Hudson Bay Saddle Collapse. This is because the event is primarily 
driven by a surface mass balance feedback and is therefore not so affected by resolution at 
the grounding line, for example. That said, simulating a realistic meltwater flux does rely on 
producing a realistic simulation of surface elevation, which highly depends on ice dynamics. 
Thus, a good representation of ice streams through membrane stresses (as in BISICLES) may 
be important in adequately representing this event. We will incorporate all of these topics 
in our expanded section 5.2 and Discussion. To answer the interesting questions raised by 
the reviewer more definitely, a multi model intercomparison exercise involving ice sheet 
models of different complexities would be needed.  
 
 
Technical corrections:  
(RC1.11) - Figure 1: it is difficult to identify geographic locations in all the panels, I think you 
should either add some geographical references to the figures or include a map of the study 
area. Also adding a map outline would be useful to the reader (like in Figure 3, which is really 
clear). Moreover, it is difficult to compare panels (a), (b) and (c) as the domain/projection is 
always different. You could (1) show the three panels in the same ice sheet model 
domain/projection (2) show only panel (c), adding another panel with geographic locations 
of the study area. It would be also good to have lat/lon tick marks, instead of native 
distances.  
(AR1.11) We have created a Revised Figure 1 (see below) showing only panel c from the 
previous Figure 1 and plotted in the same style as current Figure 3, which the reviewer 
thought was very clear. We will also superimpose graticules (i.e. latitude longitude lines) 
onto the new panels in Figure 1.  
 

 
Revised Figure 1: (a) The 'ETOPO 10 ka' topography map centred at Hudson Bay on a 10 km 
grid. The basal topography in the northern part of the grid (Greenland and Canadian 
archipelago) is set to -1000 m to avoid ice sheet formation in these regions. The black lines 
show contours every 400 m. (b) Basal traction coefficient map used in the 'standard' 
simulation. The basal traction coefficient C values are calculated based on bedrock elevation 
and sediment coverage. The domain was divided into three different types of sediment 



coverage: bare bedrock, sediment-covered and submerged bare bedrock in the Hudson Strait 
(highlighted in blue in panel (b), C = 80 Pa m-1 a). The outermost 35 grid cells along both axes 
are initialised with a high basal traction coefficient (C = 450 Pa m-1 a) to avoid ice flow reaching 
the edges of the domain. 
 
 
(RC1.12) - Figure 2: in panel (a) caption, you say that colours are yellow, dark blue and green. 
I can only see yellow, purple and a very tiny portion in light blue/purple. In both panels, it is 
difficult to identify the geographic locations. You could add a map outline (again, like in 
Figure 3) and maybe the ICE-6G and GLAC1d ice sheet extent at 10 ka.  
(AR1.12) The panel from Figure 2 has been replotted with a different colour scheme and 
included as panel b in Revised Figure 1 (see above). A Revised Figure 2 now has a panel 
showing a map of the ICE-6G_c ice thickness at 10 ka with coast lines plotted in the same 
style as Figure 3.  
 
 
(RC1.13) - Table 2: you could insert one or multiple last rows with some estimates from 
geological records, so that the reader can get an idea of whether individual simulations do a 
good/bad job in reproducing the peak in freshwater fluxes by looking at this Table.  
(AR1.13) There is unfortunately no direct geological evidence that constrain the duration 
and amplitude of the peak of freshwater. Records of freshening of the Labrador Sea are 
difficult to interpret and have large age uncertainties. Lines of reasoning combining 
climate proxy records and model outputs could be used, but this would require substantial 
work to review the evidence available. There are also sea level records that could be used 
to derive estimates of volume of sea level rise, but uncertainties in the records, 
contributions from background melt of other ice sheets and isostatic sea level changes 
complicate the interpretation of the records. We are working on this in the long run, but 
such work is not possible at this time and falls outside the scope of this study, which 
focuses on the technical considerations of modelling the Hudson Bay Saddle collapse with 
the BISICLES model.  
 
(RC1.14) - Line 17 in Section 4.2: I think you should make more clear (not only here, but in 
the whole manuscript) when you refer to GIA-modelling reconstructions (ICE6G, GLAC1d) or 
to fully empirical reconstructions (Dyke 2004, Margold 2018). You use sometimes just 
‘reconstruction’.  
(AR1.14) This will be clarified in the manuscript. 
 
 
(RC1.15) - Line 21 in Section 4.4: you say that the basal melting rate from the geothermal 
heat flux is negligible and you set it to 0 m/a. This is fine, but how about frictional heating? 
You should distinguish between geothermal and frictional heat fluxes, otherwise the reader 
could think that both contributions to basal melting are set to 0 m/a.  
(A1.15) Indeed, frictional heating induces basal melt in our simulations. We will revise this 
sentence to clarify this.  
 
 



(RC1.16) - Line 25 in Section 4.4: you should also mention what is happening in terms of 
oceanic circulation (AMOC strength, warm subsurface Atlantic water export in the North 
Atlantic) and what are the possible implications for the marine-based sectors of the LIS.  
(A1.16) We will add a sentence on the changes on ocean circulation within the period of 
interest and how it might have affected the LIS. Even at present day it is difficult to relate 
changes in ocean circulation to sub-shelf melt rates. We therefore chose to assess the 
model sensitivity to a large range of values for the sub-shelf melt rates (2-45 m/a), to 
which the model setup showed little sensitivity (see section 5.5, Impact of varying the sub-
shel melting rate).  
 
 
(RC1.17) - Line 37 in Section 4.4: it is true that 1 degree resolution in ocean models does not 
allow to resolve coastlines and shelf cavities. However, simple 2eqs. and 3eqs. subshelf 
melting formulations are forced with far-field ocean temperatures (so, away from the shelf 
cavities and coastlines). I think it is ok to force your simulations with constant values, but it’s 
not necessarily true that it is a better approach then using transient curves or transient 
ocean properties based on GCM simulations.  
(AR1.17) Existing equations that relate sub-shelf melt to ocean temperature (often off the 
shelf) are simple and need to be calibrated for specific basins in Antarctica and Greenland 
for example. Whether such equations would capture the circulation within the Hudson 
Straight when it was influenced by marine terminating glaciers is unclear. We expect that 
glacier melt would have strongly influenced the density, temperature and circulation of 
waters within the straight, making it difficult to relate sub-shelf melt within the straight to 
ocean temperatures in the Labrador Sea. This is why we chose to simply represent sub-
shelf melt as constant through time. We will clarify our reasoning in section 4.4 of the 
manuscript.  
 
(RC1.18) - You could include one or two tables with values for the ice sheet extent/volume at 
different time slices in ‘standard’, ICE-6G and GLAC1d, Dyke et al. 2004.  
(AR1.18) The comparison of ice sheet volume with ICE-6G_c and GLAC-1D is already 
available in Figures 4 and 6. Since we do not intend to validate our results against 
observations (it is not the purpose of the manuscript), the tables suggested above would 
be redundant. We feel this would crowd the manuscript, deviating from the Technical 
Manuscript category that it is submitted under, and therefore prefer not to add them.  
 
(RC1.19) - To increase readability, I suggest to use the same unit for simulated years and 
dates (in ka). It is difficult to read (for instance) year 1400 and then think that corresponds to 
8.6 ka.  
(AR1.19) We will follow this suggestion. 
 
(RC1.20) - To increase readability, I think the English language needs to be improved. 
(AR1.20) Reviewer 2 particularly highlighted that the manuscript is ‘well written’ and we 
agree with this general assessment, noting that we will follow Reviewer 2’s suggested 
structural edits (RC2.7). We have spotted and will also correct a few typographical errors 
in the manuscript to improve the readability in those places. 
 
 



Comments from Reviewer 2, Alexander Robinson (RC2) 
 
General comments: 
(RC2.1) This manuscript presents a numerical study of the Laurentide deglaciation between 
10- 8 kyr ago in the region of Hudson Bay, with a specific focus on the 8.2 kyr event. The 
authors use an innovative approach, by applying the BISICLES ice-sheet model with an 
adaptive mesh that provides high resolution in dynamic regions. Transient climatic forcing is 
obtained by interpolating from GCM snapshots through the deglaciation. The experiments 
successfully reproduce a meltwater pulse with reasonable timing resulting from the 
separation of two ice domes and increased ablation and ice discharge. I believe that it is 
quite an interesting study worthy of publication. But I do have trouble seeing the relevance 
to GMD. Furthermore, significant revisions are needed to improve the manuscript. 
(AR2.1) Thank you for the constructive feedback and comments. Please see answers to 
specific comments below including the relevance to GMD.  
 
(RC2.2) Relevance to journal. I am surprised to see this manuscript submitted to GMD. The 
main focus of the work seems to be on the scientific results, namely studying the plausibility 
of the saddle-collapse in Hudson Bay and quantifying rates of FWF and uncertainties. 
Personally, as it is written now, I would see this paper fitting much better in a journal such as 
Climate of the Past or even The Cryosphere. 
(AR2.2) We disagree. This is a Technical Manuscript that specifically pertains to describing 
how the BISICLES ice sheet model is used in a new palaeo setting (including the sensitivity 
of uncertain parameter choices, usually calibrated to directly observed ice behaviour, in this 
context). This is initial, technical work to setup further study of the 8.2 kyr event and we do 
not propose that we have found the scientific answers to explain the event. This fits within 
the category of “Development and technical papers” as highlighted by the executive editor 
comment SC1 in the interactive discussion. The sensitivity study and initial results regarding 
the rates and timing of FWF release demonstrate the usefulness of the model setup for 
studying the Hudson Bay Saddle collapse and 8.2 kyr event. Understanding the sensitivity of 
the results to choices in modelling setup for such novel, palaeo applications is an important 
technical step for eventually being able to reach a better understanding of the events 
through further modelling work (e.g. to quantify the range of plausible rates of meltwater 
fluxes). Such additional investigation that builds on the work presented here would, we 
hope, constitute an excellent Climate of the Past or Cryosphere type manuscript. However, 
in the meantime, it exceeds the purpose of the present study. We will edit the Introduction 
to clarify the technical framing of the work and emphasise the fit to GMD ‘development and 
technical papers’.  
 
(RC2.3) Spin-up time versus experiment. It is clear that significant adjustment occurs in the 
experiment at the start around 10 kyr. The initialization using ice temperatures from a 
previous experiment can be seen to have worked reasonably well, as the adjustment seems 
to complete within just 500 yr or so. Likely this is partly a result of the climatic forcing driving 
the simulation in the right direction, which is quite interesting in itself. But what is 
considered part of the experiment itself (that is worth analyzing in terms of volume and 
distribution, etc.) versus what is just removing inconsistencies due to initialization is not 
clear from the text and figures. I was surprised to see the detailed figures of just 50 yr of run 
time, and no figures of the “realistic” ice sheet at, e.g., 8.5 kyr when the authors consider 
the model to be spun-up.  



(AR2.3) We note that this comment is in line with a comment from Reviewer 1 who 
requested a more in-depth analysis of the effects of initialization (RC1.4). We will add a new 
section to the manuscript describing these results. To clarify the evaluation of these results, 
we have labelled the first thousand years of the simulation (10-9 ka) the spin-up phase and 
will describe the adjustments in terms of ice surface, extent and velocity during this phase 
and the subsequent transient-experiment phase. As stated above (see response to RC1.7) 
our revised Figure 3 provides further plots of the ice sheet after the spin-up phase.  
 
(RC2.4) Given the unprecedented resolution of the model, it would be nice to see velocity 
distributions before during and after the pulse too. I would therefore suggest revising the 
results section significantly along these lines.  
(AR2.4) The new Figure 3 shows ice velocity at 9 ka, at 8.5 ka and 8.0 ka as suggested and 
we plan to add a discussion of ice velocity and a comparison to proxy data in the subsection 
discussing the ice sheet evolution in the ‘standard’ simulation (currently Section 5.1). After 
further revision, we will include a new figure at 8.3 ka showing the integrated ice velocity 
and grounding line location with different levels of mesh refinement. Draft of the figure is 
currently under comment RC1.9. 
 
(RC2.5) Also, note, switching between model years and years is confusing, so I would suggest 
sticking to just years, which allows comparison with data.  
(AR2.5) This was also suggested by Reviewer 1 (RC1.19). As suggested, we will change the 
text from referring to model years to the respective timing in ka when discussing specific 
times in the simulation (see also our response to RC1.19).  
 
(RC2.6) Model resolution. A big emphasis is given to the unparalleled high resolution of the 
current approach. However, it seems that the authors would have achieved essentially the 
same results with the Ω0 setup with no mesh refinement (Fig. 6a). This is touched upon 
briefly in the text, but the overall feeling from the work is that the authors believe the higher 
resolution is needed. If this is true, it should be demonstrated more convincingly. For 
example, I am not convinced that the Ω1 setup with no isostatic rebound is more realistic 
than would be an Ω0 setup with isostatic rebound.  
(AR2.6) This comment discusses similar concerns to comment RC1.10 by reviewer 1, and 
will be addressed by expanding the discussion of the impact of the resolution and adaptive 
mesh refinement level in former sections 5.5 and 6 (AR1.10). The key message is that the 
low resolution in these simulations (10 km grid size) is sufficient for the large-scale 
evolution of the ice sheet, but the individual processes such as ice streams, the grounding 
line migration and timing of the peak of the FWF would benefit from further refinement of 
the mesh due to e.g. the diverging peak FWF timing between AMR levels 0&1 and 1&2. 
 
 
(RC2.7) Organization. The Introduction, Discussion and Conclusions are clear and well 
written. However, the remaining structure of the paper is somewhat hard to follow. In 
particular, there seems to be some redundancy between the model description and the 
experimental setup that could be eliminated (e.g., Section 3 versus Section 4.4).  
(AR2.7) Thank you for pointing this out. Section three originally included a longer 
description of the surface mass balance and how it is implemented in the model setup. 
Contents from current section 3 will be moved under the model description (to create a new 



subsection 2.4). The current subsection 4.4 will be split between two updated subsections 
describing basal fluxes (3.4) and Surface mass balance (3.5). 
 
(RC2.8) Figures. The quality of figures needs to be improved. Some are not legible (eg, Fig. 
9), some contain unexplained features (white rectangles?), etc. Also, for the time series, I 
would recommend separating the volume and FWF curves into different panels, since these 
are important curves for the work and difficult to understand as currently plotted. 
(AR2.8) We will improve all the figures in the manuscript as guided (e.g. see Revised Figures 
1-3). Legends in Fig. 9 will be enlarged and moved to the outer edge of the figure. Key panels 
from Figures 1 and 2 have been combined and redrawn according to the suggested edits 
from both reviewers (see Revised Figures 1 and 2). The white rectangles outside of the ice 
sheet area in Figure 1 underlie the figure legends so that they are readable, but they do not 
obscure the plot. Figure 3 has been redrawn to show the integrated ice velocities at different 
time steps as suggested. We willclarify the time series figure by removing the first 500 years 
of the simulation and separating the evolution of the ice sheet volume and the freshwater 
flux into individual panels for each parameter.  

 
 
Specific comments:  
(RC2.9) P1L17: This statement sounds a bit strange: “The new model configuration 
presented here provides future opportunities to quantify the range of plausible amplitudes 
and durations of a Hudson Bay ice saddle collapse meltwater pulse and its role in forcing the 
8.2 ka event.” <= Is this not done in this manuscript directly?  
(AR2.9) This manuscript presents the model configuration and the key sensitivities of this 
model setup to varying different model parameters. While we do present the amplitude and 
the duration of the meltwater pulse in our set of simulations, further development of the 
experimental setup and further comparisons with observations are needed to reliably 
quantify these. This framing will be clarified in the revised manuscript (also see our 
responses to RC1.8, RC1.13 and RC2.2, above).  
 
(RC2.10) P2L2: Ice Sheet => ice sheet 
(RC2.11) P2L9: did fully => did not fully  
(RC2.12) P2L15: kilometre => kilometre-scale [in many places] 
(RC2.13) P3L6: snow accumulation, ablation => snow accumulation and ablation  
(RC2.14) P3L26: dynamical => dynamic  
(RC2.15) P5L15: Define ‘r’ in flotation equation. 
(AR2.10-15) We will implement these changes. Thank you for pointing these out. 
 
(RC2.16) P5L20: The imposed geothermal heat flux sounds more like an experimental setup 
parameter rather than part of the model description. I would note that this is also already 
described again later in that section.  
(AR2.16) The description of the imposed flux will be removed from the text here, as it is 
indeed already described in 4.4 and fits better under the experimental setup. 
 
(RC2.17) Figure 1: The saturated color scale is difficult to see. Consider adding some 
contours as well. Panels (a) and (b) would perhaps be easier to see if plotted on a projection. 
Also, please label the x- and y-axes. 
(A2.17) We have done this in our Revised Figure 1.  



 
(RC2.18) P8L26: I believe the lack of isostatic rebound could be far more important than 
indicated. Were any tests performed even with a simpler ice sheet model turning on and off 
isostasy to quantify its impact? Also, it is quite impressive that including isostatic rebound 
results in 90% computational slowdown – can you explain why?  
(AR2.18) We did not perform tests with a simpler ice sheet model with isostasy. The 
slowdown was due largely to technical inefficiency of the code. A newer version of the 
isostatic module is currently under development to solve this.  
 
(RC2.19) P8L26: Add UniCiCles reference, or rephrase. 
(AR2.19) We will remove the reference to ‘UniCiCles’ which is confusing here. UniCiCles 
refers to the coupling code between the UKESM and BISICLES, but the part that relates to 
isostatic adjustment is unpublished and untested. Instead we will revise the sentence to 
mention other ongoing code developments to include a Glacial Isostatic adjustment model 
within the BISICLES model. . 
 
(RC2.20) P9L8: my experiment => our experiment  
(AR2.20) We will correct this in the revised manuscript. 
 
(RC2.21) Figure 2: Quality needs to be improved significantly. Color scale in panel (a) makes 
it difficult to distinguish regions. Can you also explain the border rectangular region? I 
assume this is outside of the domain of the simulation and therefore should not appear 
here.  
(AR2.21) We have done this in Revised Figures 1 and 2 by merging panel (b) from Fig. 2 
with Panel (c) from Fig. 1. The colour scale has been changed to black and white with 
discreet changes every 100 (Pa m-1 a). An explanation of the border region has been added 
to the caption. The outermost 35 cells along each axis were set to the bedrock value for 
the basal traction coefficient to prevent ice flow to the edges of the domain, which could 
have caused instabilities. The border regions are outside of the ice sheet, and this change 
does not affect the dynamics of the LIS.  
 
(RC2.22) P10L5: inversed => inverted 
(AR2.22) We will correct this in the revised manuscript.  
 
(RC2.23) P11L24: Which range? One value was specified?  
(AR2.23) This referred to the range of contemporary sub-shelf melt rates observed at 
Antarctic ice shelves. We will change the wording at the start of the paragraph to not refer 
to a range of values, but to discuss the value itself and reasons for choosing it.  
A value of 15 m a-1 was chosen for the sub-shelf melt rate in the 'standard' simulation. The 
orbital configuration of the Earth approaching the Holocene Climatic Optimum conditions 
post 10 ka (Kaufman et al., 2004), and the associated increase in radiative forcing could 
have resulted in substantial heat absorption to the lake and sea water adjacent to the ice 
sheet. The chosen value is comparable to areas of high sub-shelf melt in the modern-day 
Antarctic Ice Sheet, where the rates have been estimated to be up to 43 m a-1 (Rignot et 
al., 2013). 
 
(RC2.24) P11L32: adn => and  
(AR2.24) We will correct this in the revised manuscript. 



 
(RC2.25) P12L5: First sentence of this paragraph is unnecessary. 
(AR2.25) We will remove this sentence.  
 
(RC2.26) P12L7: ‘standard’ could either be in italics, or in quotes, but both is perhaps not 
necessary. 
(AR2.26) We will correct this throughout the manuscript and ensure consistency. 
 
(RC2.27) P12L15-20: Details of this adjustment do not seem important and could be omitted.  
(AR2.27) We will decrease the level of detail in this paragraph by removing the sentences 
describing the values for ice thickening rate, ice velocities and surface mass balance during 
this adjustment. We will also remove former Figure 3 and replace it with a figure showing 
the modelled ice velocities at 500 year intervals (Revised Figure 3). 
 
(RC2.28) P15L8: Typo “reconsutrction”  
(AR2.28) We will correct this in the revised manuscript. 
 
(RC2.29) P19L2-5: Check units!  
(AR2.29) This will be changed to mm (d K)-1 both here and in Table 1. 
 
(RC2.30) Figure 9: Legends too small. 
(AR2.30) The legend size will be increased to 170% and moved out of the first panel 
 
(RC2.31) P23L25: than the => than that of the 
(AR2.31) This will be clarified.  
 
 


