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## Referee’s comment 1

The authors are correct that there has been little work in performance portability of
existing land-ice dycores. One reference that is worth mentioning in this area is the
following recent work involving the portability of the Albany Land-Ice first Order Stokes
model of (Tezaur et al. 2015) to GPUs and other next-generation architectures using
the Kokkos library and programming model: J. Watkins, I. Tezaur, I. Demeshko. "A
study on the performance portability of the finite element assembly process within the
Albany land ice solver", E. van Brummelen, A. Corsini, S. Perotto, G. Rozza, eds.
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Numerical Methods for Flows: FEF 2017 Selected Contributions, Elsevier, 2019. This
paper does not present a full end-to-end workflow that is portable to GPUs, however;
it focuses on the performance portability of only the finite element assembly time, not
the linear solve. It is nonetheless worth adding this reference to the bibliography and
literature overview.

# Author’s reply 1

Thank you for suggesting this reference on related topics. We have included it into our
manuscript.

# Changes in the manuscript 1

Line 63: “Our work contributes to the few land-ice dynamical cores targeting many-
cores architectures such as GPUs (Braedstrup et al., 2014; Watkins et al., 2019)”

## Referee’s comment 2

The discretization utilized in FastICE is a finite difference one on a staggered Cartesian
grid. In recent years, many production land-ice models have moved to finite element or
finite volume discretisations, as these allow you to use unstructured regionally and/or
adaptively refined meshes to reduce the total number of dofs in the computation and
allow the concentration of computational power where it is needed, which is not possi-
ble with structured uniform Cartesian grids. Moreover, w/ structured uniform Cartesian
meshes, one ends up with very crude representations of the ice extent and grounding
line. | realize that your reason for choosing finite differences was to utilize stencil-based
techniques for approximating spatial derivatives in a way that is amenable to the GPU
hardware. Is there any hope of extending the scheme to unstructured grids, perhaps
using something like DG?

# Author’s reply 2

Indeed, many large-scale ice models have moved to finite elements to conform to com-
plex basal topography and other geometric complexities arising in the grounding zone
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or on ice shelfs. The motivation behind FastICE is develop a complementary tool to
existing approaches that enables us to better model and understand englacial insta-
bilities such as thermo-mechanical localisation at the scale of individual field sites.
Thermo-mechanical localisation arise in a self-consistent way in shear margins, at the
grounding zone or in the vicinity of the basal sliding interface, but the degree and loca-
tion of localisation is not known apriori. A body-fitted mesh is hence less valuable for
our purposes than for problems with fixed geometry. Grid adaptivity could be beneficial
and we have used it in previous problems that were dominated by singularities (e.g.,
Suckale et al., 2014). Recent work, however, suggests that singularities are blunted
dynamically and that the flow field exhibits significant 3D variability throughout the en-
tire boundary layer. The goal of FastICE is to better understand the physical processes
governing this small-scale variability by quantifying the observational signature of dif-
ferent processes and comparing these model predictions against observational data at
the field-site, rather than the regional, scale. You are of course correct in pointing out
that Cartesian uniform meshes combined with the Finite-difference method enable the
numerical application to run in parallel on GPUs close to hardware limit, but amenabil-
ity of our grid setup to the GPU hardware is only one reason for opting for a Cartesian
grid. The more important difference is that FastICE is targeting other scientific prob-
lems than many existing land-ice models. We added it t the discussion.

# Changes in the manuscript 2

Line 539-543: “To address these limitations, we have developed FastICE, a new par-
allel GPU-based numerical model. The goal of FastlICEis to better understand the
physical processes that govern englacial instabilities such as thermomechanical local-
isation at the field-site, rather than the regional, scale. It hence targets other scientific
problems than many existing land-ice models and complements these previous mod-
els."

## Referee’s comment 3
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When starting your code, did you consider libraries such as Kokkos and RAJA for per-
formance portability over straight-up CUDA? These libraries select the optimal data lay-
out for the hardware used at compile time, thereby making a code portable to multiple
architectures, including NVIDIA GPUs. Your current implementation relies on CUDA,
which may be problematic if one wishes to run the code on GPUs not from NVIDIA (e.g.
AMD GPUs). This may be important in the near future, as there are some planned open
science machines coming out soon that are expected not to have NVIDIA GPUs.

# Author’s reply 3

Code portability is an important point, thank you for raising it. FastICE development
aligns within a general effort to spread high-performance, parallel and super comput-
ing to Earth sciences. Usually performance and portability are rather opposite as a
general and portable implementation may trade off performance, and vice-versa. How-
ever, the vectorised CUDA indexes could be replaced by explicit loops that can be
parallelised using a shared memory approach (such e.g. openMP). Regarding vari-
ous GPU designs, there are active development efforts by the broader community of
wrappers to enable porting CUDA-based code to AMD or Intel GPUs.

# Changes in the manuscript 3

## Referee’s comment 4

Pseudo-transient Jacobian-free methods similar in flavor to those proposed here have
shown promise for solving the Navier-Stokes equations on GPUs. These methods
work very well until the problem gets too stiff. In this stiff regime, one typically needs
to cut the time step substantially, and a preconditioner/matrix is needed, which can be
expensive on GPUs. Realistic land ice problems are in general very stiff, and one has
a hard time developing good preconditioners even if one has the Jacobian matrix. The
numerical examples described in the test case are very simple verification problems.
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| worry about how the method will perform on realistic problems. It would be good
to see one such example in the paper to alleviate this concern. Of particular interest
would be a test case with floating ice (e.g. Antarctica simulation), which can pose a
lot of challenges for the solver (see R. Tuminaro, M. Perego, I. Tezaur, A. Salinger,
S. Price. "A matrix dependent/algebraic multigrid approach for extruded meshes with
applications to ice sheet modeling", SIAM J. Sci. Comput. 38(5) (2016) C504-C532).
Something simpler to try before doing Antarctica would be a test case with floating ice,
e.g. confined shelf, circular shelf.

# Author’s reply 4

An important point, thank you for raising it. Stiffness is indeed a concern in ice-sheet
modelling, but it is a challenge not only for numerical reasons. Rather, it is a reflec-
tion of changing physical processes that govern ice flow at different scales and also
at different locations along outlet glaciers and ice streams. One approach to tackling
that challenge is to focus on numerical techniques suited specifically for stiff prob-
lems. Another is to focus on understanding the physical processes that lead to stiff
behaviour in the first place and adjust the governing equations in suitable ways to rep-
resent these. The philosophy behind FastICE is the latter approach. We argue that
specific locations on ice sheets like shear margins, grounding zones and the basal
sliding interface require a multi-physics approach that could be built into FastICE. You
mention the example of ice shelfs, which is of course at the heart of the current debate
about sea-level-rise projections. There are many challenges in better understanding
the coupling between ice shelfs, the ocean, and land ice including the ice-cliff instabil-
ity (which requires a brittle rheology and failure model), the vulnerability of ice shelfs to
meltwater ponding at the surface (which requires an englacial hydrology model), and
the dynamics of the grounding zone (which requires a free-boundary model). Needless
to say, ultimately we need both, better numerical techniques for stiff problems and a
better physical understanding. Since we focus primarily on the field-site rather than the
regional or ice-sheet scale, some of the large-scale numerical issues like stiffness are
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less of a problem for the applications that we are interested in. We clarified the moti-
vations behind FastICE and how our model complements existing approaches rather
than attempting to replace them.

# Changes in the manuscript 4

Line 245-256: “Many large-scale ice models have moved to finite elements to conform
to complex basal topography and other geometric complexities arising in the grounding
zone or on ice shelves. The motivation behind FastICE is develop a complementary
tool to existing approaches that enables us to better model and understand englacial
instabilities such as thermomechanical localisation at the scale of individual field sites.
Thermomechanical localisation arises in a self-consistent way in shear margins, at the
grounding zone or in the vicinity of the basal sliding interface, but the degree and loca-
tion of localisation is not known apriori. A body-fitted mesh is hence less valuable for
our purposes than for problems with fixed geometry. Grid adaptivity could be beneficial
and we have used it in previous problems that were dominated by singularities [. . .].
Recent work, however, suggests that singularities are blunted dynamically and that the
flow field exhibits significant 3-D variability throughout the entire boundary layer. The
goal of FastICE is to better understand the physical processes governing this small-
scale variability by quantifying the observational signature of different processes and
comparing these model predictions against observational data at the field-site, rather
than the regional, scale. FastICE is targeting other scientific problems than many ex-
isting land-ice models.”

## Referee’s comment 5

Is CUDA unified virtual memory (UVM) utilized in the implementation, or the memory is
managed manually? | assume the latter, but it would be good to state this in the paper.
A lot of implementation rely on CUDA UVM, and | think one should move away from
that to get the best performance — your paper may make a case for that.

# Author’s reply 5
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Thank you for pointing out the need to clarify memory management. Our implemen-
tation does indeed not rely on the UVM features from CUDA, because at the time we
initiated the work and later on assessed the UVM performance (early 2018), UVM was
showing about one order of magnitude lower performance. We suspect the internal
memory handling to be responsible of constantly synchronising host and device mem-
ory, which is not needed in our case. We clarified this by adding a statement in the
Section 3.1.

# Changes in the manuscript 5

Line 273: “Our implementation does not rely on the CUDA unified virtual memory
(UVM) features. UVM avoids to explicitly define data transfer between the host (CPU)
and device (GPU) arrays but results in about one order of magnitude lower perfor-
mance. We suspect the internal memory handling to be responsible of continuously
synchronising host and device memory, which is not needed in our case.”

## Referee’s comment 6

The authors introduce the non-dimensionalization of the governing equations as some-
thing that is needed for studying the effect of single vs. double precision on the compu-
tations (which makes a lot of sense). The study of single vs. double precision arithmetic
seems not that rigorous to me, however. Most of the cases were run with double pre-
cision, with a couple run single precision, and the authors don’t really seem to draw
any meaningful conclusions from these results. The effect of reduced/mixed precision
arithmetic in continental scale land ice (and more broadly climate) applications is a very
interesting research area, which can be formulated as a sensitivity problem and could
merit its own publication. | suggest the authors either streamline the single vs. double
precision arithmetic discussion, or cut it from this paper, saving it for a later follow on
publication where it can be given the proper attention.

# Author’s reply 6
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The choice of arithmetic precision is an important topic and merits an in-depth assess-
ment resulting its own publication (see also response 4 to review #1). Our current study
does not aim at investigating the effects, benefits and drawbacks of various arithmetic
precision implementations. Although not in the current spotlight, we still wish to high-
light the ability of our model to perform using single precision floating point arithmetics.
Together with the non-dimensional for of the governing equations, the features pave
the path for future studies addressing these important issues related to lower precision
arithmetic and their benefits in light of memory bounded applications.

# Changes in the manuscript 6

Line 257: “The computations in CUDA C shown in the remainder of the paper were
performed using double-precision arithmetic, if not specified otherwise.”

## Referee’s comment 7

I am confused about the different resolutions of grids b/w the Elmer/ICE and FastICE
computations (e.g. experiments 1 and 2). The codes are quite different as are the
techniques therein (e.g. different disrcretizations — PSPG stabilized FEM for Elmer/ICE
vs. staggered finite difference for FastICE) so it's hard to say which mesh resolution
in EImer/ICE will be “comparable” to one in FastICE. You must have had some reason
for selecting the relative resolutions you considered — can you please explain this here
and in the paper? It is difficult to convince the reader that the verification is rigorous
w/0 explaining discrepancies such as this one.

# Author’s reply 7

You are correct pointing out it is hard to say what are the optimal mesh resolutions in or-
der to compare various discretisation and numerical methods. For the benchmark, we
decided to employ as large as possible numerical resolutions that would still deliver re-
sults in “reasonable” (day-scale) wall-times while running on desktop-type of computer
hardware (single CPU - single GPU). For optimal comparison, we selected rectangu-
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lar mesh elements within the Elmer/lce FEM framework; we are confident about our
choice to be a reasonable comparison involving similar regular spatial discretisation.
The two solving approaches should deliver similar results independently of the numer-
ical implementations. We addressed this in the result section.

# Changes in the manuscript 7

Line 329-334: “We use higher numerical grid resolution within FastICE as we can
afford it. Varying the numerical resolution also permits to test both the agreement
between to different numerical approaches and convergence. The fact that we obtain
matching results when increasing grid resolution significantly suggests that we resolve
the relevant physical processes sufficiently, even at lower resolutions. We report an
exception to this trend in the 3-D case of Experiment 2.

## Referee’s comment 8

Along the lines of the previous comment, | do not like the discrepancies b/w Elmer/ICE
and FastICE for experiment 2. Your theory about the pinning seems plausible, but you
should really get to the bottom of this prior to publishing this manuscript.

# Author’s reply 8

We addresses the issue regarding the discrepancy between FastICE and Elmer/lce
in the 3D configuration of experiment 2. We repeated the benchmark using similar
gird resolution in FastICE than Elmer/Ice and the results agree. We are thus confident
FastICE reproduces the benchmark tests with similar accuracy than Elmer does. How-
ever, our original results suggests that the spatial resolution at which the benchmark is
performed may not be sufficient in order to achieve convergence of the numerical re-
sults. We investigated this issue by performing an additional test refining the numerical
grid resolution from coarse to a reference numerical solution on a fine grid. We show
convergence of the method among grid refinement.

# Changes in the manuscript 8
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Lines 441-458: We added a new Section “5.5: Validation of the FastlICE numerical
implementation” to discuss this topic and a related new Figure 15.

## Referee’s comment 9

Note that EImer/ICE uses PSPG stabilization for the full Stokes equations rather than
using inf-sup stable velocity-pressure finite elements. This may be worth keeping in
mind when making comparisons to Elmer/ICE results. # Author’s reply 9

Yes, thank you for pointing this out.

# Changes in the manuscript 9

## Referee’s comment 10

| would be interested to see still more rigorous verification of FastICE, for example,
convergence analyses with grid refinement. One can do this on a method of manu-
factured solutions problem (see W. Leng, L. Ju, M. Gunzburger, S. Price. “Manufac-
tured solutions and the verification of three-dimensional Stokes ice-sheet models”, The
Cryosphere 7 19-29, 2013. for some MMS tests for the full Stokes equations) or by per-
forming a convergence study w.r.t. a reference solution on a fine mesh on a canonical
test case: ISMIP-HOM, Dome, Circular Shelf, Confined Shelf, etc. This is important
for creating a culture of verification within the climate modeling community, and also to
provide evidence that your results are trusted.

# Author’s reply 10

We agree and support the importance of a culture of verification within the climate
modelling community (and beyond). We thus provided an additional figure reporting the
convergence of our method for a given configuration among increase of the numerical
grid resolution. We report that our method is first order accurate (expected from the
finite-difference approximation) with regards to high-resolution reference results in both

C10

Printer-friendly version

Discussion paper


https://www.geosci-model-dev-discuss.net/
https://www.geosci-model-dev-discuss.net/gmd-2019-249/gmd-2019-249-AC2-print.pdf
https://www.geosci-model-dev-discuss.net/gmd-2019-249
http://creativecommons.org/licenses/by/3.0/

2-D and 3-D.
# Changes in the manuscript 10

Lines 441-458: We added a new Section “5.5: Validation of the FastlICE numerical
implementation” to discuss this topic and a related new Figure 16.

## Referee’s comment 11

In my opinion, including the MATLAB and Elmer/ICE results in the computational per-
formance section of the paper is somewhat misleading/confusing, given that the runs
are only on a single core CPU and not representative of CPU hardware capabilities. |
am not sure one can make a conclusion from the results that the CPU algorithms are
“bad” and the GPU ones are “good”. To do a fair comparison you would have to, for
instance, take 1 node of a machine with CPUs, max it out, and run Elmer/ICE, then
repeat the same procedure for 1 node + GPUs, and look at the relative CPU times. Are
you able to perform a study like this? | strongly suggest that you do this and modify the
results to have a fair comparison and to avoid misleading the reader.

# Author’s reply 11

We support your comment and agree one should not jump to conclusions about an
algorithm being “bad” or “good” based on those single-core CPU results displayed
besides GPU-based results. However, those are just facts and we want to show what
value to expect in our metric for a single-core CPU process. Due to the infinite number
of possible node configurations, | do not think that one could ever make a relevant
comparison. This motivated our choice to report the following results. We compared
non MPI Elmer/Ice runtime on a desktop machine versus a non MPI FastICE runtime
on a single desktop GPU, with the drawback that CPU utilisation is not maximised by
construction while GPU utilisation is. Finally, we are mostly interested to report the
scaling of the fastICE runtime with increase in problem size rather than to perform and
extensive comparison among FastICE and Elmer/Ice as performance cannot be fairly
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compared given the different approaches.
# Changes in the manuscript 11

## Referee’s comment 12

Ultimately, when you get to “real” ice sheet calculations, you will need a thickness
solver, to determine how your geometry will change in time. This would need to be
coupled with your temperature and velocity equations. Is adding the thickness solver
the next step? Please sketch out how that will fit in with your algorithm and maintain
performance on GPUs.

# Author’s reply 12

Indeed, including a thickness solver could be one way forward. That being said, our pri-
mary goal with FastICE is an improved process-based understanding of the boundaries
of fast flow including shear margins, grounding zones and the basal sliding interface
instead of focusing on “real” ice-sheet calculations for which several models already ex-
ist. Recent studies (e.g., Elsworth and Suckale, 2016) have shown that shear margin
locations can shift almost discontinuously over as little as a few months if their location
is governed by subglacial hydrology. These rapid adjustments of the sliding interface
are an important contributor to the uncertainty in near-term sea-level-rise projections
and are currently our primary focus. In most locations, with the possible exception of
Thwaites Glacier, ice thickness will change very little on the monthly to annual time
scale. With that scope in mind, a thickness solver is less important than integrating
multi-physics behavior such as englacial and subglacial hydrology. There is no general
answer on how these multi-physics components will alter GPU performance and we
agree that a careful implementation is necessary to maintain scalability. That being
said, the pseudo-transient algorithm behind FastICE lends itself to the integration of
other components and can be tailored to the need of future specific studies.
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# Changes in the manuscript 12

## Referee’s comment 13

On p. 29: you state that you “established that a relatively high spatial numerical reso-
lution is necessary to resolve the non-linear and spontaneous localisation of thermo-
mechanically coupled ice flow, including more than 100 grid-points in the vertical direc-
tion”. Can you please expand on this? It doesn’t seem like you really studied the effect
of vertical resolution in the problems presented, and this study would be more mean-
ingful on more realistic land ice geometries than those considered. 100 grid points in
the vertical dimension would be a lot more than is currently used in practice (most land
ice models use on the order of 10 finite elements in the vertical dimension regardless
of the horizontal spatial resolution although there is some evidence that more layers
may be needed for finer resolution problems in (Tezaur et al. 2015)).

# Author’s reply 13

High vertical (and horizontal) resolution will be needed to resolve local stress and pres-
sure gradient arising from interaction with non-flat topography or to dynamically capture
the localisation of strain and heat in the formation of shear-zones such as internal slid-
ing layers (see attached figure). Those results are in consideration for publication in a
separate study.

# Changes in the manuscript 13

## Referee’s comment 14 Printer-friendly version
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(Perego et al 2012) and (Tezaur et al. 2015) references are based on the first order
Stokes equations, which are derived using a hydrostatic approximation together with
the assumption that the ice sheet is thin. The (Bueler and Brown, 2009) reference
focuses on the shallow shelf approximation, not the shallow ice approximation. A sim-
ple fix would be to change “such as shallow ice models” to “such as first-order Stokes
(refs), shallow shelf (ref) and shallow ice (ref) models”.

P. 2, line 43: since you define CPU, you should also define GPU.

Title of Section 3 should be “Leveraging”.

Title of Section 5.4: should be “Experiment 4” instead of “Experiment 3.
P. 29, like 554: “lever” should be “leverage”.

# Author’s reply 14

Thank you for your suggestions. We rephrased that portion of the introduction following
your guideline:

GPU is defined 6 lines previous to the definition of CPU.

To lever (verb), to lever + age (noun), So the verb is to lever and not to leverage (see
this link https://this.isfluent.com/blog/2010/are-you-stupid-enough-to-use-leverage-as-
a-verb for further details - apologies for the somewhat inappropriate language).

Experiment 4 is a variation of Experiment 3. We thus renamed them Experiments 3a
and 3b for enhanced readability.

# Changes in the manuscript 14
Please see previous lines.

Sincerely yours,

Ludovic Réass, on behalf of the authors.
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