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Response to Reviewers
Moradi et al.

March 6, 2020

Dear Dr. Wolfgang Kurtz

Thank you for processing our manuscript and we appreciate the effort of reviewers in providing
detailed feedback toward the improvement of our manuscript. We have addressed all of the
comments below in a point by point response letter. We are pleased to inform you that all of
their suggestions have been implemented.

In brief, we have replaced the rural model, which originally had too many unjustified constants,
with a well-established surface layer model, i.e. the Monin-Obukhov Similarity Theory (MOST).
This fundamental change has resulted in improved performance of the VCWG model. We have
extended our model evaluation from a one-day comparison with field observation to a two-week
comparison with field observations. We are now calculating model hourly BIAS and Root Mean
Square Error (RMSE) for all model variables, including potential temperature, wind speed, and
specific humidity. We are also calculating the model hourly mean and standard deviation for
Urban Heat Island (UHI) over two weeks. We have extended the model exploration to include
testing all four sub models of VCWG including the building energy model and the radiation model.
Our seasonal exploration is now extended to an entire year.

We hope that you find this version of the manuscript satisfactory and in compliance with the
journal’s high standards. Please do not hesitate to inquire any further information. We will be
happy to include any further suggestions toward the improvement of the manuscript.

Regards,
Amir A. Aliabadi

On behalf of all co-authors



1 Reviewer 1

General: The paper introduces a computational platform for the simulation of urban microcli-
mate that is composed of four sub-models (all together named VCWG). The introduced model is
a vertical diffusion urban microclimate model that communicates with and receives its boundary
conditions from a rural model, a building energy model, and a radiation model. While the idea
of generating a computationally efficient model that considers the effect of the main microclimate
contributors (buildings, trees, etc.) is useful for practical applications, the model fails (fundamen-
tally) in representing the true physics. The level of simplification in the modeling assumptions,
together with the use of too many ‘unjustified’ parameterization is overwhelming. Major revision
in modeling is required before making it open to the public. I'll try to mention some of the major
issues:

Response: We thank the reviewer, and we agree that parameterizations and the physics can be
represented in a more justified manner, without overwhelming use of ‘unjustified” or ‘oversimplified’
parameterizations. We have benefited from the reviewer comments to examine our choices of
formulations for physical processes. Where possible we have considered and examined alternative
established models or reduced the number of fitted parameters needed. Nevertheless, it is the
nature of the model to use simplifying assumptions and fitted parameters because the model
considers numerous physical processes.

1.1 Comments

1. In the rural model, the authors mention that a mixing length based on Obukhov length may
fail in some condition, but what is the justification for the use of eq 37

Response: Thank you. We have now reformulated the rural model entirely based on the Monin-
Obukhov Similarity Theory (MOST). The specific models used are [Businger et al., 1971] and
[Dyer, 1974]. Here the stability parameter is defined as ( = z/L, where z is height above ground
and L is the Obukhov length. The rural model takes surface sensible heat flux from the energy
balance equations at the surface, aerodynamic roughness length scale z;, wind speed at 10 m,
and temperature at 2 m as input variables. It subsequently calculates friction velocity u, and the
vertical profile of the potential temperature according to the MOST formulation. It subsequently
forces the top potential temperature on the urban model as fixed boundary condition. It also
parameterizes the horizontal pressure gradient in the urban model as a function of friction velocity.
Please see section 2.1.2 of the revised manuscript for the complete explanation of using MOST.

2. In the mixing length equation (eq. 3), how Ccrur, which is a scaling correction factor, is
optimized? It is mentioned that it is ‘optimized’ to 1 during unstable conditions and 1.5 during
stable conditions (line 31, page 8). Why and how C* is optimized to 17

Response: Thank you. This equation is now entirely removed from the new rural model param-
eterization.

3. Looking into Aliabadi et al. 2019, it does not seem that the condition for eq. 4 is relevant for
the rural model in this work. If it does, it is not mentioned /justified by the authors. In addition,
it is not clear how this equation is found from Aliabadi et al. 2019.



Response: Thank you. This equation is now entirely removed from the new rural model param-
eterization.

4. What is the reference for equation 107 Why does it need a scaling factor and why is it fixed to
a value of 107 Based on which reasoning this equation is also scaled with Hbl=2000m?

Response: Thank you. The scaling factor and the associated equation is now entirely removed
from the new rural model parameterization.

5. What is the reference for the convective heat transfer equation (eq. 7)? What are the assump-
tions behind this model? How is it found, and for which condition it is valid?

Response: This equation is extracted from |Palyvos, 2008], which was determined from wind tun-
nel measurements for parallel flow condition. It has been used for the same purpose in a previous
study [Bueno et al., 2012] which introduces the Urban Weather Generator (UWG) model. UWG
is the predecessor model used and integrated into VCWG. We acknowledge that this formulation
does not consider aerodynamic roughness length and the thermal stability condition. The authors
are not aware of a better formulation for the convective heat transfer coefficient considering these
effects.

6. The same questions (regarding the justification, validity, references in the literature) is also
valid for the parametrization/equations of the pressure gradient and density equations.

Response: Thank you. This equation has been used extensively to force the momentum equation
in the urban vertical diffusion model |Krayenhoftf et al., 2015, |[Nazarian et al., 2019]. We can derive
this equation below. We can apply the law of the wall for the Navier-Stokes momentum equation
based on the following assumptions |[Bredberg, 2000]:

e One dimensional flow with variation only in the vertical direction

e Fully-developed flow with zero gradients in the streamwise direction, apart from a pressure
gradient

e Negligible convection

So, streamwise and vertical momentum equations are reduced to

oP d (AU
O——%—i—a(ua—puw) (Sl)
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Eq. can be integrated to determine pressure P(z,z) = —pw'w’ 4+ Pyqy(z). Inserting the latter

into eq. and assuming that dpw'w’/Ox = 0, then the integration yields
dPyan n du
J— Z —_—
dz arE
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At z = H,,,, where H,,, is the height of the top of the domain, the shear stress, pu/w’, and the
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velocity gradient OU/0z, are zero and the pressure gradient can be determined as

dpwall o 1
dz n Htop
where 7,,; is shear stress at the wall. Meanwhile, shear stress at a distance away from the

wall within the logarithmic layer, is pu?, while this value approximates shear stress at the wall
[Aliabadi, 2018]. Finally, the absolute pressure gradient can be determined as:

Twall s (84)

dpwall o Puz
dx N Htop .

(S.5)

7. Equations 1 to 9 that are used in rural model contain too many random/unjustified scaling
parameters that are just simply mentioned as optimized parameters. This allows the existence of
too many free knobs that can be fixed/switched freely to fit the results to desired ones.

Response: Thank you. The entire rural model is now formulated based on well-established
Monin-Obukhov Similarity Theory (MOST), which eliminates the need for use of too many un-
justified free parameters.

8. A detailed uncertainty quantification analysis for all parameters used in the model is required
to show the robustness of the model and to avoid over-fitting.

Response: Thank you. The number of unjustified parameters and scaling factors are now reduced

by replacing the diffusion model in the rural area with MOST. The critical bulk Richardson number

is set to be 0.25, which is widely recommended by other studies [Louis, 1979, Jericevi¢c and Grisogono, 2006].
As mentioned in Sec. 2.1.3., the diffusion coefficient and the corresponding parameters are based

on [Krayenhoff, 2014] and [Nazarian et al., 2019].

9. The whole rural model (that is based on several models, which are not physically justified) can
be replaced by simple day and nighttime potential temperature profiles that are widely exist in the
literature (even text books, e.g. Stull’s book) based on several field studies. Even an assumption
of constant profile in the mixed and SBL is a more reliable approach.

Response: Thank you. The entire rural model is now formulated based on well-established
Monin-Obukhov Similarity Theory (MOST), which eliminates the need for use of too many un-
justified free parameters.

10. Equations 10 and 11 (and rest of the equations in section 2.1.2) provided for the urban vertical
diffusion model are based on the assumption of horizontal homogeneity together with a zero mean
vertical velocity. Both these assumptions are strongly non-valid inside an urban area that makes
the use of these equations, which are inappropriate and wrong. Santiago and Martilli (2010)
are referenced for the use of these equations. However, this reference uses this formulation for
a mesoscale model over an urban area. Horizontal homogeneity and zero mean vertical velocity
could be valid for a mesoscale model, but there is no way to justify these assumptions for an urban
area.

Response: Thank you. We updated the reference list. The assumption here is not horizontal
homogeneity, because recent vertical diffusion models developed for urban climate simulations
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account for and parameterize dispersive terms, which are determined from Reynolds-Averaged
Navier Stokes (RANS) or Large Eddy Simulations (LES) of turbulent flows. In fact, disper-
sive terms account for horizontal and vertical exchanges arising from non-horizontal homogeneity
[Santiago and Martilli, 2010, |Krayenhoff, 2014, Krayenhoft et al., 2015} [Simon-Moral et al., 2017,
Nazarian et al., 2019, [Krayenhoff et al., 2020].

11. Based on what I mentioned above, the validation study in Sect. 3 is not reliable. However, for
future references, a complete validation study is desired for all aspects of the model. The model is
composed of four sub-models that their combined performance should be tested (especially when
they have a feedback interaction with each other). The validation study does not provide any
information regarding the building energy and radiation models.

Response: Thank you. We agree with the reviewer. We have extended the model ‘evaluation’
and ‘exploration’ analyses to consider all four sub-models. In addition, where possible, we perform
evaluation over a longer period of time (i.e. two weeks or an entire year).

For evaluation, we test aspects of the model for which we have observation data. For the entire
VCWG model we provide statistical measures of model performance. Specifically, we provide
the hourly BIAS and Root Mean Squre Error (RMSE) statistics for model-predicted potential
temperature, wind speed, and specific humidity against observations calculated for running the
model for two weeks. In addition, we calculate the hourly mean and standard deviation for
prediction of UHI, and we compare this prediction with observations of UHI.

For exploration, we test other aspects of the model separately. For the urban vertical diffusion
model, we run VCWG for two weeks in Vancouver, Canada, while investigating the effects of
changing plan area density, frontal area density, and leaf area density on vertical profiles of po-
tential temperature and horizontal wind speed. Please see sections 3.2.1 and 3.2.2 in the revised
manuscript.

For the building energy model, we run VCWG for two weeks in Vancouver, Canada, to study the
effects of building type, cooling system Coefficient Of Performance (COP), and heating system
thermal efficiency npeq; on cooling/heating waste heat, dehumidification waste heat, gas combus-
tion waste heat, water heating waste heat, and UHI. Figures and provide the time series of
waste heat fluxes and UHI associated with running VCWG under the above building energy con-
figurations. As far as building type is concerned, it is noted that a school substantially increases
the waste heat fluxes and UHI compared to a small office. As far as building COP and npeq
are concerned, it is noted that low-energy-efficient buildings increase the waste heat fluxes and
UHI compared to energy-efficient buildings. In section 3.2.3 of the revised manuscript we provide
hourly mean and standard deviation of the waste heat fluxes and UHI calculated for running the
model for two weeks along with a detailed discussion of this investigation.

For radiation model, we run VCWG for two weeks in Vancouver, Canada, to study the effects of
canyon aspect ratio and street canyon axis angle (with respect to the north axis) on direct solar
radiation flux, diffusive solar radiation flux, and net longwave and shortwave radiation fluxes.
Please see section 3.2.4 in the revised manuscript.

For the entire model, we test its performance in different seasons and different climate zones.
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Figure S.1: Effect of building type on cooling/heating waste heat, dehumidification waste heat, gas
combustion waste heat, water heating waste heat, and UHI; heat flux units specified per building
footprint area.
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Figure S.2: Effect of building cooling system Coefficient Of Performance (COP) and heating
system thermal efficiency (npeqt) on cooling/heating waste heat, dehumidification waste heat, gas
combustion waste heat, water heating waste heat, and UHI; heat flux units specified per building
footprint area.



Section 3.2.5 in the revised manuscript shows the VOWG results for the daily and seasonal variation
of the UHI in Vancouver, Canada. We also run VCWG for different cities with different climate
zones including Buenos Aires, Phoenix, Vancouver, Osaka, and Copenhagen. Please see section
3.2.6 in the revised manuscript.

12. I noticed that the contribution of two of the authors is described as ‘have improved the one-
dimensional vertical diffusion model for the urban climate based on large-eddy simulations’. Based
on the scope of the work, it is not clear how this improvement is done.

Response: Thank you. We specified the contribution of these two authors in the author contri-
bution section as

NN and ESK provided their code for the one-dimensional vertical diffusion model for the urban
climate that were integrated into VCWG.

2 Reviewer 2

The objective of this work, i.e. creating a detailed urban canopy model as an extension to simpler
models (Bueno et al. model) is worthwile. The advantage of the proposed approach is that it can
be used in standalone mode, not requiring a host mesoscale model, and thus constituting a very
computationally efficient way of simulating urban climate. However, I have several objections to
the manuscript:

Response: We thank the reviewer for the constructive comments. All reviewer comments have
been incorporated and addressed.

2.1 Comments

1. The approach makes very strong assumptions (e.g. regarding the establishment of the vertical
profiles); while sometimes this could work I am not convinced it does in this case, as I am not
convinced by the validation results.

Response: Thank you. We have improved the model given these comments. The rural model is

now parameterized based on well-established Monin-Obukhov Similarity Theory (MOST) [Businger et al., 197
to provide the vertical profile of potential temperature and friction velocity (at 10

m elevation) to force the urban model. The urban vertical diffusion model is obtained from

[Santiago and Martilli, 2010f Krayenhoff, 2014, [Krayenhoft et al., 2015/ [Simon-Moral et al., 2017,
[Krayenhott et al., 2020]. It is also updated with the most recent refinements proposed by [Nazarian et al., 2019
In this study, the urban vertical diffusion model is also rigorously tested using a two-week observa-

tion field campaign where the model performance is assessed by consideration of BIAS and RMSE

error statistics for potential temperature, wind speed, and specific humidity as well as mean and

standard deviation of UHI. In addition, the model is tested further under exploration mode to

assess its sub-model performance. We hope that the new approach taken provides convincing

results demonstrating that the model is fit for purpose.

2. the manuscript contains dubious parameterizations (see detailed comments below). the manuscript



contains odd data (e.g. extremely high saturation vapour pressure in Fig 5)

Response: Thank you. We fixed the very high saturation vapour pressure. As mentioned earlier,
new well-established parameterizations are considered. Most notably we are now using the MOST
formulation for the rural model. In the rural model, it is assumed that the specific humidity is
constant in the vertical direction. This assumption is valid so long as the water vapour pressure
is less than the saturation water vapour pressure for a given altitude. This condition must be
checked to confirm the adequacy of this assumption. The specific humidity can be calculated from
the ratio of water vapour density to the air density, which can be simplified using ideal gas law
Q = 0.622P,/P,, where P, is water vapor pressure and P, is the air pressure. We can calculate
the saturation pressure (Psy) using the Clausius-Clapeyron equation

(.6)

17.6257.,,,
Psat = 0.61094 exp (m) .

where P, is in kPa. A density profile is required to convert the real temperature profile in
the rural area (7}.,,) to potential temperature profile and vice versa. Using a reference density
(po), reference temperature (7p), and reference pressure (1) at the surface level from the weather
station at 2 m elevation, and considering a lapse rate of —0.000133 kg m~2 m~" for density within
the surface layer, the density profile can be simplistically parameterized by

p = po — 0.000133(z — zp). (S.7)

Fig. shows the time series of P,,; and P, on the top of the domain for two weeks run in
the rural area. Vapour pressure is always less than saturation pressure. So, Assuming constant
specific humidity up to the height of five times of average building height in the rural area does
not violate the requirement for constancy of the water vapour pressure with height
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Figure S.3: variation of water vapour pressure and saturation vapour pressure on the top of the
domain for the rural model

3. I noticed odd model behaviour (city cooler than rural area during the night in Fig 7)

Response: Thank you. By visiting the individual formulations in the model. We can now
reproduce the well-known diurnal variation of Urban Heat Island (UHI) in figure 15 of the revised
manuscript in section 3.2.6.



4. Too often clarity leaves to be desired; at several instances I couldn’t figure out the meaning of a
sentence, even after multiple readings. (examples in the detailed comments below). A less impor-
tant remark is perhaps that the authors do not refer to work by Erell and Williamson (2006), who
were perhaps the first to implement the approach of the present manuscript, i.e. forcing an urban
canopy model with rural data. (see https://rmets.onlinelibrary.wiley.com/doi/abs/10.1002/joc.1469)

Response: Thank you. We have checked and improved the clarity and meaning of sentences
throughout. The work by [Erell and Williamson, 2006] has been cited as follows in section 1.1

Another bulk flow (single-layer) model is Canyon Air Temperature (CAT) model, which uti-
lizes standard data from a meteorological station to estimate air temperature in a street canyon
|Erell and Williamson, 20006].

2.2 Detailed comments

5. Introduction, p2 110: (C. S. B. Grimmond, 2009) => (Grimmond, 2009)
Response: Thank you. We have fixed it.
6. p2 131: “paucity of microscale models” - what about the widely used ENVI-met model?

Response: Thank you. We have now reviewed high fidelity models based on Computational
Fluid Dynamics (CFD) with high spatiotemporal flow resolution in more detail and provided
some examples. ENVI-met is included in this review. Section 1.1 is now revised as follows:

Some example Computational Fluid Dynamics (CFD) models of this kind include Open-source
Field Operation And Manipulation (OpenFOAM) [Aliabadi et al., 2017, [Aliabadi et al., 201§],
Parallelized Large-Eddy Simulation Model (PALM) [Maronga et al., 2015| [Resler et al., 2017], and
ENVI-met [Crank et al., 2018§].

7. p3 125: Trees have a similar albedo than the urban surface, so have little potential for reducing
the overall albedo. The authors should revise their statement on this or else demonstrate its
validity.

Response: Thank you. We have revised the statement in section 1 as follows

Urban trees can potentially provide shade and shelter, and, therefore, change the energy balance
of the individual buildings as well as the entire city |[Akbari et al., 2001].

8. p.4: The authors state that urban canopy models (UCMs) “are not coupled to the surrounding
rural area”. This is only partially correct, since UCMs generally are part of a mesoscale model
and therefore are connected to the rural areas surrounding a city.

Response: Thank you. We have made more clarifications. In our approach VCWG is forced
with meteorological variables measured near the surface outside a city without the need to use
forcing variables from a mesoscale model. We made the following revisions in the manuscript
under section 1.1.
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More recently TUF-3D was coupled to an Indoor-Outdoor Building Energy Simulator (TUF-3D-
IOBES), but still this model adopted a bulk flow (single-layer) parameterization [Yaghoobian and Kleissl, 2012

More recently, the BEP model has been coupled to a Building Energy Model (BEP+BEM) but it
is forced with meteorological variables from higher altitudes above a city using mesoscale models,
instead of near surface meteorological variables measured outside the city (rural areas).

An overview of the literature reveals an apparent paucity of an independent urban microclimate
model that accounts for some spatiotemporal variation of meteorological parameters in the urban
environment and considers the effects of trees, building energy, radiation, and the connection to
the near-surface rural meteorological conditions measured outside a city, without the need for
mesoscale modeling, computationally efficiently and is operationally simple for practical applica-
tions.

9. p.4 128: Change ‘the direction that turbulent...” to ‘the direction in which turbulent...’
Response: Thank you. We have corrected it.

10. General comment: the Introduction is (too) long; at the same time there are many references to
rather old papers. The authors should consider reducing the length of the Introduction, preferably
in those paragraphs that refer to the older papers.

Response: Thank you. We have removed the general-knowledge information from the introduc-
tion with the associated references. Instead, we have focused on the review of the literature that
pertains to urban climate modelling, which is the main focus of this study. We have also reduced
the length of the objective section by moving material to the methodology section. Overall, the
introduction section is now one page shorter.

11. p6 127: what is ‘horizontal infrared radiation intensity’ (I am puzzled by the ‘horizontal’ is
this about radiation on a horizontal surface?)

Response: Thank you. We removed the variables from the EPW file that were not used by
VCWG. Section 2.1.2 now has the following statement.

The Rural Model (RM) takes latitude, longitude, dry bulb temperature, relative humidity, dew
point temperature, and pressure at 2 m elevation, wind speed and direction at 10 m elevation,
down-welling direct radiation, and down-welling diffuse radiation from an Energy Plus Weather

(EPW) file.

12. p6 128: same question for ‘diffuse horizontal radiation’ is this perhaps radiation falling onto a
horizontal plane?)

Response: Thank you. Please see our response to the previous comment.

13. p6 128: the Energy Plus Weather file is introduced a bit haphazardly, with just an Internet
link as reference (while the data taken from it are crucially important for the method). I, for one,
have no clue really what these data are, how good they are, what precisely is contained (hourly?,
which location exactly?, ...). Why not employ, for instance, hourly ERA5 data from ECMWE?

11



Or, for that matter, why not directly take vertical profiles from ERAb or a similar data source?

Response: Thank you. We agree that in addition to rural data from EPW, the VCWG model can
also be forced with weather or even climate models. This can be achieved by forcing the model
with near-surface rural meteorological variables, or by forcing the model on top of the surface
layer over an urban area. However, EPW files are easy to work with and accessible to a more
general user, while ECMWF data products are not convenient, requiring advanced knowledge in
meteorology. Nevertheless, the use of ECMWF data products can be made optional to the user
in future versions of VCWG. We have added a description of the EPW dataset in section 2.1.1 as
follows

Building energy and solar radiation simulations are typically carried out with standardized weather
files. Energy Plus Weather (EPW) files include recent weather data for 2100 locations and are
saved in the standard EnrgyPlus format, developed by US department of energyﬂ The data is
available for most North American cities, European cities, and other regions around the World.
The weather data are arranged by World Meteorological Organization (WMO) based on region and
country. An EPW file contains typical hourly-based data of meteorological variables. The meteo-
rological variables are dry bulb temperature, dew point temperature, relative humidity, incoming
direct and diffusive solar radiation fluxes from sky, wind direction, wind speed, sky condition,
precipitation, and general information about field logistics and soil properties. Precipitation data
is often missing in the EPW files, which affects calculation of latent heat in the rural area.

14. p6 130: how is the horizontal pressure gradient calculated from (I presume) a single pressure
observation?

Response: Thank you. The derivation for the calculation of the horizontal pressure gradient
is given in the response to reviewer 1 comment 6. This methodology uses the ‘law of the wall
concept’ and ‘scaling’ of the momentum transport equation to reduce the Navier-Stokes equation
to obtain the horizontal pressure gradient as a function of friction velocity and height of the top
of the domain.

15. p7 131: authors refer to Fig.4, but that is still several pages away. Please move this Figure
closer to where it is referred to first.

Response: Thank you. We have moved the figure to section 2.1.

16. p8 12: ‘The atmospheric variation...”: I am puzzled by the use of ‘atmospheric’; do the authors
perhaps mean to say ‘the vertical variation...”?

Response: Thank you. The whole rural model has been revised.
17. p8 17: why repeat the Internet link to the EPW? (appears on p.6 already)
Response: Thank you. We now avoid repeating the link.

18. p8 125: ‘In this study, the thermal stability condition is roughly approximated based on the

Thttps://energyplus.net/weather
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available incoming solar radiation in the way that presence or absence of incoming solar radiation
on the surface indicate unstable and stable conditions, respectively.” I have no clue what this is
supposed to mean concretely. I do understand that surface solar radiation affects stability, but
from reading this sentence I cannot imagine how this is done concretely in the model.

Response: Thank you. Please see our response to reviewer 1 comment 1. In the revised
manuscript, we formulate the rural model using the Monin-Obukhov Similarity Theory (MOST).
In this approach the thermal stability is given using the stability parameter ( = z/L, where z is
height above the ground (10 m), and L is Obukhov length, which is a function of friction velocity
and sensible heat flux at 10 m. Sensible heat flux at 10 m is calculated using energy balance near
the surface.

19. p9 eqd: the parameterization for u, appears very (too) simple: no effect of surface roughness,
no effect of atmospheric stability. I am sure that this expression works well for Guelph, Canada,
but how well does this work elsewhere?

Response: Thank you. Please see our response to reviewer 1 comment 1. Now we are using MOST
which fully accounts for surface aerodynamics roughness lengthscale zy and thermal stability ¢ =

z/L.

20. p9 16: ‘When the surface is warmer than air, upward heat flux released into the atmosphere
creates a thermally unstable condition.” Expressions like this are too obvious and belong rather to
text books than scientific papers. As a general comment: the authors could considerably shorten
their paper by removing statements like this one, which do not really contribute to the paper.

Response: Thank you. We have removed generic and textbook-type statements.

21. p9 113: ‘sensible heat flux from biogenic activity of vegetation’. What is this? I am puzzled
by ‘biogenic’, which I know in the context of e.g. emissions of - biogenic - chemical compounds,
but not when related to the sensible heat flux. Is this sensible energy released because of chemical
activity associated with biogenic emissions? I suppose not, but that is what it looks like...

Response: Thank you. It has been observed that energy balance of vegetation is crucial for
the development of accurate weather forecasting |Ciccioli et al., 1997]. Chemical and physiologi-
cal processes inside plants can alter vegetation temperature and consequently the global energy
circulation of soil-vegetation—atmosphere [van der Kooi et al., 2019].

22. p9 eq7: cfr my remark on eq4: the parameterization of the transfer coeffient for the calculation
of sensible heat flux appears too simple, not accounting for stability, roughness, ...

Response: Thank You. Please see our response to reviewer 1 comment 5. We acknowledge this
limitation of our model. At the moment, the authors are not aware of a better formulation for the
convective heat transfer coefficient considering effects of stability and surface roughness.

23. p9 123: ‘The rural model also outputs a horizontal pressure gradient based on friction velocity
calculation...”. Justify this.

Response: Thank you. This approach has been used extensively to force the momentum equa-
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tion in the urban vertical diffusion model |[Krayenhoft et al., 2015, |Nazarian et al., 2019], which
can be determined by applying the law of the wall for the Navier-Stokes momentum equation
|[Bredberg, 2000]. For more details, please see our responses to reviewer 1 comment 6 and reviewer
2 comment 19.

24. p9 125: what is the basis for the parameterisation for the pressure gradient (rho u**2 / Havg)?
Please add a reference to justify this.

Response: Thank you. Please see our response to reviewer 1 comment 6 and reviewer 2 comments
19 and 23.

25. p9 125: what is Havg? Later in the manuscript Havg represents average building height...
(does the horizontal pressure gradient depend on the building height??)

Response: Thank you. As explained in our response to reviewer 1 comment 6, that height is the
height of the top of the domain, which is now replaced with H,,, for clarity.

26. p9 127: the specific humidity does not vary with height in the model. This is a heavy
assumption, but I can imagine that with only surface data there is no way to actually do otherwise.
But the authors justify this by saying ‘This assumption is valid so long as the water vapour pressure
is less than the saturation water vapour pressure for a given altitude.” I disagree, as you can very
well have a vertically variable profile of specific humidity even when ‘the water vapour pressure is
less than the saturation water vapour pressure’.

Response: Thank you. We agree, and we removed the statement. Ideally, one may use the
Monin-Obukhov Similarity Theory (MOST) to infer vertical variation of specific humidity in the
surface layer if latent heat near the surface is available. However, latent heat is not an input to the
model and it is not available in the EPW dataset. So our assumption to not consider variation of
specific humidity with height is made for lack of a better assumption. Section 2.1.2 now contains
the following statement.

This assumption is made, for lack of a better assumption, because with only surface data and lack
of latent heat flux, it is not practical to calculate variation of specific humidity with height in the
surface layer.

27. pl1 eql5: how is waste heat (QHVAC) estimated?

Response: Thank you. Waste heat is calculated differently under cooling and heating modes.
Under cooling mode it is calculated by adding the cooling demand (Qo01), consisting of surface
cooling demand, ventilation demand, infiltration (or exfiltration) demand, and internal energy
demand (lighting, equipment, and occupants), energy consumption of the cooling system (W),
dehumidification demand (Qgenum), energy consumption by gas combustion (e.g. cooking) (Qgas),
and energy consumption for water heating (Quater)-
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QHVAC’ - qurf + Qven + anf + Qint +Wcool +Qdehum + ans + Qwater (88)

~~
Qcool

N J/

Vv
Cooling waste heat

Under heating mode, total waste heat is calculated by adding the heating waste heat (Qpear),
consisting of surface heating demand, ventilation demand, infiltration (or exfiltration) demand, and
internal energy demand (lighting, equipment, and occupants) (accounting for thermal efficiency
of the heating system (7peqr)), dehumidification demand (Qgepum), energy consumption by gas
combustion (e.g. cooking) ((Qges), and energy consumption for water heating (Quater)-

QHVAC’ - (qurf + Qven + anf + Qinﬁ)/nheat +Qdehum + ans + Qwater (89>
Q;;at

~~
Heating waste heat

Detailed mathematical definitions for each term are provided in the manuscript and in [Bueno Unzeta, 2010|
detailed.

28. Fig.4: upper right quadrant: correct ‘Hdomian’ (suppose this should be Hdomain instead)

Response: Thank you. To be consistent with the revised manuscript, we have replaced Hgomain
with Hy,.

29. p15 112: same remark as above regarding this parameterization of the pressure gradient
Response: Thank you. Please see our response to reviewer 1 comment 6.

30. pl6 16: the authors (again) state that specific humidity can well be constant with height; in
a situation with a non-zero surface latent heat flux this assumption will certainly not be correct.

Response: Thank you. We agree and acknowledge this as a limitation of our assumption. Please
see our response to reviewer 2 comment 26.

31. pl7 Figh: is it possible that the saturation vapour pressure (blue curve) is hugely overesti-
mated? see eg https://en.wikipedia.org/wiki/Vapour-pressure-of-water for some values: at 25 °C
the saturation vapour pressure is approx 3.17 kPa, while Figh shows values around 20 kPa (which
would imply temperatures of 60 °C). Is it possible that the authors have made a conversion error
between different units (mbar vs hPa / mbar vs kPa / ...)?

Response: Thank you. We have checked the equation for saturation pressure and there was a
unit conversion mistake. Please see our response to reviewer 2 comment 2. As shown in Fig. [S.3]
at all hours and all altitudes (considered at the top of the domain) the vapor pressure is below
saturation pressure.

32. p20 Fig7: the caption should say which line corresponds to the model and which the observa-
tions. I can of course guess which line is either of these, but still it should be included.
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Response: Thank you. We have replaced that figure with Fig. 5 in the revised manuscript,
which shows the evaluation of temperature at three specific heights, where field measurements are
available.

33. p20 Fig7: I am not convinced at all that the graphs confirm a good model performance. The
simulated profile (I assume the solid black line corresponds to model results - see remark above)
deviates substantially from the observed one. Also, the observations (dash/dot line) almost appear
not to change throughout the day, while the simulation result does vary between stable/unstable
atmospheric profiles.

Response: Thank you. Please see our response to reviewer 1 comment 11. We have extended the
model ‘evaluation’ and ‘exploration’ analyses to consider all four sub-models: rural model, urban
vertical diffusion model, radiation model, and building energy model. In addition, where possible,
we perform evaluation over a longer period of time (e.g. two weeks). In the new comparison, we
plot diurnal variation of BIAS and RMSE, as measured over two weeks in Guelph, for wind speed,
temperature, and specific humidity. Please see figures 5 and 6 in the new version of the manuscript.
For wind speed and temperature, the error statistics are reported at three heights. Any differences
in the model performance under thermally stable versus thermally unstable conditions would be
apparent in these plots. For instance we can see that the BIAS for predicting the potential
temperature is higher at night (thermally stable condition), while the BIAS for predicting wind
speed is higher during the day (thermally unstable condition). Overall, the model produces a
realistic diurnal and seasonal pattern for UHI as is evidenced in figures 14 and 15 of the revised
manuscript.

34. p20 Fig7: in the lower graph: the urban temperature goes below the rural value between (say)
0200 LST and 1000 LST. This is counter to anything I have seen in model results and observations.
Surprisingly, in the the late afternoon / early night this is reversed (urban temperature > rural
value). Could this issue be related to a spin-up effect? When considering Fig 15 (p30) I would
think the negative UHI in the first night of the simulation might be a spin-up effect.

Response: Thank you. This error has been fixed in the revised manuscript. Figures 14 and 15 in
the revised manuscript show the well-known diurnal pattern for UHI, showing higher UHI values
during nighttime and lower UHI values during daytime. Also, for Guelph, the average VCWG-
predicted mean and standard deviation for UHI are +1.20 and 1.53 K, respectively. These values
are in reasonable agreement with observations reporting mean and standard deviation for UHI of
+1.08 and 1.23 K, respectively.

35. p21 Fig9: this validation for Q is not convincing

Response: Thank you. We agree. Now we have calculated BIAS and RMSE of the model for
predicting ) over two weeks. Please see section 3.1 and figure 5 in the revised manuscript.

36. p22 Table2: using fractional bias or percentage error (cfr abstract) for temperature is not
appropriate, because in that case the error depends on the units employed. A bias on temperature
expressed in °C or in K gives completely different outcomes. So, a statement such as ‘the overall
model bias on potential temperature is 5%’ (abstract) has no meaning unless you specify the units
employed, and even then it is better to avoid it.
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Response: Thank you. We agree. Throughout the new revision of the manuscript we have
strictly forbidden any relative calculation of error, i.e. normalized bias or normalized root mean
square error, or other statistics, i.e. mean and standard deviation.
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Abstract. The Vertical City Weather Generator (VCWG) is a computationally efficient urban microclimate model developed
to predict temporal and vertical variation of temperature, wind speed, and specific humidity. It is composed of various sub

models: a rural model, an urban microclimate model, and a building energy model. In a nearby rural site, a+ural-medelis

the Monin-Obukhov Similarity Theo OST) is used to solve for the vertical profile of potential temperature

and friction velocity at 10 m elevation, which is forced with weather data. The rural model also calculates a horizontal pressure
gradient. The rural model outputs are then forced on a vertical diffusion urban microclimate model that solves vertical transport
equations for momentum, temperature, and specific humidity. The urban microclimate model is also coupled to a building
energy model using feedbaek-two-way interaction. The aerodynamic and thermal effects of urban elements and vegetation
are considered in VCWG. To evaluate the VCWG model, a microclimate field campaign was held in Guelph, Canada, from
15 July 2018 to 5 September 2018. The meteorological measurements were carried out under a comprehensive set of wind
directions, wind speeds, and thermal stability conditions in both the rural and the nearby urban areas. The model evaluation
indieated-indicates that the VCWG predieted-predicts vertical profiles of meteorological variables in reasonable agreement with
field measurementsfor-selected-days—In-comparison-to-measurements;the-overall- model-biases potential-temperatares-. The
average BIAS for wind speed, temperature and specific humidity were-within-5%;+H % -and-7%is 1.06 ms™!, —1.43 K, and
0.005 kegkg ", respectively. The modeled and observed Urban Heat Island (UHI) values are in agreement, VCWG-predicted
mean and standard deviation for UHI are +1.20 and 1.53 K, respectively, in reasonable agreement with observations reporting.
a mean and deviation for UHI of +1.08 and 1.23 K, respectively. The performance of the model was-is further explored

to investigate the effects of urban configurations such as plan and frontal area densities, varying levels of vegetation, building

energy configuration, radiation configuration, seasonal variations, different climate zones, and time series analysis on the model
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predictions. The results obtained from the explorations were-are reasonably consistent with previous studies in the literature,

justifying the reliability and computational efficiency of VCWG for operational urban development projects.

1 Introduction

Urban areas interact with the atmosphere through various exchange processes of heat, momentum, and mass, which sub-
stantially impact the human comfort, air quality, and urban energy consumption. Such complex interactions are observable

from the Urban Canopy Layer (UCL) to a few hundred meters within the Atmospheric Boundary Layer (ABL) (Britter and

Hanna, 2003). Much-of-theurban—<climateresearch-hasfoeused-on-UCL;—<¢haracterized-bya-heterogeneous-urban-—struetare

heat-gain-during-a-heat-wave-will- be-released-into-the-Modeling enables a deeper understanding of interactions between urban
areas and the atmosphere and can possibly offer solutions toward mitigating adverse effects of urban environment-atnights

h-1e aahla [] Oce ORY. Fayind nd n M A Nevarthale ha T vhenomenon —ore JECECEEN ad

Yangetal;20+7)—development on the climate. A brief review of modeling efforts is essential toward more accurate model
development for the understanding of urban areas-atmosphere interactions.

Mesoscale models incorporating the urban climate were initially aimed to resolve weather features with grid resolutions of
at best few hundred meters horizontally and a few meters vertically, without the functionality to resolve miero-seate-microscale

three-dimensional flows or to account for atmospheric interactions with specific urban elements such as roads, roofs, and walls
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(Bornstein, 1975). These models usually consider the effect of built-up areas by introducing an urban aerodynamic roughness
length (Grimmond and Oke, 1999) or adding source or sink terms in the momentum (drag) and energy (anthropogenic heat)
equations (Dupont et al., 2004). Therefore, if higher grid resolutions less than ten meters (horizontal and vertical) are desired
(Moeng et al., 2007; Wang et al., 2009; Talbot et al., 2012), microscale climate models should be deployed. Some efforts
also have begun to develop multi-seale-multiscale climate models by coupling mesoscale and microscale models (Chen et al.,
2011; Conry et al., 2014; Kochanski et al., 2015; Mauree et al., 2018).

energy-model-Numerous studies have used Computational Fluid Dynamics (CFD) to investigate the urban microclimate taking

into account interactions between the atmosphere and the urban elements with full three-dimensional flow analysis (Saneinejad
et al., 2012; Blocken, 2015; Nazarian and Kleissl, 2016; Aliabadi et al., 2017; Nazarian et al., 2018). Despite accurate predic-
tions, CFD models are not computationally efficient, particularly for weather forecasting at larger scales and for a long period
of time, and they usually do not represent many processes in the real atmosphere such as clouds and precipitation. As an alter-
native, UCMs require understanding of the interactions between the atmosphere and urban elements to parameterize various
exchange processes of radiation, momentum, heat, and moisture within and just above the canopy, based on experimental data
(Masson, 2000; Kusaka et al., 2001; Chin et al., 2005; Aliabadi et al., 2019), three-dimensional simulations, or simplified urban
configurations (Martilli et al., 2002; Coceal and Belcher, 2004; Krayenhoff et al., 2014, 2015; Nazarian and Kleissl, 2016).
These urban canopy models are more computationally efficient than CFD models. They are designed to provide more details
on heat storage and radiation exchange, while they employ less detailed flow calculations.

Urban microclimate models must account for a few unique features of the urban environment. Urban obstacles such as trees
and buildings contribute substantially to the changing of flow and turbulence patterns in cities (Kastner-Klein et al., 2004).
Difficulties arise when the spatially inhomogeneous urban areas create highly three-dimensional wind patterns that result in
the difficulty of parameterizations (Roth, 2000; Resler et al., 2017). For example, the surfaces of urban obstacles exert form
and skin drag and consequently alter flow direction and produce eddies at different spatiotemporal scales. This can lead to the
formation of shear layers at roof level with variable oscillation frequencies (Tseng et al., 2006; Masson et al., 2008; Zajic et al.,
2011), all of such phenomena should be properly approximated in parameterizations.

Heat exchanges between the indoor and outdoor environments significantly influence the urban microclimate. Various stud-
ies have attempted to parametrize heat sources and sinks caused by buildings such as heat fluxes due to infiltration, exfiltra-
tion, ventilation, walls, roofs, roads, windows, and building energy systems (Kikegawa et al., 2003; Salamanca et al., 2010;
Yaghoobian and Kleissl, 2012). Therefore, a Building Energy Model (BEM) is required to be properly integrated in an urban
microclimate model to take account of the impact of building energy performance on the urban microclimate (Bueno et al.,
2011, 2012b; Gros et al., 2014). This feedbaek-two-way interaction between the urban microclimate and indoor environment
can significantly affect UHE-Urban Heat Island (UHI) and energy consumption of buildings (Adnot et al., 2003; Salamanca
etal., 2014).
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Urban vegetation can substantially reduce the adverse effects of UHI, particularly during heat waves, resulting in more
thermal comfort (Grimmond et al., 1996; Akbari et al., 2001; Armson et al., 2012). Urban trees can potentially inerease-the
overall-albedo-of-a-eity;provide shade and shelter, and, therefore, change the energy balance of the individual buildings as well
as the entire city (Akbari et al., 2001). A study of the local-scale surface energy balance revealed that the amount of energy
dissipated due to the cooling effect of trees is not negligible and should be parameterized properly (Grimmond et al., 1996). In
addition, the interaction between urban elements, most importantly trees and buildings, is evident in radiation trapping within
the canyon and most importantly shading impact of trees (Krayenhoff et al., 2014; Redon et al., 2017; Broadbent et al., 2019).
Buildings and trees obstruct the sky with implications in long and shortwave radiation fluxes downward and upward that may
create unpredictable diurnal and seasonal changes in UHI (Futcher, 2008; Kleerekoper et al., 2012; Yang and Li, 2015). Also,
it has been shown that not only trees but also the fractional vegetation coverage on urban surfaces can alter urban temperatures
with implications in UHI (Armson et al., 2012). Trees, particularly those which are shorter than buildings, also exert drag and
alter flow patterns within the canopy, however, this effect is not as significant as that drag induced by buildings (Krayenhoff

et al., 2015). Such complex interactions must be accounted for in successful urban microclimate models.
1.1 Research Gaps

Numerous studies have focused on high fidelity urban microclimate models with high spatiotemporal flow resolution, capturing

important features of the urban microclimate with acceptable accuracy (Gowardhan et al., 2011; Soulhac et al., 2011; Blocken,

2015; Nazarian et al.. 2018). Some example Computational Fluid Dynamics (CED) models of this kind include Open-source
(PALM) (Maronga et al,, 2015; Resler et al., 2017), and ENVI-met (Crank et al., 2018). Despite the advances, however, high
fidelity models capable of resolving three-dimensional flows ;saeh-as-CED-orthose-extending to-mesoseale-weatherforeeasting;

at microscale are not computationally efficient and they are complex to implement for operational applications. As a remedy,
lower-dimensional flow urban microclimate models have been developed with many practical applications in city planning, ar-
chitecture, and engineering consulting. For example, bulk flow (single-layer) models such as Urban Weather Generator (UWG)
calculate the flow dynamics in one point, usually the centre of a hypothetical urban canyon, which is representative of all lo-
cations (Mills, 1997; Kusaka et al., 2001; Salamanca et al., 2010; Ryu et al., 2011; Bueno et al., 2012a, 2014). Another bulk
flow (single-layer) model is Canyon Air Temperature (CAT) model, which utilizes standard data from a meteorological station

to estimate air temperature in a street canyon (Erell and Williamson, 2006). The Town Energy Balance (TEB) calculates en-

ergy balances for urban surfaces, which is forced by meteorological data and incoming solar radiation in the urban site with

no connection to rural meteorological conditions (Masson et al., 2002). The Temperatures of Urban Facets - 3D (TUF-3D)
model calculates urban surface temperatures with the main focus on three-dimensional radiation exchange, but it adopts bulk
flow (single-layer) meodeling-modeling without a connection to the surrounding rural area (Krayenhoff and Voogt, 2007).
More recently TUFE-TUF-3D was coupled to an Indoor-Outdoor Building Energy Simulator (FEFTOBESTUF-3D-IOBES),
but still this model adopted a bulk flow (single-layer) parameterization with—ne—connection—teo—the—surrounding—ruralarea
(Yaghoobian and Kleissl, 2012). The multi-layer Building Effect Parametrization(BEP)model-oritsnextgeneration BEP-Tree
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modelinelude-Parametrization-Tree (BEP-Tree) model includes variable building heights, the vertical variation of climate vari-

ables and the effects of trees, but they-are-it is not linked to a building energy model (Martithi-et-al5-2002;: Krayenhoff; 2044)
Martilli et al., 2002; Krayenhoff, 2014; Krayenhoff et al., 2020). More recently, the BEP model has been coupled to a Build-
ing Energy Model (BEP+BEM) but witheut-a-conneetion-to-the rural-meteorological-conditionsit is forced with meteorological

variables from higher altitudes above a city using mesoscale models, instead of near surface meteorological variables measured
outside the city (rural areas). An overview of the literature reveals an apparent paucity of an independent urban microclimate

model that accounts for some spatiotemporal variation of meteorological parameters in the urban environment and considers
the effects of trees, building energy, radiation, and the connection to the near-surface rural meteorological conditions measured

outside a city, without the need for mesoscale modeling, computationally efficiently and is operationally simple for practical
applications.

1.2 Objectives

In this study, we present a new urban microclimate model, called the Vertical City Weather Generator (VCWG), which attempts
to overcome some of the limitations mentioned in the previous section. It resolves vertical profiles (the direction thatin which
turbulent transport is significant) of climate parameters, such as temperature, wind, and humidity, in relation to urban design
parameters. VCWG also includes a building energy model. It allows parametric investigation of design options on urban climate
control at multiple heights, particularly if high density and high-rise urban design options are considered. This is a significant
advantage over the bulk flow (single-layer) models such as UWG, which only consider one point for flow dynamics inside
a hypothetical canyon (Masson, 2000; Kusaka et al., 2001; Dupont et al., 2004; Krayenhoff and Voogt, 2007; Lee and Park,
2008; Bueno et al., 2012a, 2014). The VCWG is designed to cycle through different atmospheric stability conditions that could
be observed over the course of a day, but it is very computationally efficient with the capability to be run up to and beyond
an entire year. The advantages of VCWG are as follows. 1) It does not need to be coupled to a mesoscale weather model
because it functions standalone as a microclimate model. 2) Unlike many UCMs that are forced with climate variables above
the urban roughness sublayer (e.g. TUF-3D), VCWG is forced with rural climate variables measured at 2m (temperature and
humidity) and 10m (wind) elevation that are widely accessible and available around the world, making VCWG highly practical
for urban design investigations at-in different climates. 3) VCWG provides urban climate information in one dimension, i.e.
resolved vertically. This is advantageous over bulk flow (single-layer) models because vertical transport of momentum, heat,

and atmospheric species is significantly important. 4) VCWG is coupled with the building energy model using feedbaek

two-way interaction.
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To evaluate the model, a microclimate field campaign in a representative urban area and a surrounding rural area was held

in Guelph, Canada, during the Summer of 2018. Three components of wind velocity, temperature, relative humidity, and solar
radiation were rigorously measured in this field campaign at different locations and under a comprehensive set of wind speeds,
wind directions, and atmospheric stability conditions. To explore the model, the VCWG is set to run to investigate the effeet

effects of building dimensions, urban vegetations;-and-seasonal-changes-vegetation, building energy configuration, radiation
configuration, seasonal variations, other climates, and time series analysis on the model outcome. Fhe- VEW-G-is-also-set-to-run

L BuenocAire on—Vaneouver—O = d Conenhacen

1.3 Organization of the Article

The paper is structured as follows. Section 2 describes the methodology. In Sect. 2.1, all components of the VCWG and the
way that they are integrated are presented. Firsthy;-the-First, the Energy Plus Weather (EPW) dataset is introduced, which is the
background rural weather data used to force VCWG. Next, the Rural Model (RM), used to determine the potential temperature
profile, friction velocity, and the horizontal pressure gradient in the rural area, is described. Then, details are discussed for the
one-dimensional vertical diffusion model for the urban environment, the building energy model, and the radiation model, which
are forced by the RM to predict the vertical profiles of meteorological quantities in the urban area. Seet—Section 2.2 describes
the location and details of the field campaign, including meteorological instruments used. Section 3 provides the results and
discussion. It starts with the evaluation of VCWG by comparing simulation results with those of the field measurements in
Sect. 223.1. Then, results from other explorations including effects of building dimensions, foliage density, building energy
configuration, radiation configuration, seasonal variation, different climate zones, and time series analysis on urban climate are
presented in Sect. 223.2. Finally, Sect. 4 is devoted to conclusions and future work. Additional information about the equations

used in the model and the details about the VCWG software are provided in the appendix.

2 Methodology

2.1 Vertical City Weather Generator (VCWG)

Toth o the Vertical City Weathor G VOWG is introdieed.
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Figure 1 shows the VCWG model schematic. VCWG consists of four integrated sub modelsineluding-. 1) a Rural Model
(RM) (Sect. 2.1.2) that-forces meteorological boundary conditions on VCWG ;-a-based on Monin-Obukhov similarity theory
(Businger et al., 1971; Dyer, 1974) and a soil heat transfer model (Bueno et al., 2012a, 2014). 2) a one-dimensional vertical
diffusion model (Sect. 2.1.3) is used for calculation of the urban potential temperature, wind speed, turbulence kinetic energy,
and specific humidity profiles, considering the effect of trees, This model was initially developed by Santiago and Martilli (2010)

Trees (BEP-Tree), considering the effects of trees (Krayenhoff, 2014; Krayenhoff et al., 2015, 2020). 3) a Bu1ld1ng Energy
Model (BEM) (Sect. 2.1 4)

the sensible and latent waste heats of buildings imposed on the urban environment. This model is a component of the Urban
Weather Generator (UWG) (Bueneo-et-al;20H4)—and-model (Bueno et al., 2012a, 2014). 4) a radiation model eharaeterizing

longwave—(ee-andParlk;2008)-with vegetation (Sect 2.1.5) is used to compute the longwave (Loughner et al., 2012) and

shortwave (Redon et al., 2017)

the urban canyon and the atmosphere/sky.
The sub models are integrated to predict vertical variation of urban microclimate parameters including potential temperature,

n-heat exchanges between

wind speed, specific humidity, and turbulence kinetic energy as influenced by aerodynamic and thermal effeet-effects of urban
elements including longwave and shortwave radiation exchanges, sensible heat fluxes released from urban elements, cooling

effect of trees, and the induced drag by urban obstacles. Fig—-depiets-thesub-medels-inthe VEWG-and-theirrelationship-with
each-other—The Rural Model (RM) takes latitude, longitude, dry bulb temperature, relative humidity, dew point temperature,

and pressure at 2 m elevation, wind speed and direction at 10 m elevation, herizental-infrared-radiation—intensity,—global
horizontal-radiation;-direet-normal-down-welling direct radiation, and diffuse-horizontal-down-welling diffuse radiation from
an Energy Plus Weather (EPW) file'. For every time step, and forced with the set of weather data, the RM then computes a
potential temperature profile, a constant specific humidity profile, and a horizontal pressure gradient, all of which are forced
as boundary conditions to the one-dimensional vertical diffusion model in the urban area. The potential temperature and
specific humidity are forced as fixed values on top of the domain for the urban vertical diffusion model in the temperature
and specific humidity equations, respectively. The horizontal pressure gradient is forced as a source term for the urban vertical
diffusion model in the momentum equation. While forced by the RM, the urban one-dimensional vertical diffusion model
is also coupled with a building energy model and the two-dimensional radiation model. The three models have feedback
interaction and converge to a selution—(temperature-and-wind-speed)-potential temperature solution iteratively. The urban
one-dimensional vertical diffusion model calculates the flow quantities at the centre of control volumes, which are generated

by splitting the urban computational domain into multiple layers within an above the urban canyon (see Fig. 2). The urban

domain extends to five times building height that conservatively includes the entire roughness-sublayer-within-the-atmospherie
1 .- .




boundary-tayer-atmospheric roughness sublayer (Santiago and Martilli, 2010; Aliabadi et al., 2017). The feedback interaction
coupling scheme among the building energy model, radiation model, and the urban one-dimensional vertical diffusion model
is designed to update the boundary conditions, surfaces temperatures, and the source/sink terms in the transport equations. For
each time step, the iterative ealeulation-calculations for all the sub models eentinues-continue until the convergence criterion of

5 temperature-and-wind-speed-potential temperature in the canyon are fulfilled. More details about the sub models are provided

in the subsequent sections and the appendix.

Rural Station Model — ={ Urban Station Model

Interaction between 1-D Urban Canopy Model and Building Energy
Model:

Solve 1-D vertical k — [ model for momentum, temperature,
turbulent kinetic energy, and specific humidity. The equations are
fully coupled with building energy model, radiation model, and rural
station model. Aerodynamic and thermal effects of buildings and
trees are included

Vertical profile of wind
speed, temperature,
and TKE

Iy ¥
-0

Monin-Obukhov Similarity Theory
(MOST):

Solve for vertical profile of potential
temperature and friction velocity at 10 m

radiation absorbed by the
road, walls, windows, and
trees. Account shading effect
of trees

Figure 1. The schematic of Vertical City Weather Generator (VCWG).
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Building energy and solar radiation simulations are typically carried out with standardized weather files. Energy Plus Weather
(EPW) files include recent weather data for 2100 locations and are saved in the standard EnrgyPlus format, developed by US.
10 department of energy.' The data is available for most North American cities, European cities. and other regions around the
World. The weather data are arranged by World Meteorological Organization (WMO) based on region and country. An EPW.
file contains typical hourly-based data of meteorological variables. The meteorological variables are dry bulb temperature, dew.
point temperature, relative humidity, incoming direct and diffusive solar radiation fluxes from sky, wind direction, wind speed,

Thttps://ener;

lus.net/weather
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Figure 2. Simplified urban area used in VCWG and corresponding layers of control volumes within and above the canyon. The height of the

domain is five times of the average building height.

sky condition, precipitation, and general information about field logistics and soil properties. Precipitation data is often missin

in the EPW files, which affects calculation of latent heat in the rural area.

21.2 Rural Model

In the rural model{seeFig—);—a—Vertical DiffusionMedel{VDM)—ealeulates—, the Monin—Obukhov Similarity Theo

MOST) is used to solve for the vertical profile of potential temperature in-the—rural-site-using-meteorological-infermation
be-qua eady—Ateve me-step-ot-the-mode S by-rural-meastrements—at-and

friction velocity at 10 m +i-e- 5 i i 3 levation using meteorological
measurements near the surface. MOST is usually applied to the atmospheric surface layer over flat and homogeneous lands
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to describe the vertical profiles of wind speed, potential temperature, and specific humidity as functions of momentum flux
sensible heat flux, and latent heat flux measured near the surface, respectively. Using MOST the gradient of potential tempera-

ture using-the-foreed-temperature-and-other-parameters—such-as-a-source/sinkterm;-ditfusion-—coetheient-and-mixinglength:

hypeothesis-given b
0 Km 6@7"7“" Qnet TUT z
- —( — = 2 (I) e 1
0 82( Pr, 0z st pCrlusz A (L)’ M

where O, is mean potential temperature in the rural site;is-turbulent-diffusivity for-momentum;is-turbulent Prandthnumber;

] i}
Aan socactad—th an d rambe vartes-between—to

asrur

K,, = (*

0z

area, Qnet,rur is net rural sensible heat flux, p is air density near the rural surface, C,, is air specific heat capacity, u, is friction
velocity, and  is the von Kdrmdn constant. ®y is known as the universal dimensionless temperature gradient. This terms was
estimated for different thermal stability conditions based on experimental data by (Businger et al., 1971; Dyer, 1974

0.74+4.7%, % > 0(Stable)
z
Pu (f) =140.74, £ = 0(Neutral) 2
0.74(1—%)""* 2 < o(Unstable).

10
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In the dimensionless stability parameter z/L, _z is height above ground and L is Obukhov-Length given b

_Grurz: m 3
[ = —Zrune=gmly 3)

Qnet.rur
K net,rur
9 pCp

obtained-by-(Gryning-et-al52007)-observed that there is a monotonic reduction in friction velocity with increasing stratification

Joffre et al., 2001). So, friction velocity in Eq. 1 is estimated from momentum flux generalization (Monin and Obukhov, 1957)

189S ur 11 1w, z
ZMQ;Z\N  Cerur (Q - Ciusy )’;Nii/[ (é) 7 @

a a ofrstan O vEC10 y-WwaS-patra aoasca-onhctaaata

&ﬂéﬂfb&nﬂfeaﬁeeﬁed%ﬂ—Gtw}phremmd&&%ﬁabadfw}gmr is the mean horizontal wind speed in the rural area and
®y 1 is the universal dimensionless wind shear and is estimated for different thermal stability conditions based on experimental
data (Businger et al., 1971; Dyer, 1974

14+4.7%, 7 > 0(Stable)
z
ux Doy (L) =0.07pyr +0.12. 4 1, £ = 0(Neutral) )
(1- %)_1/4, £ < 0(Unstable).

—Friction velocity can be determined by
numerically integrating Eq. 4 from the elevation of the rural aerodynamic roughness length zo to 10 m in an iterative process.
This method provides a friction velocity that is corrected for thermal stability effects. The potential temperature profiles are
also obtained by numerical integration of Eq. 1.

Meteorological information obtained from the weather station including direct and diffuse solar radiation, temperature at the

height-of-2 m elevation, and wind speed at the-height-of-10 m elevation are used to calculate the net sensible heat flux at the

11
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surface

Qnet,rur = QHveg,rur + hconv (TO,rur - Tair,rur) + Qrad,rura (6)

sensible heat flux

where Qnet,rur 18 the net sensible heat flux (positive upward from the surface into the atmosphere at the rural site), QHveg,rur 1S
the sensible heat flux from biogenic activity of vegetation (Ciccioli et al., 1997; van der Kooi et al., 2019), h.ony is the convec-

tion heat transfer coefficient at the surface, T ;. 18 the rural surface temperature calculated by the rural model, Ty 1, is the

air temperature at the-height-of-2 m elevation, and Qraq rur is the longwave and shortwave radiation absorbed by rural surface

(for more details see Appendix A). Fherefore;the-heat-sink/souree-term-inEq—22-can-be-parameterized-as-

Qnet rur 1
= () ——.
! /( /)Op ) Hbl '

and-is-the-diurnally-averaged-boundary-layer-height—Numerous studies have focused on parameterization of convection heat

transfer coefficient reviewed by Palyvos (2008). In this study, the following boundary-layer type correlation between h.,, and

mean wind speed (§rur,z:10m) is used
Beony = 3.78 ur + 5.8. @)

The rural model also outputs a horizontal pressure gradient based on-the friction velocity calculation that is later used as a

source term for the urban one-dimensional vertical diffusion momentum equation. The pressure gradient is parameterized as -

pus/Heop, where

Hiop is the height of the top of the domain, here five times the average building height (Krayenhoff et al., 2015; Nazarian et al., 2019

Another assumption made in the rural model is that the specific humidity is constant in the vertical direction, i.e. invariant
with height, for the lowest range of the atmospheric surface layer. This assumption is valid-so-long-as-the-water-vapour-pressure

Pyt = 6.1094 exp (

17.625T ).,y
i Tyur +243.04 )

made, for lack of a better assumption, because with only surface data and lack of latent heat flux, it is not practical to calculate
variation of specific humidity with height in the surface layer.

A density profile is required to convert the real temperature profile in the rural area (T},;) to potential temperature profile

and vice versa, which is used in the Eq. 2?1, Using a reference density (py), reference temperature (Ty), and reference pressure

12
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m~! for

(Po) at the surface level from the weather station at 2 m elevation, and considering a lapse rate of —0.000133 kg m™

density within the surface layer, the density profile can be simplistically parameterized by

p = po—0.000133(z — z).

= p0.—0.000133(2 — 20).

After eheeking-that-the

calculating potential temperature and specific humidity at the top of the domain by the rural model, these values can be applied
as a-fixed-value-fixed-value boundary condition at the top of the domain in the urban one-dimensional vertical diffusion model

in the energy and specific humidity transport equationequations.

2.1.3 Urban Vertical Diffusion Model

Numerous studies have attempted to parameterize the interaction between urban elements and the atmosphere in terms of
dynamical and thermal effects, from very simple models based on Menin-Obukhev-similarity-theory-MOST (Stull, 1988), to
the bulk flow (single-layer) parameterizations (Krayenhoff and Voogt, 2007; Masson, 2000; Kusaka et al., 2001; Bueno et al.,

2014), to multi-layer models (Hamdi-and-Masson; 2008:-Santiago-and-Ma - 2010; Krayenhofl et al.. 20 Hamdi and Masson, 2008;

with different levels of complexity. The multi-layer models usually treat aerodynamic and thermal effects of urban elements as
sink or source terms in momentum, heat, specific humidity, and turbulence kinetic energy equations. Parameterization of the
exchange processes between the urban elements and the atmosphere can be accomplished using either experimental data or
CFD simulations (Martilli et al., 2002; Dupont et al., 2004; Kondo et al., 2005; Kono et al., 2010; Lundquist et al., 2010; Santi-
ago and Martilli, 2010; Krayenhoff et al., 2015; Aliabadi et al., 2019). CFD-based parameterizations proposed by Martilli and
Santiago (2007), Santiago and Martilli (2010), and-Krayenhoff-et-ak(2645)Krayenhoff et al. (2015), Nazarian et al. (2019)
use results from Reynolds-Averaged Navier-Stokes (RANS) stmutations-or Large-Eddy Simulations (LES) including effects
of trees and buildings. These parameterizations consider the CFD results at different elevations after being temporally and
horizontally averaged.

For the one-dimensional vertical diffusion model, any variable such as cross- and along-canyon wind velocities (U and
V, respectively), potential temperature (©), and specific humidity (Q) is presented using Reynolds averaging. The one-

dimensional time-averaged momentum equations in the cross- and along-canyon components -which-are-originally-developed

by-Santiage-and-MartiHi-(2640);-can be shown as (Santiago and Martilli, 2010; Krayenhoff, 2014; Krayenhoff et al., 2015; Simon-Moral et

T S, ®)

ot 0z podr ~~
~—~— III
I II
)% ovw 10P
= —-oo— Dy, ©)
ot 0z poy ~—~
) Y IITI
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where P is time-averaged pressure. The terms on the right hand side of Eqs. 8 and 9 are the vertical gradient of turbulent flux
of momentum (I), acceleration due to the large-scale pressure gradient (II), and the sum of pressure, building form, building
skin, and vegetation drag terms (III). The parameterization of the latter term is detailed in Appendix A based-on—studies
by-Santiago-and-Martili-(2010)-and-IKrayenhoffet-al(2045)-and-and is not reported here for brevity. K-theory was used to
parameterize the vertical momentum fluxes, i.e. duw/0z = —K,,0U /0= and Ovw/0z = —K,,0V /0= (the same approach

will be used in energy and humidity equations), where the diffusion coefficient is calculated using a k—¢ model

Ko = Cplik'/?, (10)

where Cy is a constant and 4y is a length scale optimized using €FDsensitivity analysis based on CFD (Nazarian et al., 2019).
C can be obtained based on the bulk Richardson number Ri,=gH,,, AO/ (Agzgavg), where g is gravitational acceleration,
H,y is average building height, A© and AS are the variation of temperature and horizontal wind speed over vertical distance
Havg (i.e. roof level minus street level), and @avg is the mean temperature in the canyon. After-performingan-optimization
procedure-the-best-value-of-Cy was determined depending on a critical bulk Richardson number, which is set to +-0.25. The
value C=2 is used for unstable condition (J-and-Riy, > 0.25) and Ci=1 is used for stable condition (Ri}, < 0.25). More details
on Cy and ¢y are provided in Krayenhoff (2014) and Nazarian et al. (2019). The turbulence kinetic energy k can be calculated

using a prognostic equation (Stal; 1988)(Krayenhoff et al., 2015

ok oUuN2  ,0VN2] 0 (K, Ok g K., 00

Dok ([ s Z(2mT) _J Em P _ 11

ot m{(az) +(3) }*az(ak 82) Oy Pr, 02 Tk < (n
T II III v

where g is acceleration due to gravity and Oy is a reference potential temperature. The terms on the right hand side of Eq. 11 are
shear production (I), turbulent transport of kinetic energy parameterized based on K-theory (II), buoyant production/dissipation
(III), wake production by urban obstacles (IV), and dissipation (V). Parameterization of the last two terms is presented in more
details-detail in Appendix A and Krayenhoff (2014) and not reported here for brevity. oy is turbulent Prandtl number for kinetic
energy, which is generally suggested to be ox=1 (Pope, 2000).
To calculate vertical profile of potential temperature in the urban area, the transport equation can be derived as
6(‘97? = i(gﬂi?g) +Ser + Sec + Sew + Sev + Se + Sewaste, (12)
I7

I

where the first term on the right hand side is turbulent transport of heat (I) and the heat sink/source terms (IT) correspond to sen-

sible heat exchanges with roof (Sgr), ground (Seg), wall (Sew ), urban vegetation Sgv, and radiative divergence Sga detailed
in appendix A and by Krayenheffet-al-(2014)-Krayenhoff (2014) and not reported here for brevity (see Fig. 1). Contribution

of the waste heat emissions from building heating ventilation and air conditioning (HVAC) system Sgwaste 1S parameterized

by

1
S was e:Es T AL ) 13
Owast tpCpAZQHVAC (13)
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where Qpvac is total sensible waste heat released into the urban atmosphere per building footprint area, Fy; is the fraction of
waste heat released at street level, while the remainder fraction 1—Fy; is released at roof level, and Az is grid discretization in
the vertical direction. Depending on the type of building, waste heat emissions can be released partially at street level and the

rest at roof level, which can be adjusted by changing F; from O to 1. In this study, it is set to —0.3. Term Qgvac is calculated

by the building energy model as

QHVAC = qurf + Qven + anf + Qint +Wcool +Qdehum + ans + Qwatera (14)
Qcool

Cooling waste heat

QHVAC = (qurf + Qven + QM’Lf + Qint)/nheat +Qd6hum + ans + Qwatera (15)
Qh,eat

Heating waste heat

under cooling and heating mode, respectively. Under cooling mode Quvac is calculated by adding the cooling demand ool)

consisting of surface cooling demand, ventilation demand, infiltration (or exfiltration) demand, and internal energy demand
lighting, equipment, and occupants), energy consumption of the cooling system (W ..,.;), dehumidification demand (Q) 4. )
energy consumption by gas combustion (e.g. cooking) ( , and energy consumption for water heating ( ter). Under
heating mode, Qmvac is calculated by adding the heating waste heat (Q,.q0), consisting of surface heating demand, ventilation
demand, infiltration (or exfiltration) demand, and internal energy demand (lighting, equipment, and occupants) (accounting for
thermal efficiency of the heating system (19p.q¢)), dehumidification demand (Q 4. ), energy consumption by gas combustion
e.g. cooking) and energy consumption for water heatin e

To complete the urban one-dimensional vertical diffusion model (see Fig. 1), the transport equation for specific humidity is

0Q 0 (K,Q
£l a(sa) +5av; (16
II
I

where Q is time-averaged specific humidity. The turbulent transport of specific humidity (I) is parameterized based on K-
theory, Scy is turbulent Schmidt number set to 1 in this study, and source term Sqy (II) is caused by latent heat from vegetation

detailed in appendix A and by Krayenhoff (2014) but not reported here for brevity.

2.1.4 Building Energy Model

t § O as—o § po a—that-Sy H on—<an

Pe-Munek-et-al;2013:-Schoetteret-al-2047H—In this study, the balance equation for convection, conduction, and radiatio
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heat fluxes is applied to all building elements (wall, roof, floor, windows, ceiling, and internal mass) to calculate the indoor
air temperature. Then, a sensible heat balance equation, between convective heat fluxes released from indoor surfaces and
internal heat gain-gains and sensible heat fluxes from HVAC system and infiltration (or exfiltration), is solved to obtain the time
evolution of indoor temperature as

dTm
VpCp

= ZQCU@' + anin + Qinj'/e:cj' + sts qurf + Qven + anf + Qint Qcool/heat? (17)

where ¥ is indoor volume, Tj, is indoor air temperature t&hea&eeﬂdue&eﬁffefrrﬂie%uﬁdmge}emems—t&mfefﬂa%heaﬁgaﬂ%

emand Qcool/heat is cooling
or heating demand as specified in Egs. 14 and 15. More details on parameterization of the terms in Eq. 17 can be found in

appendix A and Bueno et al. (2012b) but are not reported here for brevity.

Fhe-same-A similar balance equation can be derived for latent heat to determine the time evolution of the indoor air specific
humidity
er
VPLL dtL L = anin + anf + Q.Sg/57

fhe—ﬂther&ﬂthdeﬁf—Eq—‘L‘Lafeas well as the dehumidification load which is parameterized in Bueno et al. (2012b)
but are-is not detailed here for brevity. Note that energy consumption by gas combustion (e.g. cookin and water heatin

does not influence indoor air temperature or specific humidity, but such energy consumption sources appear in the

waste heat Egs. 14 and 15. These terms are determined from schedules (Bueno et al., 2012b).

2.1.5 Radiation Model with Vegetation

In VCWG, there are two types of vegetation: surface-covered-vegetation-ground vegetation cover and trees. Surface-covered

vegetation-Ground vegetation cover fraction is specified by surface-fraction-covered-by-vegetationds. Tree vegetation is speci-
fied by threefour parameters: Leaf Area Index (EAILALI), Leaf Area Density (FABLAD) profile, cover fraction of tree canopy

d¢, and trunk height h¢. Both types of vegetation are specified with the same albedo o and emissivity ey. The VCWG user can
change these input parameters for different vegetation structures. The parameterization of shortwave radiation accounts for the

incoming direct and diffuse components of solar radiation, and it is used in this study to account for the shading effects of trees
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on vertical and horizontal urban surfaces as well as the shading effect of buildings on trees. The total amount of shortwave radi-
ation absorbed by each urban element S; is calculated by adding the before-reflection absorption of shortwave radiation to the
sum of multiple infinitereflections within the canyon (Redon et al., 2017). Parameterization of the longwave radiation received

and emitted by the urban elements 1

alowed-(ee-and Park;2008)L; assumes Lambertian surfaces. Again the total amount of longwave radiation absorbed by each

urban element is calculated by adding the before-reflection absorption of longwave radiation to the sum of multiple reflections
within the canyon (Loughner et al., 2012). Both shortwave and longwave radiation models are coupled to the vertical diffusion

and the building energy models using feedback interaction. Detailed formulations are not provided here for brevity, but the

reader is referred to the appendix A and original studies by Redon et al. (2017) and Eee-andPark(2008)Loughner et al. (2012

2.2 Experimental Field Campaign
2.2.1 Logistics

To evaluate results from VCWG, comprehensive microclimate field measurements were conducted from 15 July 2018 to 5
September 2018, in Guelph, Canada, which is detailed below. Guelph is located in southwestern Ontario, Canada, with cold
Winters and humid Summers. The urban microclimate field measurements were conducted in the Reek Walk, a typical quasi
two-dimensional urban canyon, located at the University of Guelph (43.5323°N and 80.2253°W). The rural microclimate
field measurements were conducted in the Guelph Turfgrass Institute, a research green space area located at 43.5473°N and
80.2149°W, about 2 km northeast of the Reek Walk —(see Fig. 3). The average building height for the urban area is Hay =20
m, and the plan area density is A,=0.55. The road, Reek Walk, where meteorological instruments are-were installed, is covered
by grass and asphalt in equal fractions. As shown in Fig. 3, urban trees are distributed across the neighbourhood.

The urban canyon axis is oriented in the northwest-southeast direction and x and y directions are set to be cross- and the
along-canyon, respectively (see Fig. 4). The frontal area density A¢ varies from 0.31 to 0.51 when the approaching wind
direction changes from along- to cross-canyon, respectively. Figure 4 shows that the predominant wind directions were from
west and southwest, roughly perpendicular to the canyon axis, for the field campaign duration. Based on studies aimed to
characterize the wind flow pattern within a built-up area (Zajic et al., 2011; Grimmond and Oke, 1999), the observed flow
configuration alternates between skimming flow and wake interface regimes. However, the flow within the urban site is more

complicated than the simple regimes and the associated parametrizations.
2.2.2 Instruments

In the rural site, wind speed, wind direction (at 10 m elevation), relative humidity, and temperature (at 2 m elevation) are
collected on an hourly basis by the Guelph Turfgrass Institute meteorological station, which bears World Meteorological

Organization (WMO) identifier 71833.
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Figure 3. ta)-Fop-view-View of the rural weather station (Guelph Turfgrass Institute) and the urban site (Reek Walk, University of Guelph)

weather-stationsused for the microclimate field campaign; ¢b)-inset map shows the location of the meteorological instruments in the urban

a-images were obtained from Google Earth.

Data from this station and those of EPW for London, Ontario, were combined to create an EPW dataset for model evaluation.

In the urban site, meteorological infermation-data was collected within and above the canyon using five 81000 R. M. Young
ultrasonic anemometers from Young U.S.A.? distributed horizontally and vertically. The accuracy and resolution of measure-
ments for wind speed were +£1% and 0.01 m s~ !, respectively, and for temperature were +2 K and 0.01 K, respectively. Four
anemometers were deployed within the canyon, two were placed on a pole at heights of 2.4 m and 5.5 m elevation from the
ground and the other two anemometers were located 4 m and 30 m away from the pole in the cross- and along-canyon direc-
tions, respectively. The fifth anemometer was deployed on a tripod on the roof at 2.5 m height-elevation from roof level (see Fig.
3b). Three of these anemometers located at different elevations were used for comparison to VCWG model results. It has been

Zhttp-Hwww-minisodat.com/sodar/
Zhttp://youngusa.com/
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Figure 4. Wind rose plot above the urban site (Reek Walk, University of Guelph) between 15 July 2018 and 5 September 2018; image was
obtained from Google Earth.

suggested that the sampling frequency should be at least 10 Hz to measure 5 +Gi =

atmospheric turbulence (Balogun et al., 2010; Giometto et al., 2016; Aliabadi et al., 2019). The anemometers were adjusted to

sample three components of wind speed and air temperature at a frequency of 20 Hz using Campbell Scientific’ CR6 data

sa’ were-also-used-near-thesurfacesat-street-and-reeflevels
ity—As shown in Fig. 3b,

a Campbell Scientific HMP60 sensor was deployed at the-street-devell m elevation, which measured minute-averaged relative
humidity with an accuracy of +3% and temperature with an accuracy of +0.6K.

Wind tunnel tests were conducted to calibrate the wind speeds measured by the ultrasonic anemometers against a reference
pitot tube (No figures are shown for this calibration). The HMP60 sensor was used as the reference measurement to calibrate

all other temperatures and relative humidities measured, including those of the WMO station.
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3 Results and Discussion

In this section, the VCWG model results are compared to the microclimate field measurements. We also explored the capability

of the model to predict urban climate for varieus-urban-configurations-and-in-different-climate-conditionsinvestigations of the

effects of building dimensions, urban vegetation, building energy configuration, radiation configuration, seasonal variations
and other climates. The simplified urban neighbourhood is depicted in Fig. 2. In VCWG, buildings with uniformly-distributed

height, equal width, and equal spacing from one another, represent the urban area. The computational domain height is five
times the average building height, which makes it suitable for microclimate analysis (Santiago and Martilli, 2010; Aliabadi
etal., 2017). A uniform Cartesian grid with 2 m vertical resolution is used, where buildings are removed from control volumes
(see Fig. 2). The flow is assumed to be pressure-driven with the pressure gradient of pu? /H,p,, which is decomposed into the x
and y directions based on the wind angle. In this equation, the adjustment for wind angle is made based on canyon orientation
and the incoming wind angle at the top of the domain. This pressure gradient is forced as source terms on the momentum Eqgs.
8 and 9. The boundary condition for potential temperature and humidity equations (Egs. 12 and 16) are determined from the
rural model (see Fig. 1). Thus, the VCWG is aimed to calculate momentum and energy exchanges for the centre of each cell

in the vertical direction based on the boundary conditions obtained from the rural model, the building energy model, and the

radiation model.

20



10

15

20

25

30

proposed-by-WMO-(2003)-
0.3048z, )5,2553

P=101325(1 — —————
013 5( 145366.45

The results of the VCWG are now compared to the measured data in-collected during the microclimate field campaign. The

actual weather data in the rural area including wind speed and wind direction at 10 m heightelevation, temperature and relative
humidity at 2 m heightelevation, atmospheric pressure, and terms describing radiative eompenents-fluxes are used from the
WMO-and-the-field-campaign-datasetsassembled EPW dataset. The input parameters representing the urban area are listed in
Table 2?1. The simulations were run for two days-startingfrom—+9-weeks starting from 15 August 2018 with the first 24 hours

treated as model spin-up period. For such analysis, the run time is approximately 15 minutes, however it can vary slightly

depending on the grid sizespacing and time step.
Vertical-profiles-of-potential-temperatureTo compare VCWG results with measured meteorological variables from field
campaign, the hourly BIAS and Root Mean Square Error (RMSE) are calculated over an entire diurnal cycle by considering the
model results and measurements over a two-week period. These statistics are calculated for potential temperature at different
heights, wind speed at different heights, mean-herizontal-wind-speed—-and specific humidity at-streetlevel-are-compared-with

a » o A d q e PaN d
y a a ta a

ts-near the ground. For the Urban Heat Island (UHI) the

overall mean and standard deviation is calculated. BIAS and RMSE are defined as

n N VAY n .0
NMSEBIAS = Z,:,":l(ol A L) 2im (M Ol), (18)
D (Z{:] Oi)(ziél M) o
S0 =Y M \/ S (M —0;)?
FBRMSE = == S5 = ; (19)
050 1 Oi+> i M) X o
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Table 1. List of input parameters used to evatuate-the-run VCWG (Fhe-profile-used-for vatidationis-shewn-intigmodel evaluation.2)-

Urban Atbedes-albedos (roof, ground, wall, vegetation)
Urban Emissivities-emissivities (roof, ground, wall, vegetation)

aR, G, W, Qv

ERHEG,EW,EV

Parameter Symbol Value
Latitude °N lat 43.53
Longitude °W lon 80.22
Season - Summer
Plan area density Ap 0.44
Frontal area density At 0.55
Average buildings height [m] Havg 20
Average of leaf area density profile [m*m ™3] LAD 6:048-0.28
Building Fype Trunk height [m] b 4
Cover fraction of tree canopy dt 048
Ground vegetation cover fraction Js 0.5
Building type _ - Office

6:43:6:10.22, 0,08, 0.2, 6:250.2
0.9, 6:93:6:92-0.96-0.94, 0.9, 0.95

ARSI
Rural Overall-Adbedo-overall albedo Qlrur 0402
Rural Emissivity-overall emissivity Erur 0.93
Rural Aeredynamie-RoughnessTength-aerodynamic roughness length [m] ZOrur 0.1
Average boundary-tayer-height Ground aerodynamic roughness length [m] 20G 20000.02.
Vertical resolution [m] Az 2
Time step ] At 60
Canyon axis orientation °N Ocan —45

OofanarysSis OW anda

respeetively-M; and O; are modelled and measured (observed) quantities. Here n is 14 because each hourly model-observation
comparison is conduced over two weeks.

The error statistics are shown in Figs. 5 and 6. The average BIAS and RMSE for temperature are —1.43 and 1.56 K,
respectively. It can be seen that the hourly BIAS is within 2 K and the model exhibits a cold BIAS most of the time with
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Figure 5. Comparison between the field measurements and the VCWG prediction of potential temperature (at various elevations) and specific
humidity near the ground in the urban site; diurnal variation of BIAS and RMSE (error bar) are shown using data obtained over a two-week
eriod; nighttime is shown with shaded regions; times in Local Standard Time (LST).

-1

respect to the observations. The average BIAS and RMSE for specific humidity are 0.005 and 0.006 kgkg™", respectively. It
can be seen that the hourly BIAS is within 0.005 kgkg ! and the model exhibits a positive BIAS most of the time with respect

to the observations.

The average BIAS and RMSE for wind speed are 1.06 and 1.32 ms™ ", respectively. It can be seen that the hourly BIAS is
within 0.5 1 ms~! at 2 and 5.5 m elevations, which indicates that at these elevations the effects of urban obstacles ;-which-induee
drag-and-substantially reduee-inducing drag and reducing wind speed within the built-up area -are-eaptured-are captured well
by the model. However, the BIAS is higher at 12 m elevation. Here VCWG exhibits a positive hourly BIAS up to 5 ms ™!
during windy conditions in the mid afternoon period. It has been proposed that the oncoming boundary layer and the shear

layer developing at the roof level significantly contribute in mass and momentum exchange between the in-canyon and above-
canyon atmosphere (Kang and Sung, 2009; Perret and Savory, 2013). This shear layer is characterized by highly turbulent
flow making the-measurements-and-simulationsrealistic modeling more challenging (Salizzoni et al., 2011; Perret and Savory,
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Figure 6. Comparison between the field measurements and the VCWG prediction of wind speed (at various elevations) in the urban site;

diurnal variation of BIAS and RMSE (error bar) are shown using data obtained over a two-week period; nighttime is shown with shaded

regions; times in Local Standard Time (LST).

ak-dataUHI for the observation is computed by
10 considering the difference between the average temperature measurements inside the canyon and those temperatures provided
by the EPW dataset. For VWG, UHL is calculated by considering the difference between the average temperature prediction
in_the canyon from 2 m to average building height elevation and the average temperature prediction using the rural model
for the same range of elevations. The average VCWG-predicted mean and standard deviation for UHI are +1.20 and 1.53 K,
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respectively. These values are in reasonable agreement with observations reporting mean and standard deviation for UHI of
+1.08 and 1.23 K, respectively.

3.2 Model Exploration

The VCWG performance is assessed by evaluating the model performance as a function of the urban configurations (Ap, Ar,
LAD), differentseasons—(different-climatezones-Obuilding energy configuration (building type, thermal efficiency, and
coefficient of performance), radiation configuration (canyon aspect ratio and canyon axis angle), different seasons, different
climate zones, and time series analysis. Except for the analysis of different seasons and climate zones, all explorations were
performed by running VCWG to simulate the urban microclimate in Vancouver, Canada, for two weeks in August 2011, For
exploration of different seasons, VCWG was run to simulate the urban microclimate in Vancouver, Canada, for an entire year

in 2011. For different climate zones, VCWG was run to simulate the urban microclimate in other cities. More details on the

explorations are provided in the subsequent sectionsand-TFables—2?-and-22. Such analyses will provide more information on
spatiotemporal variation of the atmospheric meteorological states-variables and reveal the complexity of urban microclimate

modeHingmodeling. Additionally, the potentials and limitations of VCWG will be discussed.

3.2.1 Urban Plan and Frontal Area Densities

In urban canopy medelingmodeling, two parameters often used to describe building and canyon geometries are plan area
density (\p), which is the ratio of the total plan area of the buildings to the total urban earth-flat-earth surface area, and the
frontal area density (\¢), which is the ratio of the total frontal area (facing wind) to the total urban earth-flat-earth surface area.
An urban area can be characterized with different types of land use, where each type may have different plan and frontal area
densities, they can vary from high value-values in industrial districts to low values associated with the land used for public
transportation (Wong et al., 2010). Any-Most development in an urban area could be associated with changing A, and ¢,
which can alter the local climate in different ways such as air and surface temperatures, building energy consumption, and

thermal and wind comfort levels (Coutts et al., 2007; Emmanuel and Steemers, 2018).
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Two case studies A,=0.36 and 0.56 are explored to assess
the model and see how the urban microclimate changes when the plan area density increases —Fhe-other-parameterss—whieh

season-that-the-VEWG-was-run;-are-tisted-in-Table-2?while keeping the other parameters unchanged. Figure 7 shows typical
nighttime and daytime profiles of potential temperature and mean horizontal wind speed in the urban area associated with
running the model for one day. Higher A, is associated with more urban surfaces allowing greater absorption of longwave
and shortwave radiation and therefore higher level of building energy consumption for cooling ;particttarty-during-the-day(or
heating). It is depicted in Fig. 7 that the case with higher A, shows higher potential temperature profiles during the day and
night. During the nighttime, the temperature difference between the cases is not as much as the daytime, however, still higher
temperatures can be obtained when plan area density is higher. Additionally, more urban surfaces impose more drag and
consequently reduce wind speed (see Fig. 7).

Further investigations are performed for different frontal area densities A\f= 0:42;-0.55 -and-0-69;equivalent-to-the-average

20+ ~res S : 22yand 0.84 by running the model for one day. At first glance, the
cities with high-rise buildings are supposed to release more heat into the outdoor environment due to greater urban surfaces,

but tall buildings can provide solar shading during the daytime and decrease temperature of the surfaces. As shown in Fig.
8, any increase in A\ reduces potential temperature in the urban area during the day. However, due to the lack of shortwave
radiation over nighttime and that urban surfaces are the main source of heat that can be released into the atmosphere, higher A¢
dees-not-neeessarily-resultresults in higher potential temperatures at nighttime due to radiation trapping. Moreover, inereased
increasing frontal area density tends to increase surface roughness and consequently slow down wind speed within the canyon
during daytime, which can also be depicted in Fig. 8.

The VCWG results are also consistent with previous studies in the literature (Coutts et al., 2007; Zajic et al., 2011; Santiago

et al., 2014). The findings reported here highlight the careful considerations that need to be accounted for by city planners.
3.2.2 Leaf Area Density

Urban trees interact with the other urban elements by providing shade to reduce temperature of surfaces, removing the stored
heat in the canyon substantially, and induce drag to reduce wind speed (Loughner et al., 2012; Krayenhoff et al., 2015; Redon
et al., 2017). The capability of the VCWG to take into account these effects is assessed by investigating three-two case studies
with ;and-LAD representing trees with low-te-high-average foliage densities of 6:639;-6-048-and-0-+04-0.08 and 0.14 m?m—3,
respectively(see-Table-22), by running the model for one day. The result is shown in Fig. 9. The cooling effect of the trees is
evident when the average LAD of tree foliage increasesfrom-to-, resulting in a decrease of potential temperature within the
canyon, particularly during the day when the shading effect of trees lowers the surface temperatures. Such effects not only can
improve thermal comfort at the pedestrian level, but also reduce the building energy consumption in the Summertime (Souch
and Souch, 1993; Akbari et al., 2001). On the other hand, the urban trees are thought to be a sink of momentum and kinetic
energy by exerting drag and damping the flow fluctuations (Giometto et al., 2017; Yuan et al., 2017). This effect cannot be
modelled-modeled very well by VCWG, which predicts the same level of wind speed within the canyon at alt-the two LAD
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Figure 7. Effect of plan area density A, on the profiles of potential temperature and mean horizontal wind speed during nighttime (averaged

from 0000 to 0400 LST) and daytime (averaged from 1200 to 1600 LST).

profiles. The analysis obtained from this exploration is in reasonable agreement with previous works (Souch and Souch, 1993;

Loughner et al., 2012; Giometto et al., 2017; Yuan et al., 2017). Trees are recognized to be essential urban elements to moderate

extreme wind speeds and heat waves, particularly during the warm season.

3.2.3 Building Energy Configuration

The building energy model within VCWG is explored by running VCWG under different building types, cooling system

Coefficient Of Performance (COP), and heating system thermal efficiency npeat. Two building types are considered, a school

and a small office, with specifications provided in Table 2. It can be noted that the infiltration rate, ventilation rate, volumetric
flow for water heating, and waste heat fluxes associated with gas combustion, electricity consumption, and lighting for a
school are substantially greater than those for a small office. Note that construction material properties are also different for a
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Figure 8. Effect of frontal area density Ar on the profiles of potential temperature and mean horizontal wind speed during nighttime (averaged

from 0000 to 0400 LST) and daytime (averaged from 1200 to 1600 LST).

school and small office within VCWG schedules, but the differences are not specified here for brevity. Two sets of COP and

Theat are considered for a small office. For an energy-efficient building values COP=3 and 7near=0.8 are used, while for a
low-energy-efficient building values COP=1 and 7pca; =0.4 are used.

Figure 10 shows the effect of building type on hourly mean and standard deviation of cooling/heating waste heat, dehumidification
waste heat, gas combustion waste heat, water heating waste heat, and UHI calculated for running the model for two weeks. The
waste heat fluxes are reported per unit building footprint area. It can be noted that the building energy system operates under
heating mode for a few hours around sunrise, while it runs under cooling mode for the majority of daytime period. It can be
noted that a school results in higher values of waste heats and UHL, so the potential impact of an energy-intensive school on
the urban climate may be higher than a small office. It is noted that a school generates substantial waste heat fluxes associated
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Figure 9. Effect of leaf area density profiles on the profiles of potential temperature and mean horizontal wind speed during nighttime

(averaged from 0000 to 0400 LST) and daytime (averaged from 1200 to 1600 LST).
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Table 2. Specifications of the building energy configuration for two building types. The infiltration unit is Air Changes per Hour [ACH],_

Building specification J

cop 307 32
Mheat. 0.8 075,
Infiltration [ACH] 02 07
Ventilation [T~ 25| 55583
Average waste heat flux from gas combustion [Wm™?] 0 0.617
Average waste heat flux from lighting [Wm ] 3.08 309

with gas combustion (due to cooking activities) and water heating (for domestic use) because of higher occupancy compared
to a small office,

Figure 11 shows the effect of building cooling system Coefficient Of Performance (COP) and heating system thermal
efficiency (1neat) on hourly mean and standard deviation of waste heats and UHI calculated for running the model for two
weeks. It can be noted that lower COP and thermal efficiency result in higher values of waste heats and UHL so the potential
impact of an energy-intensive building on the urban climate may be higher than an energy-efficient building, Most particularly,
it can be noted that lower heating system thermal efficiency results in greater waste heat flux for water heating.

3.2.4 Radiation Configuration

The radiation model within VCWG is explored by running VCWG under different canyon aspect ratios Havg /w_and different
street canyon axis angles fcan With respect to the north axis to investigates the effects on direct solar radiation, diffuse solar
radiation, and longwave fluxes. For exploring the effect of canyon aspect ratio on these fluxes values of Havg /w=3 and 2 are
used with keeping can=0 °, while for exploring the effect of street canyon axis angle on these fluxes values of fcan=90 and
0° with respect to the north axis are used with keeping Havg /w=2. For these explorations VEWG is run for two weeks and
hourly mean values for radiative fluxes are reported.

Figure 12 shows the radiative fluxes for different canyon aspect ratios. It can be seen that the direct solar radiation flux
absorbed by the roof is not affected by the canyon aspect ratio, while the interior surfaces of the urban canyon absorb lower
amounts of direct solar radiation flux for the higher canyon aspect ratio. This is expected since a higher canyon aspect ratio
creates more shading effects on interior canyon surfaces compared to a lower canyon aspect ratio. Furthermore observe that
the tree canopy receives slightly higher direct solar radiation flux compared to the road (consisting of ground and surface cover
vegetation), for both canyon aspect ratios, because the tree canopy is at a higher elevation and more exposed to incoming
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Figure 10. Effect of building type on cooling/heating waste heat, dehumidification waste heat, gas combustion waste heat, water heatin,

waste heat, and UHI; diurnal variation of mean and standard variation (error bar) are shown using data obtained over a two-week period;
nighttime is shown with shaded regions; times in Local Standard Time (LST).
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Figure 11. Effect of building cooling system Coefficient Of Performance (COP) and heating system thermal efficiency (7neas) on
cooling/heating waste heat, dehumidification waste heat, gas combustion waste heat, water heating waste heat, and UHI; diurnal variation

of mean and standard variation (error bar) are shown using data obtained over a two-week period; nighttime is shown with shaded regions;

times in Local Standard Time (LST).
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direct solar radiation flux. Likewise, it can be seen that the diffuse solar radiation flux absorbed by the roof is not affected
by the canyon aspect ratio, while the interior surfaces of the urban canyon absorb lower amounts of diffuse solar radiation
flux for the higher canyon aspect ratio. Focusing on the net shortwave radiation flux components, i.¢. the incoming shortwave
radiation flux S* and the outgoing shortwave radiation flux ST, it is noted that for the higher aspect ratio canyon the flux is
more pronounced near noon Local Standard Time (LST), while for the lower aspect ratio canyon the flux is pronounced in
more hours before and after noon LST. This expected since a higher aspect ratio canyon creates more shading effects on times
before and after noon LST compared to a lower aspect ratio canyon. Focusing on the net longwave radiation flux components,
e, the incoming longwave radiation flux L+ and the outgoing longwave radiation flux L', it is noted that the canyon aspect
ratio does not influence the radiation flux components substantially.
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Figure 12. Effect of canyon aspect ratio Havg/w on hourly mean direct solar radiation, diffuse solar radiation, and longwave radiation

fluxes; diurnal variation of mean is shown using data obtained over a two-week period; nighttime is shown with shaded regions; times in

Local Standard Time (LST).

Figure 13 shows the radiative fluxes for different street canyon axis angles. It can be seen that the direct solar radiation

flux absorbed by the roof is not affected by the street canyon axis angle, while the interior surfaces of the urban canyon show
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different responses to_absorbing the direct solar radiation flux given the street canyon axis angle. With fcan=90 © the road
surface absorbs the direct solar radiation flux in hours just after sunrise and before sunset, given that this flux reaches the road
surface only at high solar zenith angles and solar azimuth angles from the east and west directions. On the other hand, with
fcan=0 ° the road surface absorbs the direct solar radiation flux in hours around noon LST, given that this flux reaches the
road surface only at low solar zenith angles and solar azimuth angles from the north direction. Same trend can be observed
for direct solar radiation flux absorbed by the tree canopy although the distribution is widened over more diurnal hours given
the fact that the tree canopy is at a higher elevation and more exposed to incoming direct solar radiation flux compared to
the road. With 0can=90 ° the wall surface absorbs the direct solar radiation flux in most hours during midday, given that this
flux reaches the wall surface with multiple combinations of solar zenith angles and solar azimuth angles. On the other hand,
With fcan=0 ° the wall surface absorbs little direct solar radiation flux in hours around noon LST, given that this flux does not
reach the wall surface when the solar azimuth angle is from the north direction. In contrast, it can be seen that the diffuse solar
radiation flux absorbed by all urban surfaces is not affected by the street canyon axis angle appreciably. Focusing on the net
shortwave radiation flux components, the most notable difference is that the flux components are widened over a large range
of diurnal hours when 6c.n=90 ° due to the fact that multiple combinations of solar zenith and azimuth angles expose various
urban surface to the incoming direct solar radiation flux. On the other hand when fcan=0 ° the components of the shortwave
radiation flux peak closer to noon LST and exhibit lower values after sunrise and before sunset hours since the combinations
of solar zenith and azimuth angles do not expose interior canyon surfaces to the incoming direct solar radiation flux at those
hours, Focusing on the net longwave radiation flux components, it is noted that the street canyon axis angle does not influence
the radiation flux components substantially.

3.2.5 Seasonal Variations

In the context of urban development, there are no unique and pre-designed guidelines which can be extended to all built-up
areas because careful considerations of geographical features and seasonal variations are required. For example, the type of
urban vegetation, which is well suited for both warm and cold seasons in fulfilling thermal and wind comfort standards, can
be climate specific (Jamei et al., 2016). Winter is characterized by larger zenith angles and lower solar radiation received by
the surfaces compared to the other seasons. In Winter, the temperature difference between indoor and outdoor environment is
higher than the Summer, thus, seasonal variations can alter building energy consumption and UHI effects substantially (Bueno
etal., 2011).

Figure-22-Figure 14 shows the VCWG results for the
urban-areas-and-the UHHor the-Wintertime in-Guelphhourly mean values of UHI in each month of the year 2011 in Vancouver,

Canada. In the-Winter-the-urban-boundarylayer-is-almost-always—unstable—~while-therural-boundarytayeris-almost-alway:

time-The-VCWG-predieted-positive-UHIHer this exploration LAD is kept constant for all the months of the whole-day;whiehis
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Figure 13. Effect of street canyon axis angle 6., on hourly mean direct solar radiation, diffuse solar radiation, and longwave radiation
fluxes; diurnal variation of mean is shown using data obtained over a two-week period; nighttime is shown with shaded regions; times in
Local Standard Time (LST).

{Santameouris-et-al;2001:-Oikonometet-al52042)year. It can be noted that in general daytime UHI values are lower than

nighttime values, as expected. Given the moderate climate of Vancouver, other than diurnal timing of UHI, no substantial
change in the magnitude of UHI is predicted for different months of the year. The seasonal variation of UHI as predicted b
VCWAG is in agreement with a similar map reported by Oke et al. (2017).

3.2.6 Other Climates
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The VCWG was further explored by predicting UHI in different cities with different climate zones including Buenos Aires i1
Deeember1+983in January 1988, a city in the southern hemisphere with hot and humid climate, Faeson-in-August-+967Phoenix
in August 1980, which has a dry desert climate, Vancouver in August 2011, representing a moderate oceanic climate, Osaka

in August 1996, with subtropical climate, and Copenhagen in August 1999, representing cold and temperate climate. Input

parametersfor-each-ease-are-detailed-in-Table-22-All simulations were conducted for ene-day-of-the-month-two weeks and

then mean and standard variation of diurnal variations in UHI were calculated (see Fig. 15).
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The result shows about-a diurnally-averaged value of +1.0 K for UHI for Buenos Airesduring-the-night, which is consis-
tent with a previous study measuring an-average-UHl-of-a diurnally-averaged UHI of +1.3 K (Bejardn and Camilloni, 2003).
The temperature difference between rural and urban areas in a dry and hot climate like Fueson-Phoenix is relatively higher
with the average-diurnally-averaged UHI value of +2.4 K, in agreement with a measured-average-UHl-ofstudy measuring a

diurnally-averaged UHI of +2.5 K (Comrie; 2000;-Wang-et-al5;20+6)(Hawkins et al., 2004; Fast et al., 2005). In case of Van-
couver, the VCWG predicted UHHrom-the-afternoon—to-a_diurnally-averaged value of +0.7 K for UHI and showed high

intensity in-the-tate-afternoonbefore sunrise. VCWG predicted a maximum UHI of +1.9 K in Vancouver, in agreement with
meastred-a measured maximum value of +1.4 K before sunrise (Runnalls, 1995; Lesnikowski, 2014; Ho et al., 2016). Case
studies in Japan have reportedly obtained urban warming in large and developed cities such as Osaka, which is the interest
in this study, and Tokyo in the afternoon (Leal Filho et al., 2017). This effect is also predicted by VCWG that showed the
average-UH-efdiurnally-averaged UHI of +0.8 K, which is consistent with other studies measuring an—average-UHl-of-a
diurnally-averaged UHI of +1.2 K (Kusaka et al., 2012; Leal Filho et al., 2017). UHI in Copenhagen is reported to change
between +-0.5 and +1.5 K depending on the wind speed, which agrees reasonably well with the VCWG prediction of UHI

varying from slightly negative values during the daytime to +1.6 K ;-as-well-as-intensifying-in-the-afternoon-during the
nighttime (Mahura et al., 2009).

3.2.7 Time Series Analysis

The VCWG was run for two weeks sta

avatlablefor-two-weeksin August 2011 in Vancouver, Canada, to observe the day-to-day prediction of the temperature. Hourly
time series of VCWG-predicted urban and rural temperatures with the corresponding EPW relative humidity, incoming direct

and diffusive solar radiationfrem-sky, and mean horizontal wind speed in the rural area are shown in Fig. 2216. The model can

capture the cyclic pattern of temperature (and UHI) that is affected by the other meteorological-quantitiesforcing meteorological
variables. For example, high UHI is mainly ebtained-duringnighttime predicted during nighttime with preceding days dominated
by high direct and diffuse incoming solar radiation and wrban—ecoeol-island-during—daytime—tn—a—mostly-cloudy—day—o

Asro 067 1o S caminerad - PN ad-withJe

heat-is-trapped-in-the-urban-area-thatresultsin-higher UHlow wind speed. On the other hand, low UHI is mainly predicted
during nighttime with preceding days dominated by attenuated incoming solar radiation and high wind speed.
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Figure 16. Hourly time series of rural and urban temperatures, rural relative humidity, rural incoming solar radiation, and rural mean
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anada; the shaded areas represent nighttime;

0

ositive UHI represented by shading the area between the temperature curves with red, while negative UHI represented by shading the area
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4 Conclusions and Future Work

The Vertical City Weather Generator (VCWG) is an urban microclimate model designed to calculate vertical profiles of mete-
orological variables including potential temperature, wind speed, specific humidity, and turbulence kinetic energy in an urban
area. The VCWG is composed of sub models for ingestion of urban parameters and meteorological variables in a rural area as
boundary conditions and prediction of the meteorological variables in a nearby urban area, the building energy performance
variables, and the short and longwave radiation transfer processes. VCWG combines elements of several previous models devel-
oped by Lee-and-Park-(2008)Loughner et al. (2012), Santiago and Martilli (2010), Bueno et al. (2014), Krayenhoff-et-al(2014)
Krayenhoff (2014), Krayenhoff et al. (2015), and Redon et al. (2017) to generate a model with the ability to predict vertical
profiles of urban meteorological variables, forced by rural measurements, and with feedback interaction with both building
energy and radiation models.

To evaluate VCWG, a microclimate field campaign was held from 15 July 2018 to 5 September 2018, in Guelph, Canada. The
data was collected at the University of Guelph main campus representing an urban site and in the Guelph Turfgrass Institute,
which is an open space to be considered as a nearby rural site. In the urban site, temperature, wind velocity components, relative
humidity, and solar radiation were measured. In the rural site, the temperature and relative humidity at 2 m as well as wind
speed and direction at 10 m were provided from a weather station by the World Meteorological Organization (WMO) dataset.
The results obtained from VCWG agreed reasonably well with the measurements and predicted a +1.2 and 1.53 K mean and
standard deviation, respectively, for Urban Heat Island (UHI) with reasonable agreement to a-meastred-vatie-of-observations
reporting mean and standard deviation for UHI of 4-1.8 and 1.23 Kin-the-previous-year-Nevertheless:the-before-sunrise-UHlHs

~whichis- titati - ,respectively. The error analysis showed overall aNormalized
BIAS of —1.43 K, 1.06 ms™!, and 0.005 kgkg™*
for potential temperature, wind speed, and specific humidity, respectively. The analysis also showed overall RMSE of 1.56 K,

1.32 ms™!, and 0.006 kgkg " for the same variables respectively.
The performance of the VCWG was further assessed by conducting five-seven types of explorations for both nighttime and

daytime urban microclimate. First, we investigated how the urban geometry, which is characterized by plan area density A, and
frontal area density )¢, could affect the urban microclimate. Any increase in A, was associated with higher air temperatures
and reduced wind speeds within the urban canyon. On the other hand, a configuration with higher \; increased shading effects
and consequently reduced daytime temperatures, but it increased nighttime temperatures due to more heat released from urban
surfaces that was trapped in the canyon. The cooling effect of the urban vegetation was also evaluated by changing the Leaf
Area Density (LAD) profiles within the canyon. Increasing the average LAD showed heat removal from the canyon alongside
with lower wind speeds due to the drag induced by trees. The VCWG was also run for different building types (a school and
a small office), cooling system Coefficient of Performance (COP), and heating thermal efficiency. The results showed that a
school generates more waste heat fluxes associated with gas consumption and water heating, which causes higher impact on
the urban climate. The analysis of different cooling system also revealed that less-efficient system (lower COP and heating.
efficiency) resulted in more waste heat emission. The radiation model was assessed by running the VCWG for different canyon
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axis angles and canyon aspect ratio. The direct and diffusive solar radiation fluxes at the urban surfaces, and net longwave
and shortwave solar radiation fluxes were compared. Net shortwave radiation flux was pronounced in less hours for the higher
aspect ratio canyon, due to more shading effects on times before and after local noon. When the street canyon axis angle

was perpendicular to the north axis, the net shortwave radiation fluxes were widened over a larger range of diurnal hours,.
Another exploration made in-the-Wintertimefor all months of the year justified the ability of the VCWG to predict the urban
microclimate in beth-eold-and-warm-different seasons. The result showed the expected diurnal variation of temperature profile
in the urban site. The ability of the model to predict UHI in different cities with different climate zones was assessed. The case
studies were Buenos Aires, FuesonPhoenix, Vancouver, Osaka, and Copenhagen. Finally, VCWG was able to produce realistic

urban temperatures when it was run continuously for two weeks in FuesenVancouver. All exploration results obtained from the

VCWG were reasonably consistent with the previous studies in the literature;-exeeptfor-occastonal-underprediction-of UHHn
the-early-morning.

In this study, it was shown that the urban microclimate model VCWG can successfully extend the spatial dimension of
the preexisting bulk flow (single-layer) urban microclimate models to one-dimension in the vertical direction, while it also
considers the relationship of the urban microclimate model to the rural meteorological measurements and the building energy
conditions. The effect of the key urban elements such as building configuration, building energy systems, and vegetation were
considered, but there is still opportunity to improve VCWG further. The urban site is simplified as blocks of buildings with sym-
metric and regular dimensions, which can be more realistically represented if more considerations were to be taken into account
about nonuniform distribution of buildings-building dimensions. Future studies can also focus on improvement of fow-field
flow-field parameterization or including additional source/sink terms in the transport equations to model horizontal motions,
eddies, and flow fluctuations in the urban area, which is realistically very three-dimensional and heteroegeneusheterogeneous.
VCWG development can account for the spatial variation of urban microclimate in a computationally efficient manner inde-
pendent of an auxiliary mesoscale model. This advantage is really important for urban planners, architects, and consulting

engineers, to run VCWG operationally fast for many projects.

Code and data availability. The VCWG v1.1.0 is developed at the Atmospheric Innovations Research (AIR) Laboratory at the University of
Guelph: http://www.aaa-scientists.com. The source code and the supporting environmental field monitoring data are available under GPL 3.0
licence: https://opensource.org/licenses/GPL-3.0 (last access: May 2019) and can be downloaded from https://www.zenodo.org/ with DOI:
10.5281/zenodo.3698344.

Appendix A

Al Heat flux in the rural area

The net sensible heat fluxes at the surface level in the rural area can be decomposed into heat flux caused by vegetation,

radiation flux absorbed by the surface, and the heat convection flux between the outer layer of soil and the atmosphere (see Eq.
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6). The sensible heat flux from vegetation can be calculated as

QHveg,rur = FvegE(l - Flat,grass)(l - O4V) :(elfi,rur (Al)

A~~~

where Fyqg is the fraction of the rural area covered by vegetation, Fia¢ grass is fraction of absorbed heat that is converted

to an emitted latent heat flux, ary is the albedo of the vegetation, and QS is the solar radiation flux (direct plus diffuse

rad,rur

components) received at the rural surface given in the weather file. The net solar radiation flux absorbed at the surface can be

calculated from

Qradrur = (1= Foog) (1= @) + Faeg(1— av)) Q7 (A2)
where o, is overall albedo of the rural area. The albedos of the rural area are input parameters in VCWG.

A2 Source/Sink Term in the 1-D Model

The pressure and skin drags exerted on the flow in Eq.s 8 and 9 are formulated as feHow(Krayenhoffetal;2645)-follows
Santiago and Martilli, 2010; Krayenhoff, 2014; Krayenhoff et al., 2015; Simén-Moral et al., 2017; Nazarian et al., 2019; Krayenhoff et a.

10P .
D, =L v, (A%)
1% ox T N——
II
I
10P -
p, =L v, (A4)
p Oy = e —r
ha "

where term I represents dispersive pressure variation (form drag) induced by vegetation and building and term II represents the

dispersive viscous dissipation (skin drag) induced by horizontal surfaces. The former can be parameterized as below

10P —
;% = —(BpCppv+ LADQCpy )UcapU, (A5)
10P _
;% = —(BpCppy+ LADQC Y )V eupV, (A6)

where Bp is sectional building area density, Cpg, is sectional drag coefficient in the presence of trees, LAD is leaf area
density in the canyon, €2 is clumping factor, Cpy is the drag coefficient for tree foliage, and Ueyp1 and Veyxp are wind velocity
components in x and y directions from a previous numerical solution, respectively, which are assumed explicitly as constants

to linearize the system of equations to be solved. The skin drag can be parameterized as follow
Z/(V2U) = ;ccdfmﬁexpﬁ, (A7)

I/(V2V) = ;CCdmeempr7 (AS)

where cq is skin drag coefficient and f,,, is a function of stability from Louis (1979).
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The terms related to wake production Sy.xe and dissipation rate € in Eq. 11 can be parameterized as

3

Swake = (BpCppv + LADQCpy ) U Ly (A9)
3
ok (A10)
gs,dissip

where € is clumping factor, C, is a model constant and /. gissip is a dissipation length scale optimized-using-€HD-obtained by
The heat source/sink terms, terms in Eq. 12, caused by roof (Segr) and ground (Seq) are calculated based on the study by
Louis (1979) and the heat flux from the wall (Sgw) is formulated in Martilli et al. (2002). The two other heat terms can be

parameterized as below

4pabskair
=—|(1— L All
Sea oCyvr [( Ap) A] , (A11)
_ 29H4CPM = =
Sov = = | LAD(1= )@y ~8) (A12)

where L is the absorbed flux density of longwave radiation in the canyon, p,s is the density of absorbing molecules, k;, is
their mass extinction cross section, vi,=(1—A\,) is the fraction of total volume that is outdoor air, g, is conductance for heat,
cpu is the molar heat capacity for the air, and O is the temperature of tree foliage.

In the specific humidity equation, the source/sink term can be calculated using the following equation

AMng

S — D
S =
v pAvr,

LAD(1—),)(s[0v —0]) + 3

(A13)

where Ay is molar latent heat of vaporization, g, is the average surface and boundary-layer conductance for humidity for the

whole leaf, D is the vapour deficit of the atmosphere, and P is atmospheric pressure.
A3 Building Heat Exchanges

The heat fluxes in Eq. 17 can be parameterized as bellow

;ch,isurf = thAz (Tsz - Tz ) (A14)
Qinf/emf’i"\rﬁf = minf/e;z:.ﬂuCp(Tout - T ) (A15)
Qﬁw == mﬁpr(Tsupp - E ) (A16)

where h; and A; are heat-convection—eoefficientconvective heat transfer coefficient (or u-value) and surface area of indoor
elements such as w St Hingceiling, walls, floor, building mass, and windows. Ty; is the temperature of inner layer of

elements, T}, is indoor temperature, T, is the outdoor temperature averaged over building height, T, is supply temper-
ature, mjy¢ is mass flow rate of infiltration /fexfiltration;-and-(exfiltration), and myey is mass flow rate of ventilated air in the
HVAC system.
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A4 Longwave and Shortwave Radiation

For shortwave radiation infinite-fluxes, multiple reflections are considered. The total absorbed shortwave radiation flux by
each urban element can be calculated by adding the first absorption of shortwave radiation flux before any reflection to the
radiation flux received as a result of infinite-multiple reflections with the other elements. The following equations have been
developed by Redon et al. (2017)

Ss=VsaTsa(l = 05)Goo + YsyTsy s Voo + VswTsw Woe + WsrdriTo (A17)

Sa =5+ (1—ac) [YewTewWeo + carVardi T (A18)

Swiy = 8% + (1= av) [TvwrvwWee + cvr Pvrd Toe] (A19)
0 Weo

Sw= Sy + (1 —aw) [FwaTwo(l = 05)Goo + Yy Ty ds Voo £ Yww Tww Sw, == + cwr VwrdrToc (A20)
11 2Havg

St (8% +85) = (S5 + (1-6,)Sa + 6, Sy + Sw)| (A21)

where the subscripts °S’, ‘G’, ‘V’, ‘W’, and ‘T’ represent sky, ground, ground vegetation cover, wall, and tree, respectively. The
superscript ‘0’ signifies the before-reflection absorption of shortwave radiation (described in detail in Redon et al. (2017)). The
view factor between two urban elements is shown by W;; with the suitable subscripts (e.g., i=G and j=W). For example ¥qw
representrepresents the view factor between ground and wall)—. Note that ground and ground vegetation cover have the same
view factors with other surfaces, e.g. ¥ gw=Vvw. The total shortwave radiation reflected by ground, ground vegetation cover,
wall, and trees are shown by G, Voo, W, and To, respectively (described in detail in Redon et al. (2017)). S¥ is direct
incoming solar radiation, S* is diffastve-diffuse incoming solar radiation (S* and S* are both obtained from the input weather
file), cqr is-a-model-eonstantand cyr are model constants, 73 is radiative transmissivity between two elements (e.g. i=G and
j=W), w is street width, H,, is average building height, and-isfraction-of read-surface-0; is cover fraction of tree canopy,
and J; is surface fraction covered by vegetation. The shading effect of trees are considered in the formulation of transmissivity
(Lee and Park, 2008). Note that ground and ground vegetation cover have the same transmissivity with other surfaces, e.g.

TGW=TVW._
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For longwave radiation ;-enlty-enerefleetionis-fluxes, multiple reflections are considered. The net longwave radiation fluxes
received by the urban surfaces can be computed as zee-and-Park;2008)-(Loughner et al., 2012

Ly = SW{TWS\I/WSLS +1wa((1—6s)ecVwaoTh + 6sevVwyvoTy) + twwew Ywwo Ty + Ly
— 0Ty +1we[(1-6)(1 —ec)Ywalfs] +mww(l—ew)Uww L
+1wetws (1= 65)(1—eq)¥wa¥asLs + 65(1 —ev)¥wy VysLs] (A22)
+rwetwe (161 —ea)PwePweewo Ty +0s(1 —ev)Pwe Ywaew o Tiy |
+rwwrwe (- 651 —ew) Uww VweecoTd + 81— ew) Ui UwoeyoTi]

+rwwtws(1 —ew)Yww¥wsLs + Twwrww (1 — EW)\I/WW\I/WWEWUTév}

Lo = (1 - 5S)EG{TG,5LS\I’G5 + TWGcE‘W\I/WGcTT{}V + L%T — O’Té + ng(l - EW)\IIGWL%

+mwetws(l —ew)Vew ¥wsLs + Tworww Yow Ywwewo Ty, (A23)

+TwaTwa [(1 — 55)(1 — EW)\IJGW\I/W(';fngTé + (55(1 — EW)\I’GW\IIWGf‘:VTé] }

Ly = 5SEV{TGSLS\I’GS +rweew YweoTy + LGy — 0Ty + twe(l —ew)Vaw LY,

+mwetws(1 —ew)Vaw ¥wsLs + Twotww Yow Ywwewo Ty, (A24)

+ TWGTW G [(1 — 55)(1 — €W)\I’GW\IJWG€(;O'Té -+ 55(1 — {-ZW)\I’GW\I’WGa“/Té} }

Lr=Lstlptlet Lyt Ly ~Lry, (A25)

where the subscripts ‘S’, ‘G’, ‘V’, ‘W’, and ‘T’ represent sky, ground, ground vegetation cover, wall, and tree, respectively.
Lg is radiative longwave flux emitted from the atmosphere/sky, T; is surface temperature where i can be G, is-leaf-aspeet

more-details-on-the-parameterization-of longwaveradiation-V, and W. L'}'T _is the longwave radiation emitted from surface i
that reaches surface j. L§ represents the downwelling longwave radiation from the atmosphere above the street canyon that
is absorbed by the tree canopy and L, L. Ly, and Ly represent the longwave radiation emitted from the tree canopy.
ground, ground vegetation cover, and walls, respectively, that is absorbed by the tree canopy. These terms account for multiple
reflections from the walls, ground, and ground vegetation cover in the urban street canyon. L+ is total longwave radiation
emitted from the tree canopy. A complete formulation of the terms in Lt is provided in detail in Loughner et al. (2012).
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