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[Note: the responses are marked with R below each comment]

Response to RC1

This paper aims at explaining the set-up of HCLIM, a regional climate modelling system developed by a consortium of national meteorological institutes and based on the HARMONIE-AROME numerical weather prediction system. It also provides examples of its use and added value in different regional set-ups. I find the manuscript well-written and clear in terms of explanation of the model set-up. It is an impressive effort to gather pieces of work by different groups and institutes over different regions. However, I find it a bit disappointing that the metrics used between regions are very often completely different. The only exception is Germany and the Netherlands, and even then the percentiles used are not the same. It makes the comparison of performance between regions impossible, which is a shame given the use of a similar model setup. If some of the metrics, such as FLDMAX could be produced over all the regions where AROME is used, it would be great. Also, it would be nice to show whether the CPRCMs have decent mean precipitation/temperature in summer, as it has been shown that other CPRCMs have dry biases in summer due to different interactions between stronger rainfall rates and the soil scheme (Liu et al. 2017, Berthou et al. 2018). This would be important, as the inclusion of SURFEX in the climate set-up is key, and as you mention the inclusion of groundwater in the future, which actually solved the WRF warm/dry bias in the US (work by M. Barlage). This could be done by including a similar plot as Fig. 2 but showing ALADIN and AROME for the subregions analysed here (Norway, the Netherlands, Germany, Eastern Spain), for example in the same plot.

R: We thank the Referee for thorough reading of the manuscript and constructive comments. Referee’s concerns about using the different metrics are understandable. This predominantly results from the nature of the studies shown. The modelling setup was not aimed for intercomparison between the different domains. Despite the fact that all the groups use the same modelling system, the simulations for each domain were done independently by different groups and with quite different setups. We argue that it would be easier to compare different models over the same domain and with more similar modelling setup than it is to compare the same model with very different setups. For example, regarding the domains that the Referee mentions, in the Netherlands domain HCLIM38-AROME was forced with the RACMO23 model at the boundaries, for Norway it was forced with HCLIM38-ALARO, for Spain directly with ERA-Interim without an intermediate model and for Germany with ALADIN and RACMO23. Furthermore, the domain sizes and simulation periods for the different domains are not the same, while for the Spanish domain AROME and ALADIN are neither coupled nor
do they cover the same simulation period. This makes a comparison similar to Fig. 2 very difficult to perform and to interpret. Any discrepancies found in these kinds of plots would require additional analyses and explanation, which would need to be done for each domain (and, when applicable, for each intermediate model) separately. The latter is not feasible in a single paper. Our approach for this paper (with a note that this is a model description paper rather than a full evaluation paper) was to show snippets of the model performance over the different domains and climate zones. The different metrics were chosen to highlight aspects relevant for those regions, and are also driven by the availability of observations. We could have chosen to show a smaller number of domains with more detailed evaluation, but we felt that it was useful to indicate that the model can be generally applied in all regions. Furthermore, each of these and other domains will be thoroughly evaluated in separate papers, some of which are in preparation (e.g., Ban et al., 2019: evaluation and intercomparison of different CPRCMs, including HCLIM38, over several European domains - results from CORDEX FPS-Convection and H2020 EUCP projects; Lind et al., 2019: evaluation of HCLIM38 over the Nordic region), or have already been submitted (Wu et al., 2019) or published (Crespi et al., 2019; Toivonen et al., 2019). We now clearly indicate in several places in the text that we present only some aspects the model performance in this paper.

Major comments:

- Regarding the comparison between RCM and CPRCMs, I find it unfair to compare ALADIN at 12km with station data. As mentioned in the Netherland part of the article, it is alright to compare FLDMEAN of the radar and two models, but not FLDMAX: by design, ALADIN produces 12kmx12km mean precipitation, not point data, so I think it is wrong to include ALADIN in the FLDMAX plots. However, it is fantastic that AROME reproduces this metric so well. If you want to include ALADIN in plots, just use FLDMEAN or FLDMAX on similar areas as ALADIN by aggregating the radar and AROME at its resolution. This is also true for the metric used in Spain.

R: We understand the Referee’s argument. There are two ways of approaching this:

either to be fair to the coarse model and aggregate high resolution data to its resolution, or to show the best performance of each model, which for the higher resolution model includes the effects of both the physical processes and higher resolution. We think that for comparisons aiming at analysing the effects of different physical processes only, the models should be remapped to the same, coarsest grid. However, from a user perspective, the main interest is in the capability of the model to reproduce reality. For CPRCMs, showing that the reality is better reproduced is usually hindered by the lack of appropriate high-resolution observational data. Since we did not intend to compare physical processes in this paper, and at the same time we have the appropriate datasets at high resolution, we believe that it is justified to keep the current approach in the main body of the paper. However, we now include in the Supplementary material the upscaled version of Fig. 5 for the Netherlands (where both AROME and radar could be upscaled to the same ALADIN grid for consistency, unlike at other locations).

- Fig. 6a: could you use 90th/99th percentile of FLDMAX to be consistent with Fig. 5a (or the other way round?)

R: Yes. In the revised version we have included both 90 and 99th percentile for the German rain gauge stations (Figure 6). It should be noted however, that the observations for the Netherlands (Figure 5) are a gridded radar product, while those for Germany (Figure 6) are based on (non-gridded) station data. For this reason, the two plots will never be completely comparable.

- Fig. 7: again for the intensity metric, I would not use ALADIN in these plots, as it is unfair (see first comment). It would be so much easier for the reader to have the same metrics for Spain as for Germany and the Netherlands (also it takes a bit of time to understand this new metric!). Since you have hourly gauges available there, I guess it would be possible? Would you also be able to find hourly gauges in Norway to also do the same plot?

R: The comment about unfair comparison has been discussed above. We have also
discussed our use of the different metrics: it was our choice to do so in order to diversify the analyses and show different aspects of the model performance. We do not aim to compare the performance over the different domains because the modelling setup was quite different for different regions. For example, the Iberian Peninsula CPRCM was forced with ERA-Interim directly, while an intermediate model is used for all other domains. However, the intermediate models are also different for different regions, and the impact of the intermediate model can be substantial.

- For Spain, why are you not using SON, which is much more convective than JJA? (e.g. like Fumiere et al. (2019). A comparison with their results for southern France could be interesting: they found that AROME has a very good distribution but underestimates the strongest and rarest rain rates.)

R: In JJA precipitation is only convective but in SON it is mixed with large scale precipitation. Also, we wanted to show the precipitation specifically in summer because of its importance in the dry period, rather than the other wetter seasons. Finally, as stated above, the extent of analysis per domain is limited by the large number of domains that are shown, so certain choices had to be made. The Referee’s suggestions will be addressed in a separate paper for this domain.

- In general, how are the simulations performing for lower precipitation values? (e.g. Berthou et al. (2018) found an underestimation of low-value precipitation in UKMO and to a lesser extend ETH-COSMO. These values are important to get a good climatology and often underestimated by convection-permitting models, which can also lead to soil moisture depletion in summer. It seems from Fig. 5c that there is a dry bias in the model?

R: The response to this comment is following our arguments from the first response above. Analysis of weak precipitation would have to be done for all the relevant domains, which would considerably increase the number of figures and amount of text. Furthermore, it would most likely invoke additional analyses to help explain the biases.

We could include this in the supplementary material if absolutely necessary, but we prefer to leave these analyses for the separate papers mentioned above.

Minor comments:

- P6 – lines 1-2: “this helps in decreasing. . .”: the atmospheric models at 12 and 2.5km have very different rain rates (as you show later), so I doubt that the soil spin-up inherited from the 12km model actually helps: would you be able to show that your soil moisture is not drifting in the 2.5km simulations? You don’t actually mention how long a spin-up you use for the 2.5km models.

R: Good point. This has been rewritten to: “This could help in decreasing the soil spin-up time, provided the precipitation climatology is similar for the two physics packages.”

We typically use 1 year of spin-up. We have discovered a bug in our soil interpolation code for the simulations presented here so we cannot show the correct time evolution of soil moisture, but since 1 year is used for the spin-up, this bug does not affect the final results.

- It is worth mentioning that results from Fig. 6 (overestimation of intense precipitation (10-40mm/h) are consistent with the analysis of the UKMO/ETH-COSMO models in Berthou et al. (2018) for Germany.

R: We thank the reviewer for pointing this out. We have made a remark on this in the revised version.

- P10Lines15-17: which confidence interval are you using from the bootstrap re-sampling? Can you expand the method a bit?

R: We have now included an additional explanation of the method: “Confidence intervals (95%) are estimated using bootstrapping. The bootstrapping technique consists of constructing a large number of "synthetic" time-series by re-sampling days from the original time-series (sampling with replacement), and computing the target statistic for each of the resamples. This gives an empirical distribution for the target statistic, from
which the confidence interval can be estimated.

- P12 Lines17-20: “This indicates that observations. . ." -> This indicates that the ALADIN biases in the distribution are probably larger than inter-decadal variability in the distribution.

R: We agree that this is one implication. However, since HCLIM38-AROME agrees quite well with the observations, the other implication is that the inter-decadal variability is probably sufficiently small to allow for the evaluation of HCLIM38-AROME (unless the agreement is by chance, where the potential bias in HCLIM38-AROME is of a similar sign and magnitude as the potential change in the inter-decadal variability). We have accordingly rephrased this sentence, and also gave it a somewhat milder (“seems” instead of “indicates”) meaning: “Therefore it seems that the decadal variability in the distribution is sufficiently small to allow the comparison between observations and simulations of different (but close) periods in this case.”

- P13, Lines 9-11: this is valid for all the simulations, move this to the start of section 3 (or remove it).

R: This has been removed.

- P13, Lines 32-33: does this mean that the biases are in a temperature range where actually it does not impact melting, or that diurnal cycle changes balance mean monthly changes? Can you expand a bit on this?

R: We have rewritten the sentence to clarify this: “As evident from Fig. 8b, despite the overall cold biases all three model versions achieve the correct number of days with melt at the three most southerly locations (both at the upper and lower stations). This indicates that even where the model monthly and seasonal mean temperatures are too low, they are still high enough to achieve the correct amount of days with melt.”


Response to RC2

General Comments: The goal of this study is to introduce the HCLIM38 model, explain its origins, and describe the results from a number of simulations at different resolutions, using different physics packages. The authors provide ample evidence of performance over differing parts of the globe and over varying topography/climates. Overall, the simulation results show that HCLIM38 performs as well as or better (specifically at higher resolutions) than other RCM/PRCMs. While the scientific evidence is strong, work is needed to clarify the origins of HCLIM38 and its different configurations to reduce confusion. In addition, I would streamline the discussion of small nuances of HCLIM38 as compared to many other related, but different NWP and GCM/RCM systems, since the latter aren’t the focus of this paper. Focusing on the three configurations of HCLIM38 and the over-arching differences will improve clarity. With sufficient improvement to the manuscript, publication in Geoscientific Model Development should be considered.

Major Comments:
1. Section 2.1 (and beyond) is very confusing. Even after reviewing Table 1, I’m unable to make the right connections for each system. If HARMONIE is not an actual model, is it just HIRLAM-ALADIN with a scripting system? It would be good to specify
that HIRLAM-ALADIN is being phased out for AROME in the text (not in the table). Also, distinction between a model and its self-titled physics suite is necessary (AROME is a model, but has a physics suite with the same name). Line 3 states that HCLIM is based on ALADIN-HIRLAM, but line 8 says HARMONIE-AROME is the basis for HCLIM. A clear delineation between what is a true model, what is just a configuration of a model, what is a physics package, and how HCLIM38 fits into this picture is needed. I understand that a slew of changing acronyms is part of our work, but clarification of this section is necessary, and would go a long way toward reader comprehension.

R: We thank the Referee for many useful comments that helped to improve the clarity of the paper. We agree that the terminology in Section 2.1 was complex and difficult to follow. We have now rewritten Section 2.1 for better clarity, taking into account Referee’s comments. The only exception is that we chose not to mention phasing out of the HIRLAM model in the text, since this is not relevant information for HCLIM. It is still mentioned in Table 1 for completeness, but now with better explanation. Namely, the HIRLAM model (note that HIRLAM can denote either the model or the community) has been replaced with the ALADIN-HIRLAM NWP model, in particular with the HARMONIE-AROME configuration.

2. It would be beneficial to have a table/plot showing how the three HCLIM38 configuration climate simulations were run. What did the domains look like (maybe provide a plot for each)? What were the time steps and required wall clock times to run the simulations? What were the LBCs used and from what models (some of this is already in the text)? How often were the LBCs updated?

R: These data are now given in the updated Table S1 in Supplementary Material. The required wall clock time depends a lot on the modelling setup and the HPC that the model is running on, so we provide only rough estimates in Table S1. We do not provide the figures for all domains as this would take too much space, but we specify their approximate extents in Table S1.

Minor Comments:

1. Please expand upon/describe what “added value” is referring to in the first paragraph of the introduction. I assume this is referring to climate forecast accuracy, but it would be good to have a better idea of what metrics the authors have in mind.

R: The shortest description is that there are benefits in higher-order statistics. This includes all physical processes and surface characteristics that are not resolved by GCMs. The potential metrics are many, such as differences in power spectra, precipitation distributions, etc. The sentence now reads: “The added value, expressed as e.g. higher-order statistics, comes from the improved resolution of both regional physiography and atmospheric processes.”

2. Please briefly summarize the overarching/major changes/improvements compared to older versions of HCLIM in the introduction.

R: This has been explained in a separate section: 2.4 Differences from HCLIM36.

3. Is there a hydrostatic vs. non-hydrostatic namelist option in HCLIM that is invoked when using the different physics packages (AROME vs. ALADIN or ALARO)?

R: Yes, it is a namelist switch.

4. More information is necessary on what the term “cycle” represents. What systems correspond to the “NWP model configurations” that are referred to as cycles? Which MET services are running them in real-time?

R: We now explain the origin and usage of the term “cycle” at the end of Section 2.1.

5. The authors discuss different model resolution configurations in 2.2, but then switch to physics packages with the same names as the models halfway through the paragraph. The delineation between the model and associated physics should be clear. Is the “HARMONIE-AROME” model the “similar NWP system” referenced in line 26 on Page 3? If so, it should be clarified and tied into the previous sentence.
R: We agree that mixing the terminology “model configuration” and “physics package” was confusing. This has been rewritten, and we now use the term “model configuration” throughout. When mentioned, a physics package is now treated as a part of a model configuration. We now state “the HARMONIE-AROME NWP system” instead of “similar NWP system”.

6. The authors state that there is no deep convection parameterization, so it can only be used at convection-permitting scales. Are there any scale-aware schemes that could handle unresolved convection below 4 km?

R: We assume that the Referee refers to the description of AROME in 2.2.4. In the case of AROME, there is no convection parametrization except for the shallow convection. On the other hand, ALARO has the 3MT convection scheme that is scale-aware (described in 2.2.3).

7. Please describe how Fig. 2 was created. What is EOBS? Are these mean temperature/precip differences averaged across the whole 10-year period?

R: The reference to E-OBS gridded observations is given in the sentence before Fig. 2 is referenced. Yes, the plot shows differences in 10-year seasonal means of daily precipitation and 2 m temperature. The description of these fields is given in Fig. 2 caption.

8. It appears as though Crespi et al., 2019 used the in-situ observations to correct the bias of HCLIM38-AROME precipitation data over Norway in order to arrive at a more accurate precipitation climatology. It might be good to explain this detail.

R: We now include the following explanations in the same paragraph: “The high-resolution model data is used to provide a spatial reference field for an improved interpolation of the in situ observations, where there are no measurements. The result is neither a purely bias-corrected RCM data set, nor are the in situ observations corrected.”

9. There is no Fig S1 or Table S1, but they are referred to in the text.

R: Fig. S1 and Table S1 are located in the Supplementary Material (hence the S). We will consult the GMD Editorial Office whether this needs to be specified more clearly.

10. Please briefly describe the exceedance plots and how you calculated them.

R: The exceedance plots are computed by simple ordering the FLDMAX or FLDMEAN data and inferring the empirical probability of a given value based on its order-position. The confidence interval is determined by computing a large number of bootstrap re-samples of the same length as the original data set (sampling days with replacement), which is used to construct a distribution of possible statistics. The 95% range of this distribution is used as confidence intervals. This is now explained in Section 3.1.3 Summer precipitation over the Netherlands and Germany.

11. Any idea why HCLIM36-ALADIN would have early biases for both the time of maximum precipitation and maximum hourly intensity (Fig. 7)? Something in the convective parameterization scheme?

R: This is a common effect happening in models that use convective parameterizations. We have now included references to studies addressing this issue in more depth (the references are given in Conclusion and outlook because a similar larger scale model behaviour is reported in other two subsections: 3.1.3 Summer precipitation over the Netherlands and Germany, and 3.3.1 HCLIM38-ALADIN performance over Africa): “HCLIM38-AROME is able to realistically simulate both the diurnal cycle and maximum intensity of sub-daily precipitation, which coarser RCMs or GCMs generally cannot accomplish because of the limitations of convection parameterizations (e.g., Brockhaus et al., 2008; Fosser et al., 2015; Prein et al., 2015).”

12. How did the CAMS based aerosol climatology improve HCLIM38 if it wasn’t coupled with radiation or microphysics parameterizations? If they weren’t coupled, weren’t they just passive tracers?
R: The direct effect was included and this led to slight improvements in the overall performance of HCLIM38. In Rontu et al. (2019) the CAMS aerosol information was introduced to the model by replacing the existing climatology with CAMS. On one hand this was only an initial step in a longer development chain and thus, the authors applied the existing structure of the older climatology (e.g. lumped some CAMS species together), but on the other hand this approach enabled the CAMS direct effect in the simulations. The work started in Rontu et al. (2019) continues in terms of introducing the aerosol inherent optical properties, using every CAMS species separately (no lumping together) and using the CAMS aerosol information in the cloud microphysics part. The Referee makes a good point that the text is misleading. We have improved the text and made it more clear.

Introduction - Are there scale-aware physics parameterizations in GCMs, RCMs, and CPRCMS (as there are in NWP) that could handle increasing resolutions of climate modelling and could shut themselves off appropriately?

R: Yes and one such parametrization is present in HCLIM38, as explained in section 2.2.3 ALARO. We now mention this option in Introduction: “An alternative approach is to use scale-aware convection parametrizations that can adjust their effects based on the fraction of resolved convection in a model grid box (e.g., Gerard et al., 2009).”

Introduction - Are the terms convection-“resolving” and convection-“permitting” interchangeable for CPRCMS?

R: Some researchers criticize the term “convection resolving” because CPRCMS do not resolve the entire spectrum of moist convective features. The term “convection permitting” therefore provides a more accurate description of the model’s capability. For consistency, we have decided to use only one term in the paper, and it is “convection permitting”.

Page 2, Line 18 – I might expand briefly upon why nesting from O(10km) to O(1km) is not possible, aside from the reference, since this is regularly done in NWP.

R: As the reviewer states, O(10km) to O(1km) is not a problem, but L18 states that going from GCM to CPRCM is a too large step without nesting. This corresponds to O(100km) to O(1km).

Page 3, Line 21 – Climate or NWP limited-area models?

R: This statement refers to both climate and NWP models, hence it is given in general form.

Page 3, Line 26-29 – ALADIN or ALARO physics, model, or both? This needs to be clear.

R: “Physics packages” has been replaced with “model configurations” for clarity, in line with Referee’s comment 5 and other such changes in Section 2.1 and 2.2.

Page 6, Line 2 – I assume it be used with GCMs and not just RCMs for LBCs?

R: We have now replaced “different RCMs” with “other climate models” in the referred sentence.

Page 8, Line 3-4 – EOBS and PRUDENCE are not defined.

R: EOBS (now corrected to E-OBS) is used as such without a definition even in the original papers and the web site, so we follow their strategy and provide only the reference. PRUDENCE is now defined.

Page 6, Line 23 – I’m not sure what the “e.g.” is doing here.

R: Only certain components of the earth system are mentioned there, so with “e.g.” we wanted to emphasize that there can be other components that are coupled to the climate model. This has been rewritten to “…when CNRM-ALADIN is coupled with other components of the Earth system such as aerosols (Drugé et al., 2019), oceans and rivers…”

Page 10, Line 31 – There is no Fig. S3 as referred to in the text.
Response to SC1

A short comment to update you with the latest references concerning the use of ALADIN and AROME in climate mode at CNRM. So probably some of those references can fit in your section 2.3. I let you decide what is relevant. - I think that it is worse mentioning that ALADIN has been used in climate mode for more than 10 years (see for example, Radu et al. 2008, Déqué and Somot 2008, Colin et al. 2010) in particular in projects such as ENSEMBLES or CORDEX. - Before being used in cycle 41r1 (Coppola et al. 2019), AROME has been used in climate mode at CNRM with the cycle 38 (same cycle you are describing in this GMDD) to explore the added-value of such CPRCM with respect to a twin 12km ALADIN simulation. References are: Déqué et al. 2016, Fumière et al. 2019 - There are references for the use of ALADIN in a fully coupled framework, the so-called RCSM configuration including the sea and river representation. For example, Sevault et al. 2014 (CNRM-RCSM4) and Darmaraki et al. 2019 (CNRM-RCSM6 the latest version based on ALADIN v6.3).

R: We are grateful for notifying us about these updates. They have been included in the manuscript.