Reponses to Anonymous Referee #1 
This study by Bright and O’Halloran developed shortwave radiative kernels based on the CERES EBAF products, which would be an alternative to GCM-based kernels. The performance of the observation-based kernels is also evaluated based on the multi-GCM mean. This is an interesting study, and the developed shortwave radiative kernels have the potential of being used for land use-climate studies. However, I think the manuscript needs some improvement and further development in the analysis before it can be published.

We thank Anonymous Referee #1 for his/her constructive feedback.  To address his/her major concerns, we have provided more detail about the GCM kernels and their uncertainties, improved the description of our methodology, and provided two examples illustrating CACK’s application. 

My major concerns include:

1. The evaluation of CERES kernels uses four GCM kernels as benchmarks. I am wondering the uncertainties among the different GCMs. GCM uncertainties are largely related to their representation of low-level cloud cover and properties (please see our reference to Dolinar et al. 2015 [original manuscript P3 L67]).  Regarding cloud properties, one of the major differences among GCMs is related to the representation of atmospheric liquid water/ice associated with convective clouds.  Of the four GCMs we considered, only CAM5 and GFDL attempt to model the effects of precipitating and/or convective core ice and liquid in their radiation calculations.  We add this detail in (new) Section 2.a and provide a new citation (e.g., to Li et al. (2013)).    First, why are these four models chosen? These GCM kernels were chosen simply because at the time the study commenced these were the only ones available.  We add this rationale to the main text (new Section 2.a).  But why CAM3 and GFDL are not mentioned in the results?  We carried out a two-stage evaluation, where CAM3 and GFDL comprised part of the “multi-GCM mean” benchmark we used in the first stage (described in new Section 4a), whose results are presented in (new) Section 5, Figures 1 & 2.  We hope our re-organization and improved methods descriptions have now made this clearer.   Second, for Figure 1, if plotting the radiative kernel for individual GCMs, is there a large spread like the CERES-based estimates?  This is a great question and we agree that the spread in GCMs should be made more visible.  We have revised Figure 1 such that is now shows the spread (taken as 1 standard deviation) in latitudinal means across the four GCMs. Third, are the author’s conclusions model-dependent? Because the BO18 kernel is trained using the multi-GCM mean as the reference, it is not surprising that it has better performance than other CERES kernels. This is a fair comment and valid concern.  To check this, we re-ran the machine learning algorithm twice, first using a random sample of the CAM5 kernel (as the dependent) with its own boundary fluxes (as independents), the second time using a random sample of the ECHAM6 kernel with its own boundary fluxes as input (note:  these were the only two kernels for which the boundary fluxes used to derive them were also available to us).  The BO18 model emerged as the best solution (i.e., model form) common to the two independent machine learning analyses.  Because the BO18 model was then applied using CERES EBAF inputs and subsequently compared to a multi-GCM mean that included the two additional GCM kernels (i.e., GFDL and CAM3) that were not part of the model training exercise, we feel confident that the BO18 model is robust and insensitive to the GCM kernels used for training.  However, if using a single GCM (or including other GCMs, like HadGEM2 radiative kernels, Smith 2018) as the benchmarks, will QH06 or ANISO still be better than other kernel models? Yes, we indeed found this to be the case – that whether benchmarking to multi-GCM means or to specific GCMs, the CERES kernel performance ranking remained unchanged (excluding the QH06 kernel for the reason provided in revised Section 5b).  The authors may need more analysis and discussion about the model dependency.  We have added a section in the Discussion regarding BO18’s model (in)dependency.  

2. One of the motivations of this study is “atmospheric state variables used as model input are limited to single years, thus being sensitive to anomalous weather conditions that may have occurred in those years”. Can you explain more about this? As the authors mentioned in L278, they are comparing the multi-year CERES kernel to a single-year GCM kernel. I assume the GCM simulations are only one-year long?  The authors may need to provide more description and discussion about these GCM simulations.  The GCM simulations from which the kernels are derived are indeed carried out for a period of one year.  However, when going back to double check this, we discovered that we had mistook this for the temporal signature and duration of the prescribed atmospheric background state, which for three of the four GCM kernels does extend beyond a single year.  We now include a new table (Table 1) that summarizes this and other differences between the GCMs used to derive the GCM kernels and delete the incorrect statement quoted above.  If the simulates are for a specific year (which year?), or a climatological run, are they comparable to the CERES-based kernel models which are for the period 2001-2016. No GCM kernel is comparable to the 2001-2016 CERES kernel; background climatologies of ECHAM6, CAM3, and GFDL kernels span several years (or decades) but all pre-date the CERES EBAF era.  CAM5’s background does fall within the CERES era but is based on a single year only.  These discrepancies are why we chose to compare to the mean of all four kernels in our initial performance screening.  We chose not to compare the CAM5 kernel to a CERES kernel based on the same background year because the atmospheric state information underlying CAM5 is not based on CERES EBAF (i.e., it would still not be possible to attribute disagreement to differences in the representation of shortwave radiative transfer).  This is why we chose instead to emulate CAM5 with the BO18 parameterization run with CAM5’s own boundary fluxes.  Additionally, I am curious about the inter-annual variability of the multi-year
CERES kernels.  The interannual variability of a kernel based on CERES can now be inferred from the results of our second application example (Figure 7 C, southern Amazonian deforestation).

3. This study is started with the “need within LULCC science community for simple and transparent tools for predicting radiative forcings from surface albedo changes”. Is it possible to provide a simple example of how to apply CACK v1.0 to the LULCC studies?  This is a fair request and have thus invested notable effort into demonstrating how both a climatological CACK and a temporally-explicit CACK may be applied to estimate radiative forcings in LULCC studies (New Sections 4 d & e, 5 d & e, and new Figures 6 & 7). 

Specific comments:

1. The organization of section 2 and section 3 is a little confusing. The title of section 2 is “Review of existing approaches”, but most of the kernels described in section 3 are also “existing approaches”, aren’t they? We fully agree and have carried out a major re-organization of the manuscript.  We are confident that the new manuscript structure is more intuitive and easier to follow and digest.

2. L40, What do you mean by “offline”? Run land surface model offline? Here we mean that GCMs are not practical to apply for estimating albedo change RFs for single locations, and that other modeling approaches have been applied for this purpose involving stand-alone radiative transfer modeling in which the surface and atmosphere are not coupled.  I also can’t find the paper (Randerson et al. 2006) in the reference.  Thank you for pointing out this missing reference which has now been added.

3. L151, Eq. (3) and Eq. (4), are __s and __ the same thing? If yes, it would be better to keep the consistency.  Yes, these are the same and have been corrected (thanks).

4. L247, Which part (or period) of data is used for model training, and which part is used for prediction?  Model training and prediction datasets are based on a random sampling in both time and space (200,000 grid cells in each).  This detail has been added to (new) Section 3 d).

5. L263, It should be “e. Initial screening of candidate models for a CERES-based kernel”. Corrected. 

6. L409, They are mean absolute bias, not RMSD.  Corrected.

7. L441-444, Can the authors explain more about how the land-based solar radiation management is an example of the CACK’s flexibility? This was a poorly constructed sentence which has been deleted in the revision.

Reference:
Smith, Christopher J. (2018) HadGEM2 radiative kernels. University of Leeds.
[Dataset] https://doi.org/10.5518/406

Reponses to Anonymous Referee #2
General comments

The manuscript presented by Bright and O’Halloran suggests the use of a new kernel (CACKv1.0) to derive radiative forcing at the top of the atmosphere from surface albedo changes. This kernel is derived by applying a machine learning technique to identify a formula which can best reproduce the results from kernels derived from Global Circulation Models, once it is applied to CERES satellite-derived data. The authors argue that compared to GCM-derived kernels, this new formula would 1) enable a more transparent derivation of radiative forcing from surface albedo changes, and 2) rely on data from several years. Their analysis shows that the new formula performs better at mimicking the results from GCM-derived kernels compared to previously suggested formulations. They suggest the use of their results by the scientists studying the impacts of land-use and land-cover changes (LULCC) on climate to improve their calculations of radiative forcing from surface albedo changes.

Having an easily applicable kernel that reproduces the results from GCMs can indeed be useful for the LULCC community, and in that sense the authors’ initiative is welcome and scientifically significant. Having said that, there are a couple of issues with the authors’ approach, while the methodology could be better described to ensure reproducibility of the results. Overall, substantial work also needs to be done on the writing to improve understandability of the manuscript. These issues are not insurmountable, but I recommend that they are addressed before the manuscript is accepted.

We thank Anonymous Referee #2 for his/her constructive feedback.  To address his/her major concerns, we have carried out a major re-structuring of the paper that we now believe is easier to follow and more intuitive to digest.  This includes more attention to CACK’s uncertainties as well as the uncertainties between GCM kernels, and we now include uncertainty estimates for CACK in effort to make CACK v1.0 a more attractive and complete dataset.   Lastly, we have also invested notable effort to improve the description of our methods to better-ensure reproducibility of results. 


- Specific comments

[bookmark: _GoBack]The real added value of CACK compared to previously suggested simple formulations can only be assessed in light of the uncertainties between GCM kernels. These thus need to be included at least in Figure 1 and discussed in the manuscript, so that the readers can assess for themselves how much of a difference using CACK rather than a simple isotropic kernel (for example) makes. This is a fair comment.  We have added additional text describing major sources of uncertainty in GCM-based kernels (new Section 2.a), a new table (new Table 1) highlighting the major differences between them, and a new Figure 1 that now shows the spread among the four GCM kernels we employed (expressed in terms of the seasonal and latitude band mean standard deviations).   The authors also mention that the GCM-derived kernels are based on single years of forcing data. This renders them uncertain and thus less appropriate as a benchmark, therefore the authors choose to use the multi-GCM mean kernel as a reference to partly alleviate the lack of consideration of interannual variability when they were derived. This seems reasonable but only
partly alleviates the issue. In addition to being explicitly shown and discussed, the uncertainties
about GCM-derived kernels (both related to model spread and interannual variability) need to be acknowledged in the Discussion. Even in the current state, more conclusions could be drawn from Figure 1 by describing for example which kernels perform worst against the GCM-derived ones and potentially advancing reasons why this is the case. We believe the revised Figure 1 sufficiently demonstrates the performance of all CERES kernel candidates in light of discrepancies among the GCM kernels themselves.

The methodology should be more detailed to be able to understand how Equation 16 is derived. Which optimal structures and coefficients are considered during the symbolic regression? What should make the reader think that this approach doesn’t miss potentially relevant formulas? And which “boundary fluxes (or system parameters derived from these fluxes) that minimized the sum of squared residuals. . .” were considered? This information should at least be provided in the Supplementary Material.  This is a fair comment and have thus provided more detail surrounding Eq. (16) (now Eq. (17)) in (new) Section 2.d, including what fluxes were included and what constraints were applied, as well as providing other detail in a new section of the Supporting Information.  In the Supporting Information we provide examples of alternate model structures obtained from the machine learning exercise, their performance metrics, and the criteria we applied in the model selection process.

It is also not so clear from the current manuscript why certain choices were made regarding the GCM and kernel selections. Why are four GCM kernels included in the study, are these the only ones available? Correct, these are the only four GCM kernels available at the time the study commenced.  We add this rationale to the main text (new Section 2 a). Is there some information existing on the quality of these kernels that guided the selection? Could the authors justify why they “emulated” the kernels of just two GCMs in a second step? Only ECHAM6 and CAM5 kernels were used in the emulation exercise because these were the only two kernels for which the boundary fluxes were also provided (which were needed for the machine learning-based model selection and for kernel emulation).  We add this justification to (new) Section 3 b. It seems like only the 3 kernels performing best against the GCM-derived ones were retained for further analysis, but this is also not explicitly mentioned. We have added a sentence at the end of (new) Section 4 a explicitly stating why only these three kernels were retained for further analysis (i.e., they were the top performers of the initial CERES candidate model evaluation exercise).

The structure of the manuscript could be improved to facilitate understandability. For example, why not mentioning the isotropic and anisotropic kernels, as well as the kernel from Qu and Hall in Section 2 already. Currently, at first it may read like they have been derived by the authors. The names of the studies that introduced other types of statistical kernels could also be added in the subsection titles to help the reader follow. We agree that our manuscript needed a more logical organization to facilitate improved readability.  We believe the new organization leaves the reader with zero doubt about the origin of the CERES model candidates we consider in the paper.

The description of the CERES dataset also seems misplaced in Section 2. Additionally, in some occurrences the subsection numbering is wrong and the placeholders for Figures or Tables misplaced. We agree and have re-structured the manuscript accordingly such that description of the CERES EBAF v4 products is now provided up front in the Introduction.  We have checked and updated all section/table/figure numbering.

Last but not least, the CACK dataset is only mentioned in the conclusion, although from the title it sounds like an important output of the study. If this is the case, it would need to be introduced in the abstract and the introduction of the manuscript. But ultimately, one may wonder whether describing CACK as a dataset is appropriate. Could the authors maybe develop on what makes it more than just applying Eq. 16 to CERES data, for example in terms of pre-processing or perspectives for updates, etc.?  We agree that the value of CACK v1.0 packaged as a dataset (i.e., more than just Eq. (17) applied to CERES data) ought to be highlighted and clearly showcased.  We have therefore invested considerable effort into describing and quantifying the various sources of uncertainty of CACK and include these as part of a more comprehensive CACK v1.0 data product.  We believe this addition strengthens the credibility of CACK v1.0 as a data product and as a viable tool for the advancement of a verification framework for biogeophysical climate forcings on land.

- Technical comments

l. 68: “An additional downside is the that”. Check typo Corrected typo.
l. 157: to facilitate understandability it could be good to repeat the downsides of GCMderived kernels here  We agree and include this as part of (new) Section 2 a.
l. 425: “course” should read “coarse” Corrected.
l. 704-705: can the authors make clearer what is meant by “100X100 sample grid”? Clarified.

