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Abstract. This work presents a new bias-correction method for precipitation that considers orographic characteristics, which

makes it flexible to be used under highly different climate conditions, e.g., glacial conditions. The new bias-correction and its

performance are presented for Switzerland using a regional climate simulation under perpetual 1990 conditions at 2-km reso-

lution driven by a simulation performed with a global climate model. Comparing the regional simulations with observations,

we find a strong seasonal and height dependence of the bias in precipitation commonly observed in regional climate modelling5

over complex terrain. Thus, we suggest a 3-step correction method consisting of (i) a separation into different orographic char-

acteristics, (ii) correction of low intensity precipitation, and finally (iii) the application of empirical quantile mapping, which is

applied to each month separately. Testing different orographic characteristics shows that separating in 400-m height-intervals

provides the overall most reasonable correction of the biases in precipitation and additionally at the lowest computational costs.

The seasonal precipitation bias induced by the global climate model is fully corrected, whereas some regional biases remain,10

in particular positive biases in winter over mountains and negative biases in winter and summer in deep valleys and Ticino.

The biases over mountains are difficult to judge, as observations over complex terrain are afflicted with uncertainties, which

may be more than 30 % above 1500 m a.s.l. A rigorous cross validation, which trains the correction method with independent

observations from Germany, Austria and France, exhibits a similar performance compared to just using Switzerland as training

and verification region. This illustrates the robustness of the new method. Thus, the new bias-correction provides a flexible tool15

which is suitable in studies where orography strongly changes, e.g., during glacial times.

1 Introduction

The hydrological cycle has been an important component in the Earth’s climate system, because of its capability to transport and

redistribute mass and energy around the world. Changes in the hydrological cycle can on one hand lead to droughts or floods20

and thus impact the ecosystem services, but it has also been shown that it plays an important role in shaping the Earth’s climate

history (Mayewski et al., 2004). The latter is because the hydrological cycle shows a strong response to different external
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forcing functions and to changes in atmospheric compositions (Ganopolski and Calov, 2011; Stocker et al., 2013). Namely,

hydrology and water resources are strongly influenced by changes in precipitation patterns (Stocker et al., 2013; Raible et al.,

2016). In consequence of this, important modelling tools have been developed, e.g., global atmospheric climate models and

hydrological models. These offer valuable information to improve the understanding of the Earth’s system responses and

feedbacks to internal and external forcings on time scales longer than some centuries (e.g., Xu, 2000; Andréasson et al., 2004;5

Xu et al., 2005; Fowler et al., 2007a; Yang et al., 2010; Chen et al., 2012).

Still, uncertainties remain, in particular in the hydrological cycle, as not all relevant processes are explicitly simulated by the

models (e.g., Ban et al., 2014; Giorgi et al., 2016). This is especially true for global models, which still have a relatively coarse

spatial resolution. Hence, most processes governing regional- to local-scale precipitation are not resolved yet and need to be

parameterised (Leung et al., 2003; Su et al., 2012), resulting in a strong parameter dependence when simulating regional-scale10

precipitation (Rougier et al., 2009).

To avoid some of the uncertainties, regional climate models (RCMs) are used to dynamically downscale global climate

models. Still, precipitation patterns for present day climate show large biases when comparing them to observations, as illus-

trated by the simulations performed by, e.g., the Coordinated Regional Downscaling Experiment (CORDEX) (e.g., Rajczak

and Schär, 2017). The biases are mainly related to the processes that correspond to a finer scale and are still insufficiently15

described due to the model resolution (Boer, 1993; Zhang and McFarlane, 1995; Fu, 1996; Yang et al., 2013). To overcome

these shortcomings, RCMs are run to explicitly resolve some of the relevant processes, e.g. convection (e.g., Giorgi et al., 2016;

Messmer et al., 2017). Even though the convection-resolving RCMs can describe precipitation much more precisely, biases are

still evident (e.g., Ban et al., 2014; Gómez-Navarro et al., 2018). Hence, one important problem in regional climate modelling

is that precipitation is simulated more frequently than observed but for most of the RCMs with a weaker intensity (Murphy,20

1999; Fowler et al., 2007b; Maraun, 2013). A second problem is that the precipitation is still biased over complex topogra-

phy by most of the RCMs, even though they are carried out with a higher resolution than the GCMs (Haslinger et al., 2013;

Warrach-Sagi et al., 2013; Maraun and Widmann, 2015; Hui et al., 2016). These inconsistencies and uncertainties impact, e.g.,

the results obtained through hydrological and glacier modelling that follow next in the modelling chain (Allen and Ingram,

2002; Seguinot et al., 2014).25

Some climate change studies try to correct parts of these errors in precipitation patterns and amounts by so-called bias-

correction methods (Maraun et al., 2010). So far, several correction methods are suggested in the literature, e.g., linear scaling,

local intensity scaling, or power transformation (e.g., Berg et al., 2012; Fang et al., 2015; Lafon et al., 2013). Another important

bias-correction method is the empirical quantile mapping (EQM) known as one of the best techniques to correct the precipita-

tion biases (e.g., Lafon et al., 2013; Teutschbein and Seibert, 2013; Teng et al., 2015). All these methods have in common that30

statistical relationships between observations and model output are used to estimate transfer functions in the observed period

and are then applied to different climate states, e.g., past and future climate change scenarios. Besides the strong assumption of

stationarity of the transfer functions, these correction methods do not consider orographic features that strongly affect precip-

itation and its biases (e.g., Piani et al., 2010; Amengual et al., 2011; Berg et al., 2012; Chen et al., 2013; Cannon et al., 2015;

Fang et al., 2015). Hence, the applicability to a different climate state may not be justified for climate states where orography35
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has strongly changed, e.g., during the Last Glacial Maximum (LGM) where the European Alps were covered with an icecap

(Kleman et al., 2013; Ludwig et al., 2019).

This calls for a flexible method, which is able to correct biases also for highly different climate states. Thus, the purpose of

this study is to fill this gap and develop a new bias-correction method for RCMs applicable to highly different climate states.

The new method is based on EQM (Lafon et al., 2013; Teutschbein and Seibert, 2013; Teng et al., 2015) and at the same5

time includes orographic characteristics. The data to be corrected stems from a present day climate simulation performed with

the high-resolution RCM Weather Research and Forecasting (WRF) model (Skamarock and Klemp, 2008) that is driven by a

simulation under perpetual 1990 conditions using the Community Climate System Model version 4 (CCSM4, Gent et al., 2011).

To estimate the transfer functions of the EQM we use two observation data sets, separately; one for Switzerland (MeteoSwiss,

2013) and one for the Alpine region (Isotta et al., 2014). The focus of the presented study is on the method itself and its10

evaluation over the Alps.

The paper is structured as follows. Section 2 describes the models and data sets used to construct the method. Section 3

presents the new bias-correction method. Section 4 evaluates the new method. Finally, conclusive remarks are given in Sect. 5.

2 Model and data

The global climate simulation is performed with the Community Climate System Model (version 4; CCSM4; Gent et al.,15

2011). The model’s atmospheric component is calculated by the Community Atmosphere Model version 4 (CAM4, Neale

et al., 2010) and the land component by the Community Land Model version 4 (CLM4, Oleson et al., 2010). We only use these

two components and so-called data models are used for the ocean and sea ice, i.e., the atmospheric component is forced by

time-varying sea surface temperatures and sea ice cover obtained from a coarser resolved fully coupled 1990 AD simulation

with CCSM3 (Hofer et al., 2012a). The atmosphere land-only model was run with a horizontal resolution of 1.25◦ × 0.9◦20

(longitude × latitude) and with 26 vertical hybrid sigma-pressure levels. The global climate simulation covers 31 years using

perpetual 1990 AD conditions, i.e., the orbital forcing and atmospheric composition (Table 1). The time resolution of the output

is 6-hourly. More detailed information on this simulation and its setting are presented in Hofer et al. (2012a, b) and Merz et al.

(2013, 2014a, b, 2015).

To investigate the climate over central Europe and in particular over Switzerland in more detail, an RCM is used for the25

dynamical downscaling. Note that Switzerland is only covered by 12 grid points and the Alps are represented with a maximum

height of approximately 1400 m a.s.l. in CCSM4. As RCM, we use the WRF version 3.8.1 (Skamarock and Klemp, 2008). The

model is set up with four two-way nested domains with a nest ratio of 1:3. The domains have a horizontal resolution of 56,

18, 6 and 2 km, respectively, and 40 vertical eta levels. The outermost domain includes an extended westward and northward

area that takes as midpoint the Alpine region, which allows to capture the influence of the North Atlantic and Scandinavia on30

the central European and Alpine climate (Fig. 1a). Moreover, the innermost domain focusses on the Alpine region. The fine

resolution of 2 km over this area is important as it covers a highly complex terrain. The resolution in the two innermost domains

permits the explicit resolution of convective processes, thus, the parameterisation for convection can be switched off in these
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two domains. Convection permitting model resolutions are preferred as recent studies show a better performance in simulating

precipitation (e.g., Ban et al., 2014; Prein et al., 2015). The relevant parameterisation schemes chosen to run WRF are listed in

Table 2.

WRF is driven by the global simulation and is run for 30 years using perpetual 1990 conditions (Table 1). Note that the RCM

is not nudged to the global simulation. The simulation is carried out with adapting time-step in order to increase the throughput5

on the available computer facilities. Furthermore, the 30-years simulation is split up into ten single 3-years simulations that

have a spin-up of 2-months each.

Two gridded observational data sets for daily precipitation are used: daily precipitation RhiresD (MeteoSwiss, 2013) and

the Alpine Precipitation Grid Dataset (APGD; Isotta et al., 2014). Both data sets cover more than 35 years. In this study,

we use only the 30-years period 1979–2008. The RhiresD has a spatial resolution of approximately 2 × 2 km and covers10

only Switzerland (MeteoSwiss, 2013). This data set is based on rain gauge measurements distributed across Switzerland (for

more details see, Isotta et al., 2014; Güttler et al., 2015). These point measurements are spatially interpolated to obtain a

gridded data set, which is described in more detail in Frei and Schär (1998), Shepard (1984) and Schwarb et al. (2001). The

APGD encompasses the entire Alpine region with a spatial resolution of 5 × 5 km (Isotta et al., 2014). It was developed in

the framework of EURO4M (European Reanalysis and Observations for Monitoring) by using a distance-angular weighting15

scheme that integrates climatological precipitation using the local orography and the rain gauge measurements (Isotta et al.,

2014).

The observational gridded data sets provide valuable insights, in particular in areas where observations are not possible due

to extreme weather conditions or insufficient accessibility, such as mountain peaks. However, they also contain some discrepan-

cies and uncertainties, e.g., high precipitation intensities are systematically underestimated and low intensities overestimated.20

The magnitude of these errors depends on the season and the altitude. In regions above 1500 m a.s.l., the error can reach higher

values than 30 % because of an undercatch induced by strong winds and the interpolation method (Frei and Schär, 1998; Neš-

por and Sevruk, 1999; Auer et al., 2001; Ungersböck et al., 2001; Schmidli et al., 2002; Frei et al., 2003; MeteoSwiss, 2013;

Isotta et al., 2014). Note that the limitations of the observational data sets are not included in the analysis of this study, i.e.,

we consider the observational gridded data sets as truth. Nevertheless, one shall keep the limitations of the observational data25

in mind, in particular when discussing the remaining biases in areas and seasons where the observational data sets also have

problems.

For the analysis, in particular the comparison between the observational and simulated data, a bilinear interpolation method

is used to convert the original grid of WRF into the corresponding one of the observational data sets.

3 Bias correction30

The correction method, developed in this study, consists of three steps: (i) separation with respect to different orographic

characteristics, (ii) adjustment of low-intensity daily precipitation, and (iii) application of the EQM. Each of these three steps

are described in more detail in the following paragraphs.
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In a first step, three orographic characteristics are used to separate the region of interest into several groups. These char-

acteristics are height, slope-orientations, and a combination of both. The height ranges from circa 200 m a.s.l. to a maximal

value of 3.800 m a.s.l. over the area of interest. Thus, the groups are selected by height-intervals, which cover the range

from 400 to 3.200 m a.s.l. Two height intervals are tested separately: 100 or 400 m (e.g., height-intervals of 400 m are

shown in Fig. 1c). The heights below 400 and above 3.200 m a.s.l. are considered as two additional height-intervals. The5

second characteristic, used to group the region of interest, are four slope-orientations: north ( 315◦ ≤ slope-orientation < 45◦),

east (45◦ ≤ slope-orientation < 135◦), south (135◦ ≤ slope-orientation < 225◦) and west (225◦ ≤ slope-orientations < 315◦).

Combining both characteristics, the groups are selected by height-intervals and then separated into sub-groups by the slope-

orientations.

In a second step, we correct the daily simulated precipitation with very low-intensity in each group (or sub-group) and10

each month of the year, separately. The reason for this is that the frequency of precipitation with very low-intensity is often

strongly overestimated due to the drizzle effect produced by the RCM (Murphy, 1999; Fowler et al., 2007b; Maraun et al.,

2010). To correct precipitation with very low-intensity the first part of the local intensity scaling method is used (Schmidli

et al., 2006). It consists of deleting precipitation values that are below a specific threshold. This threshold is determined from

the daily simulated precipitation such that the threshold exceedance coincides with the precipitation-day occurrence from the15

observations. The threshold can vary from group to group, but it is often close to or smaller than 1 mm day−1 (Schmidli et al.,

2006).

In a third step, we correct the daily precipitation rate using an EQM method (Themessl et al., 2011; Lafon et al., 2013;

Fang et al., 2015; Teng et al., 2015). EQM is based on the assumption that all probability distribution functions are unknown,

i.e. non-parametric (Wilks, 2011). The method consists of adjusting the quantile values from a simulation (Q-SIM) with those20

from observations (Q-OBS) through a transfer function (TF; Fig. 2). The method is implemented by splitting each cumulative

distribution function, i.e., observed and modelled, into 100 discrete quantiles. For each quantile value, the adjustment is carried

out with a linear correction, where Q-SIM is transformed into Q-SIM∗ (corrected quantile) so that Q-SIM∗ = TF × Q-SIM

and TF = Q-OBS / Q-SIM (Lafon et al., 2013). This linear correction is akin to the ‘factor of change’ or ‘delta change’ used

in Hay et al. (2000). For values that are between quantiles, the same linear correction is used, but the TF is approximated25

by using a linear interpolation between the TFs related to the two nearest quantiles. In cases where values are below (above)

the first (last) quantile, the TF related to the first (last) quantile is used for the adjustment. Similar methods were successfully

applied to correct biases in precipitation simulated by RCMs (e.g., Sun et al., 2011; Themessl et al., 2012; Rajczak et al., 2016;

Gómez-Navarro et al., 2018).

To combine all steps, the EQM is applied to each (sub-) group and each month of the year, separately. This results in a set of30

TFs for each (sub-) group and each month of the year. Thus, the new correction method guarantees that seasonality and height

are taken into account making the method flexible for climate states with a changed orography, e.g., the LGM.

To come up with a final method for the Alpine region we first test the influence of the different orographic characteristics

(step 1). To be consistent with former studies (e.g., Sun et al., 2011; Themessl et al., 2012; Wilcke et al., 2013; Rajczak

et al., 2016), the evaluation of the new method first uses the same region where the TFs are estimated. To be more rigorous,35
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we additionally apply a cross-validation: Thereby, Switzerland is defined as the area to be corrected; then, we calculate two

different TFs; namely, from the same Swiss region called Internal TFs (Int-TF), and from the corresponding Alpine region of

Germany, France, and Austria altogether called External TFs (Ext-TF) (Fig. 1c). Note that Ext-TFs are carried out at 5 km

horizontal resolution. To demonstrate the improvement of using the new method, we further compare it to a commonly used

method that is carried out without orographic features and uses TFs deduced for the entire region of Switzerland (2 km) (similar5

to Berg et al., 2012; Maraun, 2013; Fang et al., 2015).

4 Results

4.1 Evaluation of WRF: Seasonality and bias

To obtain insights into the performance of the RCM over complex topography, we compare the spatial and temporal rep-

resentation of the simulated precipitation (the raw model output) with the RhiresD data. Focusing on monthly precipitation10

across Switzerland, the box plots illustrate biases in the climatological annual mean cycle (Fig. 3a). Mean values are slightly

overestimated during colder months, i.e., between November and March, and are underestimated during warmer months, i.e.,

between April and October, especially in September. In addition to the mean values, Fig. 3a also shows the distributions of

daily precipitation and their interquartile ranges. In colder months, the simulated distributions of daily precipitation are wider

and shifted to higher values than the observed distribution, whereas during warmer months a clear shift to less precipitation15

is found compared to the observed ones. Overall the interquartile ranges are reasonably simulated, which means that WRF

realistically represents the variability of daily precipitation. Extreme precipitation, however, is strongly underestimated.

To get additional understanding of the behaviour of the simulated precipitation, the annual cycle and the monthly distribu-

tions of daily precipitation are estimated for different height-classes. Figure 3b and 3c show the boxplots for the height class

400–800 m and 2800–3200 m, respectively, to illustrate the precipitation bias and its relation to the topography of Switzerland.20

The climatological monthly means of the colder months, i.e., from November to March, are generally underestimated in the

lower height-classes, but overestimated at high altitudes. Hence, we identify a positive correlation between the main biases

and the topography during these colder months. In the warm months, i.e., April to October, the height-classes 400–800 m and

2800–3200 m both reveal an underestimation in the climatological monthly means compared to the observations. Therefore, the

simulated annual cycle changes from a weak cycle at low altitudes, in agreement with the one of the observations, to a strong25

and inverse seasonal cycle at high altitudes (Fig. 3b and 3c). An inverse annual cycle is also identified by Gómez-Navarro et al.

(2018), where they carried out WRF simulations using a similar global climate model as initial and boundary conditions. These

authors found that the inversed annual cycle in precipitation is caused by the driving global climate model. Furthermore, we

observe positive biases in the interquartile ranges during colder months, and a slight underestimation during warmer months

(Fig. 3b and 3c).30

To better describe the spatial biases related to colder and warmer months, we select two months that mainly represent each

period; namely, January and July. For these example months, we present the patterns of biases in precipitation, changes in the

distribution of daily precipitation, illustrated by the interquartile range as well as biases in wet-day frequency. Note that we
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consider an uncertainty of around 30 % acceptable in the simulated precipitation due to the uncertainty in the observational

data sets (Sect. 2).

The biases in the climatological mean precipitation at each grid point (Fig. 4a and 4d) confirms the strong height dependence

and seasonality already shown in Fig. 3. The strongest positive biases are mainly observed over mountains and during colder

months, whereas the Swiss Plateau seems to be reasonably well simulated (Fig. 4a). In warmer months, the strongest negative5

biases are found in the north-western part of Switzerland, Ticino and in the steep valleys, where the Rhone Valley is marked by

the strongest biases, whereas in high mountain regions smaller positive biases are identified during warmer months than during

colder months (Fig. 4d). The strongest biases over mountains and in steep valleys seem to be induced by an amplification of

different observed precipitation climatologies that govern those areas; namely, the mountains are known as wet regions and the

steep valleys as dry areas (for more details see, Frei and Schär, 1998; Schwarb et al., 2001). This gives a first hint that different10

processes may lead to the biases. The positive precipitation bias over mountains in colder months may be mainly related to wet

bias of the global simulation and synoptic transport, which is also overestimated in the global simulation (Hofer et al., 2012a,

b). Note also that the observations have the strongest measurement errors over the mountains, i.e., they tend to underestimate

precipitation. The resolution of the RCM seems to be important as this affects the representation of steep valleys, especially

during convective processes in warmer months. The same is also true for colder months, but to a lesser extent, as convective15

processes only play a minor role in these months.

The biases in the interquartile range of the daily precipitation distribution at each grid point (Fig. 5a and 5d) are strongly

overestimated to a large extent over the Alps during colder months, whereas during warmer months the interquartile range is

generally smaller compared to the observations. The biases are stronger than the ones observed in the climatological mean (Fig.

4a and 4d), which means that the variability simulated by WRF is strongly season-dependent (Fig. 5a and 5d). The simulated20

increase in variability during colder months is a hint that processes common during winter, e.g., the overestimated synoptic

atmospheric systems in the global simulation, may be too efficient in producing precipitation compared to the observations.

The reduced variability in the warmer months hints to remaining problems in convective processes as these are more relevant

during summer.

Another important measure to characterize precipitation is the occurrence of precipitation at each grid point, defined by the25

wet-day frequency (the number of days with precipitation rate of at least 1 mm day−1). The wet-day frequency is strongly

overestimated during colder months, but shows only a slight overestimation during warmer months (Fig. 6a and 6d). The

overestimation in wet-day frequency, so-called drizzle effect, can be mainly related to the occurrence of synoptic atmospheric

systems commonly observed during colder months and not to local convective processes that are frequently observed during

summer (for climatology see Frei and Schär, 1998; Isotta et al., 2014). Furthermore, the positive bias in the wet-day frequency30

may also explain the underestimation of the extreme precipitation (Fig. 3) as moisture necessary for extreme precipitation

events is removed via the drizzle effect.
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4.2 Influence of different orographic characteristics on the performance of the bias-correction method

Different orographic characteristics are suggested to be used as classification in the new bias-correction method (step 1 in Sect.

3): the height-intervals (100 m and 400 m), the slope-orientations, and a combination of both using the height interval of 400 m

(combined-features). Note that the results are not affected by interchanges in the order of the orographic characteristics in the

combined-features (therefore not shown). We assess in the following, which of these characteristics are necessary to improve5

the simple approach of applying one EQM to the entire domain, often used in studies for present day and future climate change

(e.g., Evans et al., 2017; Li et al., 2017; Ivanov et al., 2018). Therefore, we use Taylor diagrams (Fig. 7) for four months namely

January, April, July, and September, as the biases show a strong seasonality (see previous section). The evaluation is carried

out with three statistics: the spatial correlation, the spatial root-mean-square-error and the spatial standard deviation.

Figure 7a shows that the correction methods using height-intervals of both, 100 and 400 m, and the combined-features10

have a better performance during the colder months than the other methods, using just orientation or one EQM for the entire

domain: the standard deviation is better adjusted, especially by using height-intervals of 100 m, the root-mean-square-error

is reduced by roughly 32 %, and the correlation is slightly increased (Fig. 7b). During the cold-to-warm transition months

(here illustrated by April), the correction using height-intervals of 400 m and the combined-features have a better performance

than the other settings. This is because the standard deviation is fully adjusted, the root-mean-square-error is reduced by 1715

%, and the correlation is increased to r = 0.75 (Fig. 7b). During the warmer months, all correction methods except the one

using height-intervals of 100 m show a similar good performance, i.e., the standard deviation is fully adjusted, the root-mean-

square-error is slightly reduced, and the correlation is slightly increased (Fig. 7c). During the warm-to-cold transition months

(September, Fig. 7d) all correction methods show a similar performance increase compared to the observations, correlation

and root-mean-square-error are only slightly improved. The method using height-intervals of 100 m often reduces the standard20

deviation, which may be explained by a weak data coverage in some height classes.

Even though, all the settings mostly show a good performance, the one using height-intervals of 400 m outperforms in

most measures and months. In addition, the correction method using the height-intervals of 400 m needs less computational

time compared to the similarly good correction method using height-intervals of 400 m and slope-orientations. Therefore, the

method using height-intervals of 400 m seems to be the most appropriate and is used in the following analysis.25

4.3 Application of the bias-correction method and cross-validation

The bias-correction method using height-intervals of 400 m is now assessed in more details. First, we focus on results where

the TFs in the method are estimated in the domain of Switzerland (Int-TFs) and then results obtained by the cross-validation

are discussed, i.e., estimating the TFs with the surrounding Alpine region, excluding Switzerland (Ext-TFs).

To illustrate the improvement by the correction method using Int-TFs, we compare the spatial and temporal representation of30

the corrected precipitation with the RhiresD data set. Focusing on the monthly precipitation across Switzerland, we find that the

climatological annual cycle of mean precipitation fully coincides with the one of the observations (Fig. 3a). Also, the monthly

distributions of daily precipitation are fully adjusted and the corresponding interquartile ranges mainly correspond to the ones

8

https://doi.org/10.5194/gmd-2019-131
Preprint. Discussion started: 1 July 2019
c© Author(s) 2019. CC BY 4.0 License.



of the observations when using the new bias-correction method. Still, the extreme precipitation events are underestimated

with the new method, which is expected as the TF of the extreme values is poorly constrained in the EQM approach (e.g.,

Themessl et al., 2011). The segregation into the height-classes (Fig. 3b and 3c) show that the climatological monthly means

and the monthly distributions of daily precipitation are also well adjusted compared to the observations. This illustrates that

the bias-correction method using height-intervals of 400 m works.5

To further describe the spatial improvements of the new bias-correction method, we select here, as in the Sect. 4.1, two

months that mainly represent the colder and warmer months, e.g., January and July. We again focus on biases in precipitation,

changes in the distribution of daily precipitation, illustrated by the interquartile range as well as biases in wet-day frequency.

Comparing Fig. 4a and 4d with Fig. 4b and 4e, shows that the mean precipitation biases are substantially reduced, especially

the overestimation over high mountain regions during colder months and the general underestimation during warmer months.10

Still, regions with positive and negative biases remain over the eastern part of the mountains in colder months and in the steep

valleys like the Rhone Valley in warmer months. Also, the negative bias in the Ticino during colder months remains, albeit it is

slightly ameliorated. The rather moderate performance in these regions can be traced back to the fact that some height classes

sample over regions with different biases. Hence, biases of one area are strongly diminished by the biases that are shared by the

other areas. For instance, the strong negative biases observed in the Rhone Valley and Ticino are not fully decreased because15

the slight underestimation from the Swiss Plateau dominates this height-class (Fig. 4b and 4e).

To assess the improvements with respect to precipitation variability, we focus on the interquartile range of the daily precipi-

tation distribution at each grid point (Fig. 5b and 5e compared to Fig. 5a and 5d). The biases of the interquartile range improve

only moderately, i.e., the strong overestimation over the mountains is partly corrected during colder months but not during

warmer months. The underestimation over the flatlands and steep valleys is corrected during warmer months and poorly during20

colder months.

For the wet-day frequency, we find that the positive biases are mostly reduced, especially the strong overestimation over the

mountains during colder months (Fig. 6b and 6e). However, the regions of Rhone Valley and Ticino, which show no biases in

the raw model output, are slightly underestimated during colder months. The negative biases observed in the region of Grisons

become stronger during colder months and in the region of Rhone Valley during warmer months (Fig. 6b and 6e). This effect25

is again caused by sampling different regions with different biases in the height classes.

To check the robustness of the new bias-correction method, a cross-validation is performed. Thereby, the TFs are estimated

from an independent data set of the Alpine region (the APGD in coarser resolution of 5 km) excluding Switzerland (Ext-TFs)

and then these TFs are applied to the Swiss region. To have insights into the effects of the correction method using Ext-TFs, we

compare the spatial and temporal representation of the corrected precipitation with the results obtained by the Int-TFs. Note30

that for the bias calculation always the RhiresD data set is used as observations. Again, to describe the spatial effects, we select

here two months that mainly represent the colder and warmer months, i.e., January and July.

Comparing Fig. 4c with 4b shows almost the same pattern, i.e., the improvement in mean precipitation achieved by using

Ext-TFs is similar to the Int-TFs during colder months. Still, some positive biases over the mountains seem to be smaller using

Ext-TFs than Int-TFs, whereas the remaining negative biases are slightly stronger than the ones after using Int-TFs (Fig. 4b35
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and 4c). The reason for the latter could lie in the coarser resolution of APGD data set used to estimate the Ext-TFs or the

inclusion of larger regions in the north and west of the Alps mixing different climate conditions and thus bias behaviours.

The slightly better performance in the mountain regions is probably due to the fact that for these height classes more data are

available, i.e., more grid-points at high altitudes (Fig. 1c), and thus a better constraint of the TFs is possible. In the warmer

months, we find that the method using Ext-TFs show slightly more negative biases than with Int-TFs, in particular over the5

Swiss plateau. Again, we hypothesise that the inclusion of larger regions in the north and west of the Alps is responsible for

this bias behaviour.

The interquartile ranges of the monthly distribution of daily precipitation are similar when using either Ext-TFs or Int-TFs

for the colder months (Fig. 5c compared to 5b). During warmer months, the negative biases in the western part of Switzerland

are less improved using Ext-TFs than Int-TFs, again a hint that the inclusion of larger regions in the north and west of the Alps10

in the lower height classes plays a role in the bias of the interquartile range.

The wet-day frequencies are very similarly corrected as in the approach using Ext-TFs compared to Int-TFs (Fig. 6c and 6f

compared to Fig. 6b and 6e). Thus, the wet-day frequency seems to be insensitive to the region where the TFs are estimated

from.

In summary, the new correction method reasonably well corrects biases in different precipitation variables. The cross-15

validation shows that using different observational data sources from independent regions have only a minor effect on the

improvement obtained by the method and thus demonstrates its robustness.

5 Conclusions

In this study, we present a new bias-correction method for precipitation over complex topography, which takes orographic

characteristics into account. To illustrate the performance of the new method, a simulation under perpetual 1990 conditions is20

carried out with the regional climate model WRF at 2-km resolution over Switzerland. This simulation is driven by the general

circulation model CCSM4.

The comparison between the dynamically downscaled simulation and the observations over Switzerland shows that the biases

are seasonal dependent and strongly related to the complexity of the topography. Colder months (November to March) exhibit

positive biases over mountains and negative biases in steep valleys, whereas during the warmer months (April to October)25

negative biases dominate, especially in the Rhone Valley and Ticino. Parts of the biases are introduced by the global climate

model, in particular the seasonal biases as shown by Gómez-Navarro et al. (2018). Moreover, the large scale atmospheric

circulation of the global climate model is too zonal – a known problem in many models (e.g., Raible et al., 2005, 2014; Hofer

et al., 2012a, b; Mitchell et al., 2017) – which cannot be fully compensated by the regional climate model. Thus, the wet bias

present in the global simulation (Hofer et al., 2012a, b) may be transported into the regional model domain rendering especially30

the colder months with more precipitation. Other biases are potentially induced by the regional climate model, e.g., a WRF

simulation using a similar setting but driven by ERA-Interim (Gómez-Navarro et al., 2018) shows also a similar overestimation

of precipitation over mountain regions as the simulation used in this study. In addition, we find that the extreme precipitation
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values are underestimated. This is due to the drizzle effect (Murphy, 1999; Fowler et al., 2007b) that can remove moisture

needed for the extreme precipitation, which mainly comes from physical parameterisations of the model itself (Solman et al.,

2008; Menéndez et al., 2010; Gianotti et al., 2011; Carril et al., 2012; Jerez et al., 2013). A hint for this is given by the fact that

the wet-day frequency in the simulation is enhanced compared to the observations.

Although numerous approaches to correct biases exist (e.g, Maraun, 2013; Teng et al., 2015; Casanueva et al., 2016; Ivanov5

et al., 2018), a new method is needed, which is flexible enough to be applicable to different climate states like glacial times

which are characterized by a strongly changed topography. The new method consists of three steps: the orographic charac-

teristics differentiation, the low precipitation intensity adjustment, and the EQM. Different orographic characteristics, i.e., the

height-intervals, the slope-orientations, and the combination of both, are tested showing that the method using height-intervals

of 400 m is generally the most skilful correction compared to other orographic characteristics and at the same time is com-10

putationally the most efficient one. Clearly, the new method outperforms the standard method of applying one EQM transfer

function deduced for the entire region of interest, which is commonly used (Berg et al., 2012; Maraun, 2013; Fang et al., 2015).

Applying the new bias-correction method to the Swiss region exclusively shows that the biases are mostly corrected. In

particular, the distribution of the monthly precipitation across Switzerland is mainly adjusted, the mean precipitation biases

are substantially reduced, and the biases in the wet-day frequency are mostly reduced. The method better corrects the positive15

biases during colder than warmer months, and reversely, the negative biases during warmer than colder months. However, some

biases are still observed, which is explained by the fact that some height classes sample over regions with different biases and

that the deficient constraint of the TFs in uttermost quantiles poorly corrects extreme values, i.e., below the first quantile and

above the last quantile.

The cross-validation using independent data to estimate the transfer functions (Ext-TFs) shows a similar improvement as the20

correction performed with data over the Swiss region exclusively (Int-TFs). Even though, the positive biases are slightly better

corrected compared to using the Int-TFs, the remaining negative biases are slightly stronger than using the Int-TFs. We find

that the inclusion of larger mountainous regions in the east and west of the Swiss Alps may be responsible for the improvement

in positive bias-correction. The less efficient correction of the negative biases is related to the inclusion of larger areas of grid

points in lower height classes in the north and west of Switzerland mixing different climate conditions and bias behaviours.25

Thus, the cross-validation shows that the new bias-correction method is less dependent on the region, which is used for fitting

the TFs, than other methods commonly used (e.g., Berg et al., 2012; Maraun, 2013; Fang et al., 2015). This demonstrates the

robustness of the new method.

Still, some of the limitations could be improved in a future work by using additional features; e.g. a two-dimensional

concavity index that can not only describe the form and orientation of the valleys, but also distinguish the flatlands from the30

valleys that are located in the middle of the Alps. Besides, one of the next steps will be the application of this new method to

other climate states that have a different complex topography, e.g., the LGM. Glaciologists can benefit from a better accuracy

of precipitation data that is used as input data by their models.
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Code and data availability. WRF is a community model that can be downloaded from its web page (http://www2.mmm.ucar.edu/wrf/users/

code_admin.php). The two climate simulations (global: CCSM4 and regional: WRF) occupy several terabytes and thus are not freely avail-

able. Nevertheless, they can be accessed upon request to the contributing authors. The post-processed daily precipitation that is used to

perform the bias-correction is archived on Zenodo (Velasquez et al., 2019). The RhiresD and APGD data set can be requested from Me-

teoSwiss. Simple calculations carried out at a grid point level are performed with Climate Data Operator (CDO, Schulzweida, 2019) and5

NCAR Command Language (NCL, UCAR/NCAR/CISL/TDD, 2019). The figures are performed with NCL (UCAR/NCAR/CISL/TDD,

2019) and RStudio (RStudio Team, 2015). The codes to perform the bias-correction, the simple calculations and the figures are archived on

Zenodo (Velasquez et al., 2019).
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Figure 1. WRF domains and topography. (a) illustrates the topography and the four domains used by WRF. (b) shows the fourth domain

including the area of interest (Switzerland) outlined by a black line. (c) indicates the height-classes used for the correction method (400

m interval) for the Int-TFs at 2-km resolution (Switzerland, black outline) and for the Ext-TFs at 5-km resolution (other shaded areas).

Additionally, some labels are added to identify some specific areas in Switzerland that are used throughout the paper.
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bution.
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Figure 3. Boxplots are illustrating the annual cycle and monthly distribution of daily precipitation: (a) entire Switzerland, (b) all grid points

in the height class of 400–800 m, and (c) of 2.800–3.200 m. Black box-plots represent the observations (RhiresD data), blue and red ones

the raw and corrected simulation, respectively. Top and bottom ends of the dashed lines represent the maximum and minimum values,

respectively. Dots represent the mean.
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Figure 4. Biases of precipitation in terms of intensity over Switzerland. (a) represents the original biases in January, (b) the biases after being

corrected using Int-TFs in January, (c) the biases after being corrected using Ext-TFs in January, (d), (e), and (f) as (a), (b), and (c) but in

July, respectively.
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Figure 5. Biases of precipitation in terms of interquartile range over Switzerland. (a) represents the original biases in January, (b) the biases

after being corrected using Int-TFs in January, (c) the biases after being corrected using Ext-TFs in January, (d), (e), and (f) as (a), (b), and

(c) but in July, respectively.
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after being corrected using Int-TFs in January, (c) the biases after being corrected using Ext-TFs in January, (d), (e), and (f) as (a), (b), and

(c) but in July, respectively.
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Figure 7. Performance of bias-correction with different settings. (a) shows a Taylor diagram for January, (b) for April, (c) for July and (d)

for September. Blue dots represent the raw simulation, red dots the simulation corrected by using height-intervals of 400 m, cyan dots the

simulation corrected by using height-intervals of 100 m, petrol triangles the simulation corrected by using height-intervals of 400 m and

slope-orientations, petrol diamonds the simulation corrected by slope-orientations, and cyan squares the simulation corrected by the usual

approach (the entire Swiss region). Note that in the Taylor diagram the spatial correlation, spatial root-mean-square-error and spatial standard

deviation are shown.
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Table 1. External forcing used in Hofer et al. (2012a, b) for 1990 AD conditions.

Parameter name Value

TSI (W m−2 ) 1361.77

Eccentricity 1.6708 × 10−2

Obliquity (◦) 23.441

Angular precession (◦) 102.72

CO2 (ppm) 353.9

CH4 (ppb) 1693.6

N2O (ppb) 310.1
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Table 2. Important parameterisations used to run WRF.

Parameterisation Parameter name Chosen parameterisation Applied to

Microphysics mp_physics WRF single moment 6-class scheme Domain 1 – 4

Longwave radiation ra_lw_physiscs RRTM scheme Domain 1 – 4

Shortwave radiation ra_sw_physics Dudhia scheme Domain 1 – 4

Surface layer sf_sfclay_pysics MM5 similarity Domain 1 – 4

Land/water surface sf_surface_physics Noah–Multiparameterization Land Surface Model Domain 1 – 4

Planetary boundary layer bl_pbl_physics Yonsei University scheme Domain 1 – 4

Cumulus cu_physics Kain–Fritsch scheme Domain 1 – 2

No parameterisation Domain 3 – 4
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